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Summary of Research 

Kinematic simulation of turbulent flow and particle motions 

J.C.H. Fung 

This thesis describes a new method for simulating high Reynolds number turbulence which 

requires much less computing power. This involved both theoretical work - to understand and 

model the important processes - and computational work, to implement the model efficiently. 

There are 'many different techniques for modelling particle dispersion in turbulent flow (e.g . J(­

theory and Random Flight) but they make assumptions about the fluid-particle interaction and 

require empirical coefficients . Theoretical work on the motion of bubbles and varticles in idealised 

flows has shown that the instantaneous structure of the velocity field is important in determining 

particle trajectories, and t~at particle motion cannot currently be modelled reliably in terms of 

time- or ensemble-averaged fluid velocities. Therefore, the solution of many practical problems, 
I 

requires the simulation of the instantaneous structure of a turbulent velocity field . This can now 

be provided with the very large computers and large amounts of computer time; even then, only 

low Reynolds number turbulence can be simulated. 

In the method developed here, the velocity field of homogeneous isotropic turbulence is simu­

lated by a large number of random Fourier modes varying in space and time. They are chosen so 

. that the flow field has certain properties, namely (i) it satisfies continuity, (ii) the two point Eulerian 

spatial spectra have known form (e.g. the Kolmogorov inertial subrange), (iii) the time dependence 

is modelled by dividing the turbulence into large- and small-scales eddies, and by assuming that 

the large eddies advect the small eddies which also decorrelate as they are advected, (iv) the large­

and small-scale Fourier modes are each statistically independent and Gaussian . Computations of 

the streamlines in a sequence of realisations of the flow show that they have a similar structure to 

that obtained from direct numerical simulations. New results for the sta tistics of high Reynolds 

number turbulent flows are obtained, for the velocity and pressure fields . 

Particle statistics are obtained by computing the trajectories of many particles and taking the 

ensemble average . Particle dispersion has been computed for a range of particle parameters and 

the results agree well with experimental measurements such as those of Snyder and Lumley; this 

enables us to compute empirical coefficients (e.g. Lagrangian timescales) for use in simpler models 

such as Random Flight, and for modelling other processes such as combustion and mixing . 

Rapid Distortion Theory is used to investigate the effects of high shear rate on the structure of 

homogeneous turbulence in chapter 4. The results show that an important effect of the shear acting 

on initially isotropic turbulence is the selective amplification of structures having large length scale 

in the mean flow direction. 
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CHAPTER ONE 

General Introduction 

1.1 Introduction 

The main subject of this thesis is the development of a new method for approximate simulation 

of turbulent flows, that cannot be simulated at present and to apply this method to new studies 

of particles in turbulent flows, especially high Reynolds number turbulent flows. 

In many fields of turbulence research, it is as necessary to be able to compute or model 

actual flow fields as they evolve as it is to know the statistics of the turbulence (e.g. spectra, cor­

relations etc). This is because many processes involving turbulence are not well enough under­

stood to be quantified in terms of the statistics. For example the effect of turbulence on chemical 

reactions (e.g. Broadwell and Breidenthal 1982) or on particle trajectories (e.g. Ma.xey 1987, 

Brown & Hutchinson 1979) or on bubble concentration (e.g. Hunt et al. 1988a) can best be 

understood and modelled in terms of actual flow structures. One reason for this is that certain 

reactions or bubble concentrations are largely located in vortical regions of the flow, whilst 

particles appear to move in regions between vortices. These highly non-uniform processes and 

distributions cannot be modelled satisfactorily in terms of the statistics of the velocity field. 

Instead it is necessary to compute mixing of reacting species or the motion of bubbles and 

particles as they are transported in the actual flow. 

When such studies have progressed further it is likely that reliable models will emerge 

relating the complex process to the statistics of the turbulence. For example several research 

groups are exploring the use of stochastic models for the fluctuating velocity at the site of a 

particle moving randomly through turbulence flows (e.g. random flight models). In studies of 

combustion and mixing, models are being developed based on the large scale deterministic flow 

structure within the turbulence (e.g. Broadwell and Breidenthal1982, Peters and Williams 1988) 

There are also smaller scale processes, such as the coagulation of small particles or the break up 

of bubbles and transmission of waves through turbulence, where the small scale velocity field 

must be simulated. 

We have emphasised these practical reasons for being able to compute and model actual 
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flow fields. But the study of the fundamental dynamics and kinematics of turbulence also 

requires simulations of actual flow fields. Certain important concepts can be explored even 

with simulations that are not quite accurate, such as the relations between Lagrangian and 

Eulerian statistics, the reasons for the skewness of the derivatives (is it entirely dynamical, i.e. 

vortex stretching, or is there also a kinematical explanation?) 

There are also many aspects that can only be modelled directly with very accurate com­

putation of all the small scale intermittent processes of turbulence; but such computational 

models do not yet exist. 

There have been two different approaches for developing simulations of turbulent flow fields: 

1.1.1 Dynamical simulations 

Two methods have been developed for computational simulations of the full space and time 

velocity field of turbulence, namely, Direct Numerical simulations (DNS) and Large Eddy sim­

ulations (LES). 

The basic principle of DNS is to solve the N avier-Stokes equation numerically (e.g. pseu­

dospectral methods) to determine instantaneous velocities in a turbulent flow. With this ap­

proach no approximation of the governing equations is needed. But in order to ensure sufficient 

spatial and temporal resolution requirements adequately, and numerical stability, it is necessary 

to restrict the turbulent Reynolds number (based on the microscale) of the simulation to about 

150 (Rogallo and Moin 1984; Meneguzzi and Pouquet 1989). In DNS the number of spatial 

grid points is determined by two constraints: first, the size of the computational domain must 

be large enough to accommodate the largest turbulence scales, and second, the grid spacing 

must be sufficiently fine to resolve the dissipation length scale, which is on the order of the 

Kolmogorov scale. (One can usually tell when not enough small-scales have been captured by 

pile-up of energy at the high wavenumber end of the spectrum.) It is well known that the range 

of scales widen rapidly as the Reynolds numbers increases. Also, the ratio of these two scales 

provides an estimate for the total number, N g , of mesh points. At moderate Reynolds number 

Re = 3300 (based on the centerline velocity and channel half-width) of turbulent channel flow, 

roughly 4 X 106 grid points (Kim, Moin and Moser 1987). Such a computation requires the full 

capabilities of presently available supercomputers. 

There have been a number of direct simulations of channel flows, boundary layer and 

homogeneous shear flows at these low Reynolds numbers. From an accurate DNS, all the 

statistics of the flow field .can be computed and can be used to test the predictions of different, 

approximate turbulence 'models' (which are usually restricted to these moments) and leads to 

suggestions about how to improve them. Unfortunately as mentioned above, all DNS to date 
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fall into the range of 'low-Reynold-number turbulence', which does not matter so much for low 

order statistics in shear flow, but this means that DNS cannot be used with confidence to test 

those respects of models which are based on the assumption that the turbulence has a high 

Reynolds numbers (e.g. non shear flow or two-point statistics of shear flow). 

This restriction on Reynolds number is avoided by decomposing the flow field variable 

into a large-scale field (the filtered field) and a residual field (the subgrid field), but at the 

cost of only approximately satisfy the governing equation. This is the method of Large Eddy 

Simulation (Lesieur 1987). The basic philosophy of LES is to compute explicitly the solution 

of the smoothed dynamical equations for the large scales, while assuming that the small scales 

act on the large scales like a stress. This stress is modelled as a local eddy viscosity acting on 

the large scales, which is of order ugfg (where fg is the scale of the computational grid used 

and u; = JeC::1 E( k) dk, E( k) is the energy spectrum). The small scales in the inertial range 
9 

are not explicitly modelled, but they are assumed to have an universal structure, that is, their 

statistics and their effect upon the large scales can be specified by small number of parameters 

as discussed above, whereas the structure oflarge eddies differ greatly from flow to flow (which 

is why universal models are elusive). In LES the resolution requirement are determined directly 

by the range of scales contributing to the desired statistics. For a fully developed turbulent 

channel flow (Moin and Kim 1982) for a Reynolds number of 13,800, based on the centerline 

velocity and channel half-width, the calculation were carried out with 516,096 grid points. 

Both simulations with a higher spatial resolution are technically possible, but they are 

extremely time consuming, due to the numerous inputs-outputs between the central memory 

and the disk units. Alternative methods based on the parallel computations using several 

processors simultaneously, are only in the preliminary stage of their development. Both these 

methods require access to the largest computer systems or to databases of the computed velocity 

fields. Neither method reproduces velocity fields with all the details of the small scales required 

for studying turbulent flow at high Reynolds number. 

The detailed stru,cture in space and time of the small-scales are particularly important 

because they play a dominant role in problems of heat and mass transfer by turbulence (Batch­

elor and Townsend 1956). This further suggests why a simulation of the fine scale turbulence 

is important. 

1.1.2 Kinematic simulatiolls 

Because of the computational expense and the limitations to their range of representation, 

other methods have been proposed to simulate certain aspects of turbulent flow fields. In 

some methods random flow fields are generated whose statistics agree with values obtained 
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from measurements or direct simulations, but the flow fields do not necessarily satisfy the 

dynamical equations. In other methods certain key elements in the flow fields are modelled 

such as vortices or stagnation regions etc, and then the strength and distribution of these key 

kinematical structure have to be estimated from experiment or other numerical simulations 

(e.g. Broadwell and Breidenthal 1982). 

The former of these two methods is the approach developed in this study. We extend the 

methods of Kraichnan (1970) and Drummond et al. (1984), who studied turbulent diffusion 

using statistically independent random Fourier modes, but not a full spectrum. No attempt 

was made by these authors to model the details of the inertial range or the variation of the 

time dependent structure of turbulence on length scales. However, some important concepts 

emerged from these studies about the Lagrangian time scale and the role of molecular processes 

in turbulent diffusion. 

The essential objective here is to simulate a random velocity field that has some known 

statistics (e.g. Eulerian spectra) and then to use this velocity field to predict some new results, 

which can be compared with experiments. If the simulation is at all useful it should also lead 

to some new concepts. The construction and use of Kinematic Simulations (KS) ought to be 

based on the results obtained from dynamical simulations and from experiments. One can also 

regard this simulation as a convenient way of providing an accessible repository or reference 

for most of our present knowledge of two point/two time Eulerian/Lagrangian statistics. It 

may enable investigators using turbulent flow fields to extract widely different statistics that 

are needed for different applications. 

An important result of fluid motion is the transport both of the fluid itself and also of 

quantities embedded or suspended in it, such as dust, chemical contaminants, slit, or sand. 

It is well known that the average transport of such quantities is greatly enhanced if the fluid 

motion is turbulent (e.g. Hinze 1975). This is a result of the convection of these quantities by 

the irregular motion of the fluid. We term such convection by continua in irregular motion, 

dispersion, to distinguish it from its molecular counterpart, diffusion. 

1.2 Particle dispersion 

A primary objective in developing the new methods of KS has been to compute the motions 

of bubbles, droplets or particles in turbulent flow. There are many fundamental unanwsered 

questions about these motions, which we can investigate using this new method, and relate to 

methods of approximate modelling. Examples of environmental and industrial processes involve 

particles and bubbles are: 

(i) Power industry 
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- Particle and droplet dispersion in coal- and oil-fire burners 

- Formation and dispersion of bubbles in cooling circuits of nuclear power plants 

- Deposition and re-entrainment of particles in cooling circuits of nuclear power plants 

(ii) Petroleum and Chemical industries 

- Two- and Three-phase pipe flows 

- Accidental release of volatile and hazardous liquids 

- Mixing and residence times in reactor vessels 

(iii) Particle transport in the atmosphere 

- Soil erosion 

- Dispersion of dusts and sprays 

- Erosion by air-borne particles and droplets 

(iv) Marine and alluvial sediment transport 

- Scour round coastal and sea bed structure 

- Siltation of dredged channels, irrigation channels and reservoirs 

- Transport of sediment and pollutants in the coastal zone 

A better understanding of particle motions should lead to better models and to better 

designs for products and environmental solutions. 

Although the concentration of particles in a fluid is a scalar, its behaviour is quite dif­

ferent from other scalars (temperature, moisture, gas species etc.) because the inertia and 

buoyancy forces acting on the particles are different to these acting on equivalent volume of 

fluid and therefore the particles do not follow the trajectories of the fluid particles. The be­

haviour of scalars in turbulent flow has been extensively studied with both experiments and 

theoretical models; the behaviour of particles has been studied less (Csanady 1963; Snyder and 

Lumley 1971; Pismen and Nir 1979; Wells and Stock 1983), mainly because of the experimental 

difficulties in measuring their movements. A number of general features have been derived from 

these experiments and computational simulations; but also some major questions have arisen 

which are still unanswered. 

In general, the motion of a particle in a turbulent flow is governed by the combined effects 

of its inertia, the buoyancy forces acting on it and the drag caused by the difference of the 

particle velocity and that of the turbulent flow field. The first two effects cause the velocity 

difference and therefore the difference between the particle's trajectory and that of the fluid 

elements in the flow - the 'crossing-trajectories effect' (Yudine 1959). The movement of light 

particles is similar to that of fluid particle in the turbulent flow field, though any given particle 

always diverges from the path of any given fluid particles, but the movements of heavy particles 

are quite different from those of fluid particles and are determined by random forces acting on 
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them as they fall or rise through the flow (Le. by the crossing-trajectories effect). 

Thus, an essential part of any discussion of the particle velocity up is the nature of the 

turbulent velocity field .at the location of the particle uf(xp, t) = ufp(t), and the difference 

between the particle velocity up(t) and ufp(t). 

The influence of a buoyancy force on the trajectory-crossing effect is quite clear; it decreases 

the particle dispersion, because a fluid point will remain in the same eddy throughout the 

lifetime of the eddy, whilst a particle will fall from one eddy to another, so that the correlation 

between particle and fluid velocities decreases. However, the effect of the particle inertia on 

the trajectory-crossing effect is not so clear; because of its inertia, even a light particle cannot 

completely follow the highly curved fluid trajectories in a turbulent eddy, so for a light particle 

the auto-correlation and the timescale of ufp(t) and of up may be greater than that for a fluid 

particle! But for a heavy particle the effect of inertia is to cause the particle r.m.s. velocity u~ 

to be less than that of the fluid uj (Snyder and Lumley 1971) and so it cuts through many 

eddies and causes the correlation time for ufp to be less than for uf but the correlation time 

for up to be greater than for ufo Therefore, the effects of inertia on particle dispersion are quite 

complex. Since the particle diffusivity x p is the product of the particle mean-square fluctuating 

velocity u~ 2 and its integral timescale TLp, the above argument suggests that for light particles, 

x p does not differ much between solid and fluid particles, but for heavy particles, the decrease 

of u~ 2 and the increase of TLp, lead to a decrease in x p. But this need careful evaluation. 

Buoyancy forces and inertial forces can act in combination, which also needs consideration. 

1.2.1 Particle motion 

To understand particle motion it is instructive to consider the variations of the fluid velocity 

seen by the particle and to divide them into spatial and temporal variations. 

( a) Spatial variation 

Consider a dense particle travelling towards an eddy (Fig. 1.1). A particle with low inertia 

will be swept part of the way around the eddy and then leave the eddy, to be swept part of 

the way around a neighbouring eddy. Although the particle trajectory is quite curved, the fluid 

velocity sampled by the particle (u(xp , t)) - which is the important velocity in modelling the 

motion of the particle - does not change very much. The time scale for this velocity can then 

be greater than that for a fluid element retained by the eddy. 

A particle with high inertia will cut through the eddy, and the fluid velocity which it 

samples will change very rapidly - more rapidly than that seen by a fluid element. 

The most interesting case is that if the particle inertia lies within a certain range, the 
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trajectories with different inertia. pa.rameters Tp. 



particle may penetrate into an eddy and become trapped there, spiralling out slowly. Thomas 

et al. (1983) have shown that 'trapping' certainly occurs for bubbles and light particles, but 

Kraichnan (1970) observed that it only occurs for dense particles in a static, two-dimensional 

flow field. Chung and Troutt (1988) observed some trapping of dense particles in their Discrete 

Vortex Method simulation of an axisymmetric jet, and Perkins and Hunt (1986) demonstrated 

that isolated vortices can trap dense particles in certain situations. The point is whether 

turbulent flow corresponds to these idealised flows and whether particles can be trapped by 

'eddies'. 

The introduction of a fall velocity also tends to increase the rate at which the fluid velocity 

'seen' by the particle changes, either because the particle 'falls' from one eddy to the next, or 

because even if a particle is trapped it 'sees' a rapidly changing velocity field. This will be 

discussed in more detail in §3 .8. 

(b) Temporal variation 

As the particle moves it experiences a velocity field which changes for two reasons. First 

(as described above), the fluid velocity sampled by the particle changes. Secondly, the fluid 

velocity field is itself changing in time. All that the particle perceives, however, is a velocity 

field which changes with time, although, as we have illustrated above, the rate at which the 

flow field appears to change depends on both the inertia and the fall velocity of the particle. 

The response of the particle to this changing velocity field depends only on its inertia. 

Particles with high inertia are insensitive to the frequency velocity fluctuations and so remain 

correlated for longer periods. We will show that the velocity of the particle will only be affected 

with frequency w > T;;1 (or time scale ;:S Tp) in §3 .3.3. 

1.2.2 Current modelling tecllniques 

Physical m odels: 

These are often used to model particle transport in complex flows, e.g . sediment transport 

in large-scale environmental flows or bubbles in two phase flows. Even for these kind of mod­

elling many assumptions are necessary to model the transport rates correctly, for this reason 

some flows are modelled at full scale. Physical models are also expensive, and their results 

cannot easily be applied to other situations. But increasingly they are used in conjunction with 

mathematical models and then such an extension is possible. 

Computational m odels: 

Until now, predicting the behaviour of particles in a turbulent flow has been approached 

mainly in two ways, by: 
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- Eulerian methods in which properties of the particle motion are evaluated in space and 

time in a certain geometrical frame of reference. These methods of modelling turbulent 

dispersion use a set of moment equations which are derived by Reynolds-averaging of the 

Eulerian conservation equation for the mean and fluctuating concentration C. 'Closure' of 

the latter set of equations involves approximate relations among certain joint moments of 

the velocity and concentration fields. Such approximations depend on the concentration 

field itself and so are not uniformly valid for all concentration fields. They are usually 

'fixed' for particular situations, such as two phase pipe flows. 

- Lagrangian methods in which the motion of particles are computed along their trajectories, 

(if the turbulent flow is determined by a Eulerian calculation, we can then speak of a 

Eulerian-Lagrangian method) . Calculation of concentration moments can be carried out 

for an arbitrary source distribution . The assumptions made in Lagrangian modelling thus 

do not depend on the concentration field of the source distribution and in this sense, are 

uniformly valid (provided the concentrations are weak and there are no interaction between 

the particles). 

Different methods are now considered in detail: 

1. Eulerian methods: 

For many flows, a number of simpler models has been used . These require empirical coefficients 

which have to be obtained from experiments. 

(a) Turbulent diffusivities (K-theories) 

Turbulent diffusivities, say Xij(t) (assuming they are a function of time t alone for homo­

geneous turbulence), are usually defined in the following manner. Consider a scalar field O(x, t) 

advected by a velocity field u(x, t) without changing as it moves (i.e. no molecular diffusion). 

It satisfies the following conservation equation: 

8 
8t O+ (u.V)O = 0, 

In this case the usual molecular diffusivity term can be omitted. 

Decomposing O(x, t) and u(x, t) into mean and fluctuating parts, 

O(x , t) = (O(x, t)) + O'(x, t), 

u(x, t) = (u(x, t)) + u'(x, t) 

and substituting (1.2.2) into (1.2.1) and averaging gives (with V.u' = 0): 

{ %t + (u(x, t)). V } (O(x, t)) = - V. {(u'(x, t)O'(x, t))} . 
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In attempting to close this equation, it is sometimes assumed that the flux is proportional to 

the gradient of concentration, by analogy with molecular diffusion. i.e . 

- ( u~(x, t)B'(x, t) ) = H ij ()~. (B(x, t) ) , 
J 

(1.2.4) 

where H ij is defined in term of properties of the turbulence (e.g. Csanady 1963, Monin & 

Yaglom 1975). The order of magnitude of H ij is U~TL or uoL. For this assumption to be valid 

it is at least necessary that the characteristic length scale of (B(x, t)), say L9 , is much greater 

than the characteristic length scale of the transporting mechanism, which in this case can be 

taken to be an Eulerian integral length scale, say L (Corrsin 1973). It is also necessary that 

the p.d.f. of turbulence is close to Gaussian (Hunt 1982) and that TL rv L / uo. (1.2.4) breaks 

down close to "point" sources but is asymptotically valid for large travel time. 

Substituting (1.2.4) into (1.2.3) gives, for a statistically homogeneous flow, 

{ 
() } {)2 -() + (u(x, t)).V' (B(x, t)) = H ij(t) () . . () . (B(x, t) ) . 
t X~ xJ 

(1.2.5) 

This is the so-called diffusion equation for (B(x, t) ) and when the turbulent intensity is large 

enough (e.g. uoL ~ H) the equation can applied even in the presence of molecular diffusion, 

except near boundaries (Hunt 1985). In most problems of interest, L = 0 (L9) since the 

diffusing mechanism is of the same scale as the property being diffused, the K-theories are 

fundamentally incorrect. However the errors are often small enough that the K-theories continue 

to be of practical value, provided the value of the diffusivity H is known. But since H takes on 

different values for different flows and different distribution of concentrations, it is not possible 

to estimate H without further computational or experimental studies. 

Since solid particles do not follow the flow, it is an even more tenuous hypothesis to assume 

that the diffusion of solid particle in a turbulent flow is described by a diffusion equation. Also 

the value of H depends on the properties of the turbulence, the particle and distribution of 

particles. 

(b) Higher-order Eule'rian closure model 

We will only describe the second-order modelling technique, the so-called one point closures. 

In this technique, equations are carried for the means, variances and fluxes, and these equations 

are closed by representing the third order quantities and certain other terms such as the pressure 

correlations, in terms of the second order quantities . 

By using the Reynolds decomposition, the equations for the first and second moments can 

be written without approXimation as: 

(1.2.6a) 
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(1.2.6b) 

Ot (CUi) + 20j (C) (UiUj) + OJ (CUi) Uj + OjUi (CUj) 

+ OJ (CUiUj) + (UiOjC) Vj = - (COiP) / p, (1.2.6c) 

where Ot is a derivative with respective to time, and Oi is a derivative with respect to Xi; (Ec) 

is the dissipation rate of (c2 ); and C is the instantaneous value of the particle concentration, 

while C = C - (C) (Shih and Lumley 1986). 

The (exact) equation for the third moments, can be interpreted as representing the ten­

dency of turbulence (in the energy containing range) tending to relax to an isotropic Gaussian 

state in the absence of disturbing conditions such as inhomogeneity, buoyancy, chemical reac­

tions and so forth. 

Shih and Lumley (1986) approximated the third moments (e.g. (CUiUj)) in terms of second 

moments and predicted C. Their results for C compare favourably with the experimental data 

of Wells and Stock (1983). It is not clear that the second order model outlined by Shih and 

Lumley is always satisfactory for the dispersion of particles. (The same models cannot predict 

«P) for scalar, so it is unlikely that (c2 ) for particles can be modelled!) The basic assumption 

of the second order modelling is the field of a particular variable can be completely described 

by the scales of the energy-containing range, or in other words, that the spectrum is simple 

(Spalding 1971). A superposition of two scalar fields having different time scales and no longer 

has a simple spectrum, and hence cannot reasonably be described by equations having a single 

time scale (Pope 1983). While it is possible to construct multiple time scale models, they 

become extremely complex. 

11. Lagral1gial1 methods: 

In the Lagrangian approach, diffusion of scalars or particles are related to the Lagrangian 

statistics of the turbulence, which are assumed to be known (by computation or experiment). 

They are physically more transparent than gradient transport or higher-order Eulerian closure 

models and simpler to compute, especially for different particle sizes or distributions. They also 

possess the computational advantages of being potentially more efficient than Eulerian methods 

generally (since calculations involve only those portions of the fluid which are marked and 

therefore of interest). In several methods in current practice (Gosman et al. 1981), Lagrangian 

methods are used to compute diffusion coefficients of particles x ij which are then used in 

Eulerian models for C (such as (1.2.6a)). 
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(a) Brown and Hutchinson j'l"fodel 

In this one-dimensional model (Brown and Hutchinson 1974) , the fluid velocity fluctuations 

1.1./, which particles pass through , are described by a simple auto-correlation function with a. 

time constant which is independent of the particle size. The turbulent flow field is described 

by a sequence of eddies all of which have the same characteristic speed, Ue , the same charac­

teristic length , le, and the same characteristic decay time, t e , but whose direction is random, 

characterized by a sign Sl, which can be either positive or negative with equal probability. The 

interaction time oti between the particle and ith eddy depends on the particle velocity Vi at the 

beginning of the ith step and the particle displacement Si during the ith interaction (i.e. whether 

Si is less or greater than le), so oti is governing by the equation of motion (Hutchinson 1974), in 

any case, the maximum possible value oti is te. The trajectories of the particles are constructed 

in the following (Fig. 1.2): at the start of each time step !:It, say after certain no. of time steps 

n!:lt interacting with ith eddy. The value n!:lt is compared with oti. If n!:lt ~ oti, a new eddy 

(Ue ) id generated; if not, (Ue ) retains the same value during time interval !:It. The equation 

of motion for the particle is solved for each particle-eddy interaction and their effects of many 

interactions are summing on a computer. After 20 ,000 particles, the mean square displacement 

of the particle can then be obtained. This model does not represent the range of characteristic 

scales for the flow dynamics as in real turbulence. This model (and its later refinements by 

Gosman 1981) is used for computation of the mean particle or droplet concentrations of sprays 

in chemical and automobile engineering, using (1.2.6a). 

o 

eddy 1 eddy 2 eddy 3 eddy 4 

I~ 6!:lt>ot3 

but the displacement 

S3 > l3 

Fig. 1.2 Procedure for constructing the trajectory of a particle 

(b) Gouesbet et al. model 

In this three-dimensional model (Gouesbet, Desjonqueres and Berlemont 1987), at each 

step of time, the fluctuating velocity 1.1. /i is obtained from a random generation process complying 

with two physical conditions: (a) the r.m.s velocity (1.1.j;) is known and u/i is assumed to be 

Gaussian; (b) using a two-parameter (TL and the loop parameter rn, linked to the occurrence 

and to the importance of the negative loops, in the function) Frenkiel family of Lagrangian 
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Fig. 1.3 Correlation length for the simulation. 

velocity auto-correlation function for Ufi. 

To integrate the equation of motion for the particle and build the particle trajectory, one 

need the instantaneous fluid velocity ufp at the particle position. In the simulation, Gouesbet et 

al. follow from the starting point and at the initial time, a particle and a fluid particle. The fluid 

particle trajectory is constructed according to the method explained in the previous paragraph. 

At each time step 6.t, the fluid velocity, at point P of the particle position, ufp is computed 

from the knowledge of the fluid velocity at the fluid particle position F, using Eulerian spatial 

correlations (u fi (P)u fj (F)). 

The particle P will, sooner or later, leave a correlation domain, assumed to be a sphere 

of radius LD (for isotropic turbulence, LD is taken equal to (Lll + L22 )/2), attach to the 

fluid particle F (Fig. 1.3). When the distance r between P and F becomes greater than the 

correlation length L D, the fluid particle F is no longer followed and a new fluid particle is 

considered, at the particle position. The whole process produces a Lagrangian simulation of 

the particle trajectories. 

This approach has been used to predict particle dispersion and the results compared well 

with the experiments by Snyder and Lumley (1971) and Wells and Stock (1983). The limitation 

of this methods is the difficulty of predicting precisely the various scales (e.g. TL , L D ) involved 

in the formulation. 

( c) Random flight model 

Another more sophisticated (and flexible) method for simulating the motion of particles or 

bubbles in unsteady random velocity fields is the 'random flight models' (RFM) in which the 

fluid velocity seen by the particle is represented by a stochastic process. Thence the particle 

motion is computed and the trajectories of many particles give the mean concentration distri­

bution. Because the particles are assumed to move independently, the results are applicable 

only to ensemble- or time-averaged diffusion and do not apply to the diffusion of a puff. The 

veloci ty seen by a particle is modelled by the Langevin equation, i.e. if U fp( t) is the velocity of 
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Fig . 1.4 The form of the auto-correlation functions of R7p and R7f 

the fluid element at the particle, then: 

(1.2.7) 

where dUt is a Gaussian, white-noise stochastic process (which represents the rapid random 

acceleration, which is uncorrelated from one timestep to the next) with mean zero and vari­

ance dt , also with initial condition that uJp(O) is a Gaussian random variable with mean zero 

and variance (j~fP. Ti is the time scale over which the velocity of the fluid along the particle 

trajectory is correlated while it undergoes the random acceleration. It is easily shown (Thom­

son 1984) that if Tt, (jufp are constants, ufp(t) is also Gaussian with mean zero and variance 

(j~fP and that the auto-correlation is RL(r) = exp( -rIT£). Equation (1.2.7) allows the velocity 

ufp to have a finite memory. When t ~ Ti, this memory does not have a significant effect and 

then the velocity U Jp may be thought of as a sequence of uncorrelated jumps. 

If the particle is very light, uJp = uJ and then Ti is equal to the time scale of the fluid 

particles. It has been found in several flows that for diffusion of scalars, the random flight 

models gives a better description of dispersion for times less that about TL than models with 

a diffusion coefficient x. Also for t ~ TL they are able to include more properties of the 

turbulence than the usual K-theory formulation (especially near the source, since the diffusion 

equation overestimates the dispersion near the source (Hunt 1985)). Random flight models can 

be computed with simple numerical methods (first order differential equations). Statistically 

stable solutions, however, are obtained only when the trajectories of thousands of particle are 

evaluated. A major drawback of this technique is that there is no theory which specifies TL 

or Ti and the Lagrangian statistics of dUt in terms of the (Eulerian) statistics of turbulent 

veloci ties measured at a number of fi..xed (or moving) points. 

Hunt and Nalpanis (1985) used the RFM to model solid particle dispersion problems and 

assume that the velocity .correlation of the velocity seen by the particle has the same form as 

RL(r) but with a timescale Ti that differ from TL (Fig. 1.4). Because of the inertia of the 
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particle and 'trajectory-crossing' effect, Tt is reduced by a factor (i.e. the time over which 

velocities remain correlated is reduced) which will be reviewed in greater detail later . Based on 

this model for ufp, the computations for up and the mean square displacement of the particle 

xp were compared with the experimental data of Snyder and Lumley (1971) . 

Although these methods are useful and are relatively cheap in computing time, the basis 

of such approaches are not well understood. For example the stochastic model masks the 

presence of quasi-ordered structures, which may be present in turbulent flow. Furthermore, the 

systematic interaction of particles with such quasi-ordered structures or eddies may have a role 

in the suspension process, especially in cases where the terminal velocity of the particle is of 

the same order as the fluctuating fluid velocities. 

(d) Random walk model 

Rather than modelling the fluid velocity seen by the particles as a random process, a simple 

method is to model the particle velocity up as a stochastic process. It requires less computation 

than the Random Flight method, but the mean and fluctuating particle velocities and the 

integral time scales must be estimated directly. It has been used to model droplet and particle 

dispersion in the atmosphere, for example by Walklate (1987). 

The main weaknesses of these models are: 

- empirical coefficients which depend on both the particles and the flow, can vary through 

the flow and are difficult to estimate a priori. 

- an assumption that the velocity field is described by simple statistics which neglect the 

influence of the structure of the flow. 

- only first and second order moment quantities can be computed, whilst we often need 

extreme values, such as peak concentrations 

- Lagrangian quantities such as particle residence times cannot be calculated. 

- they cannot be used to investigate the fundamental mechanisms in particle-fluid interaction. 

To investigate some of the fundamental mechanisms in particle dispersion we need a tech­

nique for simulating a turbulent velocity field. A full simulation is not practical because it 

requires a large amount of computing time and is limited to low Reynolds number turbulence 

and to simple boundary conditions. However there are simpler techniques which can reproduce 

the important features of a turbulent velocity field such as Discrete Vortex method. 

( e) Discrete vortex method 

In the early stages of free shear flows, large scale eddies or coherent structure form in which 

their vorticity is in the spanwise direction. Consequently, the large scale features of these flows 
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can be represented by a flow model in which only one component of vorticity. The vorticity is 

discretised into point sources which are released into the flow at each time step, and are then 

advected with the local fluid velocity. Empirical adjustments are needed to incorporate the 

effects of dissipation and-to ensure that the solution remains stable, but the method reproduces 

many of the phenomena such as coalescence, roll-up and pairing, which characterise these 

types of flow. It has been used successfully to simulate the flow field and hence the particle 

trajectories for the cases of bubble entrainment in shear layer (Sene 1984), particle dispersion in 

an axisymmetric jet (Chung & Troutt 1988) and particle entrainment into a plane jet (Perkins 

& Hunt 1988a). 

These models (a-e) have had some success in comparison with experimental data. In spite 

of these successes, the correct way to formulate such models has not been investigated in detail 

and a number of theoretical problems have recently been identified in connection with existing 

models. (In particular, Durbin's (1980a) model is only consistent with incompressibility if the 

trajectories are calculated forwards in time from the source to the receptor.) 

The improvement of these models requires a better understanding of the basic physical 

processes which takes place and therefore, computations must be devoted to certain particular 

phenomena which have to be considered as being only a part of the real process. 

The method described here can be consider as an intermediate way between very sophisti­

cated and expensive numerical integration of the Navier-Stokes equation techniques and simple 

Stochastic models obtain by assuming some specific constants. Fig. 1.5 shown the diagram of 

overall research scheme. 

1.2.3 Analysis 

Taylor (1921) developed the first statistical theory of turbulent dispersion for relating the statis­

tics of particle displacements to the statistics of the velocity field. The displacement of an 

individual diffusing particle is related to its velocity by 

x(t) = it u(t') dt', (1.2.8) 

where we have taken the x-components. From (1.2.8) the rate of change of x 2(t) may be written, 

in a given realisation: 

d dx rt 
dt X2 (t) = 2x d~ = 2 lo u(t)u(t') elt'. (1.2.9) 

If we now take ensemble averages on both sides and assume the stationary Lagrangian velocity 
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field is with zero mean, then 

(1.2.10) 

where Rff(t') = (U(?:2(tt~ t')) is the Lagrangian velocity auto-correlation and for stationary 

u(t) is an even function of 1'. On a further time-integration we find 

t t' 

(x 2(t)) = 2 (u2) 11 Rff(1') d1'dt' 

= 2 (u2) 1t(t - 1')Rff(1') d1', (1.2.11) 

where the second form follows on partial integration. Therefore the moments of the displacement 

of a fluid particle are related kinematically to the Lagrangian velocity-correlation functions . 

The following limiting expressions are obtained from equation (1.2.11): 

(i) When the time t is so small that R ff( 1') approximates unity, equation (1.2.11) becomes 

for (1.2.12a) 

(ii) for large time t such that J;-+(X) Rff(1') d1' = TL i- 0, the Lagrangian velocity integral time 

scale, then 

for (1.2.12b) 

so that (x 2 ) increases at a uniform rate. By considering the probability distribution func­

tion of concentration C, this result is equivalent to the Eulerian approach, i.e. (x 2 ) = 

Jx2Cdx/Cdx = 2xt. Thus x = 2(u2) TL' (Note that only if R(1') = e- r / TL is TL 

defined in (1.2.10), same as in RFM.) 

Thus the Eulerian dispersion variable x can only be defined in terms of Lagrangian prop­

erty of the turbulence. There is no rigorous theoretical method for predicting the dispersion rate 

x or the form of the distribution from Eulerian quantities . Unfortunately, Lagrangian statistics 

are extremely difficult to obtain experimentally because they require measurements following 

the random motion of fluid particle. Nevertheless, some useful data have been obtained by Sny­

del' and Lumley (1971) and Shlien and Corrsin (1974) in isotropic flows. In these experiments 

measurements are made from the spreading of the contaminant downstream from the source and 

hence assuming molecular diffusion can be neglected. Thus, the Lagrangian velocity correlation 

function is estimated; but not very accurately because it is difficult to follow the trajectories of 

the contaminants and so obtain their velocities at different points in time and to obtain the auto­

correlation functions from the statistics from those (x) involving such questionable techniques 
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as double differentiation of experimental curves (i.e. :t (x 2
) = 2 (u 2

) lot Rll (t') dt'). Though 

the actual integral scale itself is well defined. More recently, Sato and Yamamoto (1987) have 

measured Lagrangian velocity auto-correlation in grid turbulence, by tracking small tracer par­

ticles optically and Yeung and Pope (1989) have computed higher-order Lagrangian statistics 

(velocity gradient and acceleration auto-correlations) using DNS in Taylor-scale Reynolds num­

bers in the range 38 - 93. Taylor's analysis has proved a useful mean of analysing other flows. 

It has been extended to diffusion in three dimensional homogeneous, 'steady', non-isotropic 

turbulence (Batchelor 1949), to homogeneous, self-similarly decaying flows (Townsend 1954); 

and to shear flows and to inhomogeneous flows (reviewed by Hunt 1985). 

All these results remain valid for the displacement of heavy particle xp (Batchelor 1949) 

but the Lagrangian statistics of the velocity of the particles up are even less well understood. 

The motion of a particle in a turbulent fluid depends upon the characteristics of the particle 

and of the turbulent flow. Small particles show a fluctuating motion resulting from turbulent 

fluid motion. Generally speaking, a particle responds to turbulent fluctuations with a scale 

larger than the particle diameter. A particle which is much larger than the scale of turbulence 

shows relatively little velocity fluctuation. The effect of turbulence is then to modify the 

flow field around the particle, so that the drag may be affected. However, there are two 

basic mechanisms for the discrepancy between the diffusivities of fluid elements and foreign 

particles: a trend to increasing particle diffusivity due to inertial effects, characterised by the 

particle relaxation/response time, by which 'sluggish' particles do not follow completely the 

high frequency fluctuation of the turbulent medium. The response time of a particle is defined 

as Tp = 2ppa~/9J-L where Pp is the particle density, ap is the particle radius and J-L is the fluid 

viscosity. This quantity represents the time required for a particle released from rest in a 

uniform flow, to reach 63% of the flow velocity (provided Stokes' drag law is applicable). It is 

simply a measure of the aerodynamic responsiveness of a particle. The ratio of the two time 

scales, Tp/TJ, also called the Stokes number, St, is used to measure the dimensionless response 

time of the particle motion to changes in the velocity of the surrounding fluid. It is plausible to 

assume that for St ~ 1, the particles will not respond to the large eddies significantly and will 

exhibit little dispersion. For St ~ 1, the particle will follow closely the streamlines in the flow 

and should disperse at the same rate. For Stokes numbers ranging between these two extremes, 

particles may be capture by the vortex structures but eventually they may be flung out of the 

structure, as seen by Yule (1980). 

A counter-acting trend, usually stronger, the "crossing trajectories" effect (Yudine 1959), 

to decreasing diffusivity due to the particle falling out from the eddy where it was at an earlier 
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instant and therefore will lose its velocity correlation more rapidly than a fluid particle which 

changes its turbulent velocity only owing to "eddy-decay". Csanady (1963) in his analysis of the 

turbulent diffusion of heavy particle in the atmosphere which included the crossing-trajectories 

effect and ignored the particle inertia, suggested that the correlation will evidently be a function 

of l¥g and T, the time lag. Thus 

(1.2.13) 

and 1( U'T / L, 0) corresponds to the Lagrangian case and 1(0, WgT / L) to the Eulerian case in 

which the particle falls like a stone. For a large free falling speeds particle, the eddy-decay during 

t = T may be neglected compared to the spatial change of correlations, so that the Lagrangian 

correlation at two points separated by the distance WgT where Wg is a finite free fall velocity, 

could be obtained from the fluid Eulerian space-time velocity auto-correlation in a frame of 

reference moving with the fluid mean velocity. Comparing these results with those for fluid 

point dispersion, he arrived at the following equations involving ratios of the longitudinal (33) 

and lateral (11) coefficients respectively 

(1.2.14a) 

(1.2.14b) 

where x is the particle diffusivity, u' is the r.m.s. velocity in the direction of Wg and (3 = 

u'TL / LE relates the Lagrangian integral time scale TL , and the Eulerian integrallengthscale 

LE and from theoretical considerations of Tennekes and Lumley (1972), they obtained (3 = 2/3. 

Note that in (1.2.14b), the coefficient is about 4 (rather than 1 as in (1.2.14a)) because the 

transverse integral scale on (Ul(X)Ul(X + T3)) is half the longitudinal integral scale based on 

(Ul(X)Ul(X + Tl)) in isotropic turbulence. Therefore, it can be seen that the effect of constant 

free-fall velocity on the dispersion of particles in a turbulent flow is then to decrease the particle 

dispersion coefficient by approximately the inverse of the free-fall velocity. In the limi t vVg / U' --t 

00, the diffusion coefficient normal to Wg is a half that parallel to Wg. Also, their results 

indicated an appreciable reduction of dispersion rates. But these formulae cannot be in general 

rigorously valid, as, for instance, when the drift is not constant or when it is not large enough 

to provide an Eulerian sampling out as assumed in the analysis. 

However this model did not fit the measurement of Snyder and Lumley (1971) with one 

value of (3 (Hunt and Nalpanis (1985) suggested using (1.2.14a) for x jP33 which is different to 

x p). The reason for this failure is because even when the relative velocity VR is small compared 
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with (1u, one has to allow for the large spatial gradients of turbulent velocities. Over a small 

interval ox, the cross correlation of u is given by 

Clearly this results cannot be accommodated in a Stochastic Markov model for u(x, t) in 

which u(x, t) has a exponential velocity correlations since ox '" vRD.t. Hunt and Nalpanis (1985) 

by allowing for the large spatial gradient of turbulent velocity, derived a heuristic form for TL 

for use in the random flight model, dependent on the time interval D.t, 

(1.2.15) 

where A is constant of order 1 which is determined from experimental measurements. Using 

(1.2.15) for simulations Walklate's (1987) model gave good agreement with the measurements 

of Snyder and Lumley (1971). 

A drawback of the random walk technique is that it assumes a specific form for the La­

grangian correlation statistics, also from Hunt's formula it depends on the size of the time step 

D.t being chosen. Thus, in principle the velocity of the particle U Jp cannot be represented by a 

simple stochastic Markov processes. 

Before moving on to the discussion of shear flow turbulence, we wish to mention two 

reliable Lagrangian experiments. In spite of the difficulties as described above, some important 

conclusions have been established. 

Both laboratory investigations of the dispersion of particle have been performed in isotropic 

flows. Starting with Snyder & Lumley (1971) who measured the Lagrangian auto-correlation 

experimentally using particle of four different sizes and densities ranging from light particles 

that would closely follow the fluid fluctuations to heavy particle that would experience both 

inertia and crossing-trajectory effects. In their experiment Snyder and Lumley determined the 

lateral position of different particles as they are individually convected up the wind tunnel. 

Although decay, it could be corrected to stationarity. The main results were that (1) the auto­

correlations of the particle velocity decreased much faster for heavy particles, (2) the particle 

velocity auto-correlations and the Eulerian spatial correlation have similar shapes, (3) the ratio 

of Eulerian to Lagrangian time scales is about 3, (4) the Lagrangian integral scale is closely 

approximated by L/u' where L is the Eulerian integral scale and u' is the turbulence intensity. 

In order to understand the individual influence of inertia and the crossing-trajectories effect 

on the dispersion of particles, Wells & Stock (1983) investigated experimentally the dispersion 
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from a point source of charged spherical glass beads (5JLm and 57JLm diameter). Their inertia 

time scales differed by more than two order of magnitude in a horizontal wind tunnel with grid 

generated turbulence. The flow properties are similar to those used by Snyder & Lumley (1971), 

but with a vertical uniform electrostatic field. The field intensity could be varied, forcing the 

charged particles out of regions of correlated fluid at a higher than normal rate or vice versa, 

thereby inducing the effects of crossing trajectories or making the terminal velocity zero. In 

this way they could isolate the individual consequences of particle inertia and the crossing­

trajectories effect on the dispersion process. Laser-Dopper anemometry was used to measure 

the distribution of particle concentration and velocity in several cross sections along the tunnel. 

The results showed that effect of crossing trajectories decreased the particle dispersion after a 

suitably long time from their release. Crossing-trajectory effects appear to be negligible when 

the drift velocity is less than the Lm.s. fluid velocity, a finding consistent with Reeks (1977). 

Both particle sizes gave nearly the same dispersion for the case of zero drift velocity. 

However, since the particle were released at the grid, during the early stage of their motion 

the turbulence cannot be regarded even approximately as homogeneous and the law of initial 

period of decay of turbulence (Batchelor 1952) is not applicable. Scaling by conditions at the 

source cannot therefore be completely effective as a means of comparing their data with other 

measurements . Furthermore, the charge sections of the wind tunnel commenced 15M, where Jvf 

is the grid mech dimension, downstream of the grid so that the particles experienced a change 

in the external force field at that point, thus further obscuring the initial conditions. 

It is apparent that although the experiments of Wells and Stock were designed to be 

comparable with that of Snyder and Lumley, there are considerable differences which make 

quantitative comparison between them difficult. The main problem is that proper scaling of 

. the data is impossible because the source was located too close to the grid. 

Thus, we will only use the experimental data of Snyder and Lumley to compare with our 

computing simulations of particles as shown in Chapter 2. 

1.3 Homogeneous shear flow 

Most of the discussion so far has been on homogeneous turbulent fields without a mean ve­

locity gradient. In turbulent boundary layers and pipe flows there are several other important 

processes, including those associated with the inhomogeneity of the turbulence and with a 

mean velocity gradient. The difficulties encountered in considering all the turbulent processes 

simultaneously are very great. However, it may be possible to obtain some understanding of 

various processes by considering them separately. In this section, the effect of a uniform velocity 

gradient on a homogeneous turbulent field is considered. 
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If one linearizes (Le. neglect terms quadratic in fluctuating quantities by Rapid Distortion 

Theory (RDT)) the homogeneous problem, one is left with the relatively trivial problem of 

the 'final period of decay' (Batchelor 1953, §5.4) which by its nature can provide no insight 

into the central problem of the energy cascade at high Reynolds number. However, if one 

linearize the the shear flow problem (of Orr-Sommerfeld type in plane shear flow) with solutions 

generally representing damped waves (see, e.g. Landahl 1967), then this provides a technique 

for study structure of turbulence (Pearson 1959) and the related problem of energy transfer to 

the turbulence. 

It was Batchelor and Proudman (1954) who first presented a RDT of turbulent flows. It is 

assumed that distortion by mean influences take place on a time (spatial) scale small compared 

to the Lagrangian time (length) scale on which non-linear and viscous effect act, so that the 

turbulence interacts strongly with the mean flow but only weakly with itself. Starting with an 

isotropic spectrum they found the evolution of turbulent intensities in an arbitrary homogeneous 

straining flow. Pearson (1959) incorporated viscous terms into Batchelor and Proudman's 

theory and three cases of distortion were investigated; those of uniform rotation, uniform shear, 

and uniform irrotational distortion. For the first two, the total enegry associated with the 

turbulence was found to decay, but for the third it was found in general to increase without 

limit. Townsend (1970, 1976) has shown that RDT calculations, for the value of the total 

strain between about two to four, with a finite shear of about 63° imposed on initially isotropic 

turbulence, can reproduce quite a~curately eight out of the nine principal correlation functions 

measured by Grant (1958) in a turbulent wake and stress ratios are also fairly well predicted 

- and this all on the basis of a linear calculation! More recently, Lee, Kim and Moin (1987) 

have demonstrated that applying the linear (RDT) distortion to an actual realisation of an 

initially homogeneous isotropic velocity field leads to velocity fields that contain many major 

large-scale coherent structures. These structures appear very similar in their scale, shape and 

distribution to structures that have been found in the Direction Simulations of homogeneous 

(uniform) shear flows and in the simulation and experiments of turbulent shear boundary layer. 

In view of this similarity, RDT is used to investigate the effects of high shear rate on the 

structure of homogeneous turbulence in chapter 4. The results show that an important effect 

of the shear acting on initially isotropic turbulence is the selective amplification of structures 

having large length scale in the mean flow direction . The theory of RDT is based on the 

linearization of the basic equation of motion, and is intended to described the linear interactions 

between the large scale (energy containing) turbulent eddies and the mean velocity U. It is 

important to recognize that RDT works best when a turbulent flow is subjected to a large 

distortion; when ISlq2 le ~ 1, where S '" O(IIV'UII), the time scale of the turbulence q2 le 
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is long compared to that of mean deformation, and so the turbulence does not have time to 

interact with itself for the duration of the distortion. 

If one relaxes the rapid condition to consider distortions acting over time less than but of 

order TL, there is then time for the large eddies to pass energy down a cascade to smaller eddies 

during the distortion. However turbulence/turbulence interactions between the large eddies 

themselves may still be ignored if the turbulence remains weaks. Lee, Kim & Moin (1987) have 

demonstrated by comparison with experiments that the linear theory of rapidly distorted flow 

can be applied to analysing the structure of slowly changing turbulent shear flow. 

The RDT model clearly omits some important mechanisms which are present in such flows, 

notably non -linear transfer (energy cascade) process. Nevertheless it appears that the selective 

amplification of certain eddies by interaction with mean shear in the way described by RDT, 

is an important mechanism in the development and maintenance of the turbulence structure. 

Non-linear effect seem to limit the process rather than modify it. 

This thesis is organized as follows . In Chapter 2 the method of Kinematic Simulation of ho­

mogeneous isotropic turbulent velocity field is presented. Using an accurate numerical scheme, 

of order 2700 fluid particles are tracked through the computed flow field, and hence time series 

of both Eulerian and Lagrangian velocites are obtained. The results reported include: Eule­

rian and Lagrangian velocity auto-correlations and spectra; 'Eulerian-Lagrangian' and 'Frozen 

Lagrangian' velocity spectra; pressure spectra. In Chapter 3 the simulation is employed to 

compute the individual motion on dispersion of small dense particles. New concepts and re­

sults are obtained for different statistics, in particular, from a Lagrangian point of view. The 

simulation results are compared with experiment of Snyder and Lumley (1971). One objective 

of this study is to obtain particle Lagrangian statistics from KS in relation to the stochastic 

models, such as random flight models. In Chapter 4, we use Rapid Distortion Theory, in which 

the exact equations for the fluctuating field are approximated in a way that is valid for very 

strong imposed mean strain rate, to examine the structure of flow under plane shear. Finally, 

certain details of chapters are presented in the Appendices (a)-(d). 
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CHAPTER Two 

Kinematic Simulation 
of Homogeneous Turbulent Flows 

2.1 Introduction 

In the Kinematic Simulation presented here we represent the three dimensional velocity field 

as sums of Fourier modes in space and time, with random coefficients chosen so that the flow 

field has certain properties, namely: 

(i) it satisfies continuity; 

(ii) it has the measured form of the Eulerian spatial spectrum for isotropic three-dimensional 

turbulence (in particular the Kolmogorov inertial subrange form); 

(iii) the large scale eddies advect small scale eddies (by applying and extending the results of 

Tennekes 1975, Chase 1970 and Runt et at. 1987); 

(iv) the Fourier modes are statistically independent of each other and have Gaussian statistics. 

The computed results are first shown to be consistent with the assumptions, and then 

some interesting new results are obtained which are compared with measurements and direct 

numerical simulations; in particular we find that: 

(a) for a fixed observer the main cause of high frequency fluctuations in the velocity is the 

advection of small eddies by large eddies. It is only for an observer moving with the eddies 

that the 'turn-over' of the small eddies determines the fluctuations in velocity; 

(b) the Eulerian fluctuating pressure field agrees approximately with the theoretical results of 

Batchelor (1953), Rinze (1975) and George et al. (1984); 

(c) the negative skewness of the derivatives \(8ui/8x i )3 ) (where ( ) denotes the ensemble 

average), usually ascribed to the intrinsic non-Hnearity of the turbulence (Batchelor and 

Townsend 1947), receives a significant contribution from the advection of small scales by 

non-uniform motion of large scales; 
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(d) the Lagrangian statistics of the velocity of a single particle, i.e. the time scale (TL ) and spec­

trum <prl (w) (= CLt:w- 2), agree with the experimental values of Snyder and Lumley (1971), 

the inertial subrange form of Inoue (1951), and approximately with Hanna's (1980) value 

for CL of 0.6; 

(e) the Eulerian-Lagrangian spectrum of the velocities measured by an observer travelling with 

the large scales <pftL has the form C ELt:w-2 (where C EL is about 4.23CL). 

The Kinematic Simulation of homogeneous turbulence presented here is not grid-based, 

and does not require the solution of any set of equations, so it can be easily programmed on 

any computer. It takes a long time to run on a small computer; it is more convenient to use a 

large one! It is ideally suited to parallel computations. The method can be extended to allow 

for shear as discussed in Chapter 4 and for the effects of rigid walls or generation of turbulence 

at a density interface (Carruthers 1989), following the approach of Lee, Kim and Moin (1987) 

and Turfus and Hunt (1986). 

There are some significant differences between the present work and large eddy simulations. 

Generally stated, our attitude has been to make use of the available experimental information 

to construct a model and see whether it is possible to throw some light on the dynamics of the 

problem. The large eddy simulation should be viewed, at least in our opinion, as an alternative 

to experiments to derive statistical averages, or three-dimensional visualizations of fluid motion 

and the structural aspects of the turbulent flow. These data has been used to determined 

certain parameters to be specified in Kinematic Simulations and some comparisons were made 

between LES and KS. 

2.2 Method 

We can represent the fluctuating velocity field, u(x, t), moving with the mean flow in a homoge­

neous, turbulent flow by a Fourier transform over space and time. For simplicity, it is assumed 

that the turbulence is stationary in time; its decay is ignored. 

00 00 00 00 

u(x,t) = J J J J S(K,W) ei{K.x+wt}dKdw, (2.2.1) 
-00-00-00-00 

where K is the wave-vector, w the frequency and S(K,W) is the four-dimensional Fourier Trans­

form. 

The wavenumber-frequency spectrum tensor is defined by the Fourier transform of the 

three-dimensional space and time autocorrelation function and is 

00 00 00 00 

\J!ij(K,W) = (2~)4 J J J J Rij(X, r) e-i{K.x+WT} elx elr, (2.2.2) 
-00-00-00-00 
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and its equivalent energy spectrum £(k,w), which is a function of k only, is given by 

(2.2.3) 

the integration are over the surface of spheres of which dA is an element. The corresponding 

wavenumber energy spectrum tensor is defined as the spatial Fourier transform of Rij(X, T = 0), 

which can be derived from IJ! ij by, 

(2.2.4) 

The Eulerian frequency spectrum of the velocity at a fixed point is 

(2.2.5) 

In order to discuss the statistical behaviour of the small scale turbulence, it is convenient 

to apply a wavenumber decomposition to the covariance. Therefore we will work with the 

wavenumber spectra at zero time separation T, i.e. 

00 00 00 

<I>ij(lI:) = (2~)3 J J J Rij(X, T = O)e-ill:.
x dx, (2.2.6) 

-00-00-00 

which for isotropic turbulence (Batchelor 1953) is relation to the wavenumber-magnitude energy 

spectrum function E( k) by 

(2.2.7) 

E(k) = I: £(k,w) dw. (2.2.8) 

The function E( k) measures how much energy is contained between the wavenumber 11: and 

11: + dll:, the total kinetic energy per unit mass of fluid is 

JOO E(k) dk = ~ (u2), 
-00 2 

(2.2.9) 

where the ( ) denotes the ensemble average. No way is known by which E(k) may be measured 

directly. Experimental measurements are made of the longitudinal one-dimensional spectrum 

function </>11 (k1), where 

(2.2.10) 
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which is related (Batchelor 1953) to E(k) by 

E(k) = k3~ [~d<P(k)] 
dk k dk . (2.2.11) 

It should be noted that the factor 1/2 is customarily used in the definition of E(k), as in (2.2.10) 

(except by Stewart & Townsend 1951), but that the definition of <Pn(kt) is not uniform in the 

literature. The form (2.2.11) above is used by Batchelor (1953). The function <Pn(k1) is half 

of that defined above in the book of Hinze (1975) where the corresponding quantity is E1(k). 

A complete statistical description of W ij(K, w) requires knowledge of the joint probability 

function for all variables of interest at all wavenumbers and frequencies, which allows a random 

flow field to be generated with any prescribed energy spectrum, an impossible goal to achieve. 

Therefore, statistical descriptions are always limited in what they can provide, and the challenge 

is to provide what is really essential, with minimum effort and maximum accuracy. 

Thus the most important question is how does iI>ij(K) relate to Wij(K,W). Following 

Townsend (1966) and Tennekes (1975), Turfus and Hunt (1986) argued that, for an observer 

moving with the mean flow, the turbulent energy at a frequency w is primarily associated 

with the larger, energy-containing eddies (variance Uo ) advecting smaller eddies of scale k-1 

(= Uo/w) past the observer. They further assume that at high Reynolds numbers, the dy­

namics of the advection effect can be analysed using a variant of Taylor's frozen turbulence 

approximation. Then they made the hypothesis that 

(2.2.12) 

Physically, this corresponds to a constant 'sweeping' velocity Uo which advects the whole flow 

field past a stationary observer. We extend this idea of a sweeping velocity and model the 

flow field as a collection of small eddies being advected by larger, energy-containing eddies. 

The small eddies are also deformed by the straining caused by the large eddies, but Hunt et 

al. (1987) showed, computationally, that the advection of the small eddies appears account 

for the frequency spectra. Chase (1970) had shown earlier that this explains the forms of the 

spectra measured by Favre et al. (1957). 

2.2.1 TIle velocity field 

The method of discretisation of Kraichnan (1970) and Drummond et al. (1984) which we shall 

extend, essentially involves approximating the velocity field u(x, t) as a Fourier series with a 

finite number of modes: 

n=Nk m=Mw 
u(x, t) = 2:= 2:= [(amnI\JCn) COS{Kn .X + wmnt} + (bmnI\JCn) sin{Kn.x + wmnt}] , (2.2.13) 

n=l m=l 
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where Kn = Kn/kn and kn = IKnl. The broad features of this formulation are these: the 

velocity field automatically satisfies the incompressibility condition, V'.u = O. All the energy 

is concentrated in N k shells of radius kn in wavenumber space; the energy spectrum E( k) 

and wavenumbers kn have to be specified. The variables amn , b mn and Kn are randomly 

distributed and mutually independent. There is no dynamical interaction and therefore no 

correlation between the Fourier modes. 

The time dependence of the turbulence is actually determined by the non-linear dynamical 

interactions between different modes (e.g. vortex stretching) and by the purely kinematic process 

of non-uniform unsteady advection of the vorticity field by the velocity field, which implies 

large-scale eddies advecting small-scale eddies (figure 2.1). The novel feature of our simulation 

is modelling these effects by choosing Wmn and Kn appropriately. Both effects imply that Kn 

and Wmn are slowly-varying functions of x and t. 

The temporal structure of the flow is determined by the frequency w. We divide the velocity 

field into large and small scale fields (ue and Us - see figure 2.2) using a critical wave number 

kc to divide the wave number range. The velocity field is given by the sum of these two fields: 

u(x, t) = ue(x, t) + us(x, t). (2.2.14) 

We then assume that the main cause of the temporal evolution of the velocity field is the 

non-uniform advection of the small scales by the large scales, and we model W accordingly. 

We assume that the large eddies move randomly and independently of each other; this 

corresponds to a random shift in the relative phases of the large modes. Alternatively they 

might be computed by a Large Eddy Simulation (Metcalfe 1988). The large scale motion is 

modelled by Fourier modes containing a random walk element: 

Ne-l 

ue(x, t) = L [(anAKn) cos Kn· {x - Xn(Kn, t)} + (bnAKn) sin Kn. {x - Xn(Kn, t)}] , (2.2.15) 
n=l 

where the vectors an ,bn and Kn are chosen as described in §2.2.5. Xn(Kn, t) is the displace­

ment at time t of the large eddy of wave number Kn; at time t = 0, Xn(Kn, t) = O. We model 

the velocity W n(t) of each of the large modes as a random, Gaussian velocity with zero mean 

and variance equal to the energy of the n-th mode, Le. (ue(x, t)2). Then we have: 

Xn(Kn, t) = lot W n(t') dt', (2.2.16) 

It can be shown (see Appendix A) that this gives the typical form for the Eulerian correlation 

function, Le. 

for (2.2.17a) 

and 
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RE(X, t) ex exp (- Bltl) for (2.2.17b) 

where A and B are constants and Tko is the turn-over time of the smallest eddy. 

The spatial structure of the small scale field is modelled in a similar way. We assume that 

there are two main causes for the temporal variation: the change of the small scale velocity of a 

fluid element (which occurs in the Lagrangian timescale TL) by a random decorrelation w~ (see 

Appendix B) and the random velocity of advection of fluid elements by the most energetic eddies 

(on the time scale L I Ue where Land Ue are the length scale and rms veloci ty of the ad vected 

large eddy) . The former process leads to a 'Lagrangian' frequency spectrum proportional to 

tW-2 while the latter leads to an 'Eulerian' frequency spectrum proportional to t2/3u~/3w-5/3. 

Therefore, we write 

Nk 

us(x, t) = L [(anA"n) cos [Kn. X - w~tl + (bnA"n) sin [Kn. X - w~tl], (2.2.18) 
n=Nc 

where X = x - XL and 

(2 .2.19) 

an, bn and "n are chosen as for ue(x, t), and XL(t) defined the displacement of the small scale 

field by the large scale motion ue. Clearly Ue is the same for all k > kc, since we have assumed 

that all small eddies are carried along by the large eddies. This would be a correct kinematical 

model if there were a gap in the spectrum, separating the wavenumber range into large and 

small scales. In reality, a high wavenumber eddy is imbedded in a continuous spectrum of eddies, 

and therefore a small 'small eddy' will be swept by larger 'small eddies' as well as by energy­

containing eddies. However, we neglect this effect because the more energetic and longer lasting 

sweeping by the energy-containing (or large) eddies is assumed to be the dominant 'sweeping' 

process. (The results seem to support this assumption.) No attempt is made to smooth the 

transition between the large and small scale fields; this means that as kc varies the frequency 

spectra and time correlations change (as described later). 

In addition, the frequency distribution (in the frame moving with the large eddies) cannot 

be uniquely related to the value of kn' the energy of kn must be spread over a range offrequencies 

(Townsend 1966), but, without any measurements to indicate this range, it is simplest to specify 

that all energy of frequency w is associated with the wavenumber k (see figure 2.3). This implies 

the delta-function form of the spectrum (2.2.12). 
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2.2.2 Eulerian spectra 

We use the von Karman energy spectrum (figure 2.2), which has been found to give reasonable 

agreement with many measurements in a range of turbulent flows: 

(2.2.20) 

where the numerical constants are given by (Hunt 1973): 

55 g~/6 
g2 = 9" ---;- = 1.196. (2.2.21) 

This spectrum covers the range of wavenumbers from the largest permanent eddies (where 

E(k) ex k4) to the inertial subrange where E(k) ex k-5 / 3 • Note that E(k) is normalised to give 

100 1 3 
E(k) dk = - (u(x, t)2) = -, 

0 22 
(2.2.22a) 

and the integral length scale derived from the energy spectrum (Monin and Yaglom 1975) 

becomes: 

311" tOO / tOO 
Lll = 4""" lo k-

1 
E(k) dk lo E(k) dk = 1. (2.2.22b) 

The form of Eulerian energy spectrum corresponding to Kolmogorov's (1941) theory of the 

locally isotropic "inertial subrange" is 

for (2.2.23) 

This is the Kolmogorov spectrum, a cornerstone of turbulence. Where CXk is the Kolmogorov 

constant, c is the rate of dissipation of kinetic energy per unit mass and TJ (= (v3/c)1/4) is 

the Kolmogorov microscale, which characterises the dissipative scale. There is some variability 

in the measured value of CXk. Measurements in a tidal stream (Re>. '" 2000) by Grant et 

al. (1962) give CXk = 1.44 with a standard deviation of 0.07 (measured over four decades of 

-5/3 spectrum). In Gibson's (1963) measurements in a round jet (Re>. '" 800), CXk = 1.57 on 

the jet axis and CXk = 1.62 at the half radius (measured over one decade of -5/3 spectrum). 

We have chosen CXk = 1.5. 

2.2.3 Time scale of small eddies 

The scalings for Wn lead to predictions for correlation and structure functions which can be 

tested. 
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Essentially, the current understanding is that the large scales of turbulence with velocity 

and length scales U o and Lo are unsteady and change on a time scale Lo/uo. In a frame of 

reference moving with the mean flow, the difference between the mean square velocity u at a 

time t and a time (t + r) is given (following Tennekes 1975) by the Eulerian Time Structure 

Function 

(2.2.24) 

If the Reynolds number, Re (= uoLo/v), is very high and if r is much larger than the 

Eulerian micro scale Re-1
/

2 Lo/uo and much smaller than the integral time scale Lo/uo, then 

SE ( r) is determined by the change in velocity caused by small eddies being swept past by the 

observer by large eddies, so 

(2 .2.25) 

where Uo is the r .m.s. velocity in one direction. 

Now consider an observer moving with the large eddies and measuring the changes in the 

velocity (say on a scale k- 1 , where k is in the inertial subrange). It is assumed that the observer 

moves at a velocity Vo which is locally averaged over a scale fo, where k-1 ~ fo ~ Lo . The 

structure function for the velocity at time t and t + r, measured in this randomly moving 

frame (which we call 'Eulerian-Lagrangian') is determined by eddies of scale k- 1 with velocity 

Vk "" €1/3 k-1/ 3 . The velocities Vk of such eddies are changing on the time scale of the local 

strain rate, viz €-1/3k-2/ 3 . Also, in a time scale r, the eddy moves a distance fk(r) "" rVk 

past a observer. The change in velocity ~vk(r) seen by the observer in this local length and 

time scale is of the order €1/3f~/3(r) "" €1/3 (rvk)1/3, which is of the same order as Vk. Hence 

~Vk "" €1/3(r~v)1/3. Therefore, ~Vk "" €1/2 r l/2 and 

(2.2.26) 

If the observer actually travels with a fluid element (with displacement e(t) = lot u(x(t' ), t' ) elt') 

as its velocity changes on this inertial-range time scale, a similar local scaling applies. Then, 

as Inoue (1951) first pointed out, the local Lagrangian structure function is 

(2 .2.27) 

(see also Monin and Yaglom 1975). 

To understand the difference between the 'Eulerian-Lagrangian' and Lagrangian structure 

functions, consider two observers starting at Xo at time to . At time r later the (EL) observer 
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l
to +'T 

has moved a distance Vor, while the (L) observer has moved a distance u dtj the distance 
to 

£ between the observers at time r is of order [1/2 r 3/2 (see Appendix B). Therefore the difference 

between the root-mean-squared velocity of the observers is of order £1/3[1/3 cv [1/2 r 1/2, and 

so sft cannot equal SfiL. But these two structure functions are of the same order, and the 

coefficients efl, efiL must also be of the same order. Since the small scale eddies us(x, t) 

are advected by the large scales, the Eulerian-Lagrangian structure function determines the 

modelling of the time variation of the small scales. Incidentally it is also important because 

it determines the changes in velocity affecting particles or surfaces (e.g. flames) in a flow that 

moves with the large eddies, but not with the smallest inertial range eddies. 

For the model of us(x, t), the Eulerian-Lagrangian (EL) correlation function is 

REL(r) = (u;) _ SEL(r) 

= (us(x(t), t).us(x(t + r), t + r)) 
00 

= L (lan I2 ) eiw~'T. 
n=O 

For SfiL to have the high Reynolds number limit defined by (2.2.26) and for E( k) to have 

the inertial range form of k- 5 / 3 , it is necessary that 

(2.2.28) 

since in the inertial range the time scale is proportional to [-1/3k- 2 / 3 . We choose >.[ = 1.0, to 

give the correct forms for the Eulerian and Lagrangian correlation functionsj >. is a constant of 

order unity, which can be related to the measurable coefficient eEL (see Appendix B): 

(2.2 .29) 

Note that the change in the mean square velocity of fluid elements over short times depends 

only on [ and the isotropic structure of the small-scales, not on the critical wave number k c . 

2.2.4 Maximum, critical wavenumbers kTJ' kc and Reynolds number 

Because we use a finite number of Fourier modes the energy spectrum must be truncated at 

some cut-off wavenumber kTJ. The choice of kTJ determines both the Reynolds number and the 

integration time step. In a viscous flow at high Reynolds number, the micro- and large scales are 

related through the Reynolds number by Re3
/

4 
cv £ITJ = kTJ£ (Batchelor 1953), where £ cv v31[ 

is the length scale of the energy-containing eddies and v2 = {un is the velocity varia.nce. Thus 

increasing kTJ increases the Reynolds number of the simulation. At separations less than k;;l, 

the velocity field is simply a uniform straining motion as assumed in many previous models 

- 31-



(Batchelor 1959) . Increasing k'f/ also decreases the time step which can be used in computing 

velocities and trajectories of fluid elements since the time step must be less than the inverse of 

the highest frequencies in the flow, and this increases the computational time. In most of the 

simulations, we have used k'f/ = 50 and in some cases we have varied k'f/ between 50 and 300 to 

investigate the importance of the size of the inertial subrange and hence the Reynolds numbers. 

The critical wave number kc marks the division between the large and the small eddies, and 

determines the proportion of the total energy assigned to each of the velocity fields. We have 

no a priori argument for determining kc, but we have found that the Eulerian and Lagrangian 

autocorrelations, Rfi (T) and Rh (T) are sensitive to kc • At small T the velocity fluctuations seen 

by a stationary observer are caused primarily by large scale energetic eddies advecting small 

eddies past the observation point, whilst the fluctuating velocities experienced by a fluid element 

are due primarily to the time-evolution of the small scale field. Since the large scale eddies 

contain most of the energy, it follows that the Eulerian autocorrelation at small T must decay 

faster than the Lagrangian autocorrelation (Shlien and Corrsin 1974, Tennekes 1975). That is, 

Rrl(T) > Rfi(T) for small T. There is some experimental evidence (Shlien and Corrsin 1974) and 

the theoretical argument of Reeks (1977) that at large T, Rfi(T) > Rh(T), implying that the 

curves must cross (see figure 2.8). It is clear from (2.2.15) that the change in aue/at associated 

with changing kc (Nc) is of order l(aNe_II\ICNe_I).aX;;-11 rv l(aNe-II\ICNe-I),WNe-ll. But 

the change in laus/atl is of order l(aNe 1\ ICNJ. a~L - w~1 rv l(aNe 1\ ICNJ. (Ul - w~)I. Since 

IWNe-11 < lUll· It follows that as kc decreases, lau/atl rv l(aNe I\ICNJ.(Ul-W~)I, and as 

kc increases, lau/atl rv l(aNe-1 1\ ICNe-I).W Ne-Il, since IW Ne! > lUll, it follows that as kc 

decreases, au/ at decreases and RE increases. Therefore, a small value of kc, Rfi (T) always 

exceeded Rh(T), and there was no crossover. Conversely, for large values of kc, Rrl(T) always 

exceeded Rfi(T). However there was a narrow band of kc, in which the two curves crossed in 

the expected manner at T ~ 2.5, and we located kc within this band (at kc = 5.0, somewhat 

arbitrarily) since this generated the appropriate forms for the two curves. This apportions the 

energy 5.8 to 4.2 between the large and the small scale fields. For most practical purposes, this 

sensi tivi ty of the Eulerian time correlation function/frequency spectra is the most unsatisfactory 

feature of KS. It is clear that spatially determined variables - such as pressure - are much less 

sensitive to the choice of kc, as we have found. 

To determine the Reynolds number we use the relationship Re rv (k'f/ (ui)3/2 /t:)4/3 derived 

above and estimate the dissipation rate t: from the universal spectrum for the inertial subrange 

(2.2.23). Since the von Karman spectrum (2.2.20) tends to this form at high wave number, we 

equate the energy in the small scale field Es( k) to the energy in the equivalent range of the 
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inertial subrange spectrum : 

from which 

For this model, kc = 5.0, kT/ = 50.0 and (uis) = 0.42, giving c = 1.066 and a Reynolds number 

of 170. Full details of all the parameters are given in table 2.1. 

The values of kn have to be chosen by discretising the wave number space into a finite number 

of modes N k . We use 6 modes for the large eddies (0 < kn < 5.0) and 32 modes for the small 

eddies 5.0::; kn ::; 50. The wave numbers are distributed as follows: 

kn = 5.0xn/7, n=1,2, ... ,6; 

kn = 5 . 0(50/5 . 0)(\~7), n=7,8, ... ,38 . 

A geometric progression has been chosen for the small scale wave numbers to ensure that each 

mode carries approximately the same energy and to exclude the possibility of cyclic repetition 

of the velocity field. 

The unit vectors Kn are chosen at random from a population distributed isotropically on 

the surface of a unit sphere. The energy En at each wave number kn is obtained by integrating 

the energy spectrum: 

(2.2 .30) 

where"Y = 'J E(k) dk/J'I E(k) dk - a factor to compensate for the energy contained beyond 
o 0 

kT/. The energy is assigned to each wavenumber kn through the choice of an and bn. 

For each mode to be independent and the velocity field to be non-divergent, statistically 

stationary, homogeneous and isotropic, it is necessary that: 

amn , bmn , Kn are independent of each other; 

the distribution of Kn is isotropic; 

((amn)i) = ((bmn)i)= 0, 

((amnMamn)j) = ((bmnMbmn)j) = 0, 

((amnH) = ((bmnH) , 
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i=1,2,3; 

i = 1,2,3. 

(2.2 .31a) 

(2.2.31b) 

(2.2.31c) 

(2.2.31d) 

(2.2 .31e) 



kc k '1 N" (un ( un € L t1t Re 

5.0 50 32 0.58 0.42 1.066 1.00 0.0075 170 
5.0 100 64 0.55 0.45 1.037 1.00 0.0075 470 
5.0 200 128 0.53 0.47 1.006 1.00 0.0050 1270 
5.0 300 256 0.51 0.49 1.036 1.00 0.0030 2180 

Table 2.1. 

Then from (2.13), the energy at each wavenumber is given by 

We scale the velocity so that ((U2)1) = ((u2h) = ((u2)J) = 1, so (luI2) = 3. The energy 

spectrum E(k) = ~P(k) where P(k) is the probability distribution of k-mode in k-space. 

Substituting in equations (2.0a - e), (2.32) reduces to 

qkn 

(u~) = ~ (lanI2) = ~ (lbnI2) = 'Y J P(k) dk. (2.2.33) 

kn 

Therefore an and b n have to be chosen from distributions which satisfy (2.0a - e) and (2.33). 

We have used two different methods to do this. 

In this study, the vectors {an} and {b n } are picked independently from a three dimensional 

Gaussian distribution with a mean vector [~) and covariance matrix (u~) x [~ ! ~). 
Alternatively, {an} and {b n } can be distributed isotropically on a sphere with lanl = Ibnl 

and their magnitude are chosen as described above. 

All the parameters /en, an and b n are chosen afresh for each realisation. Experiments were 

made to verify that increasing the number of modes N did not change the results to within the 

statistical errors. 

2.2.6 Eulerian space-time spectra 

There can be no general form for the large scale space-time structure, because the dynamics 

of the large scales as they interact with each other depend sensitively on the nature of the 

large scale eddies, which are determined by the boundary and initial conditions throughout the 

lifetime of the flow. 

Note that there are no precise data on the three dimensional space-time structure function 

for high Reynolds numbers, but from the assumptions made in §2.2.1 and §2.2.2 regarding the 
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spatial structure and the form of the space-time structure, we can calculate analytically the 

approximate form for the space-time spectra. We show here how this calculation is done and 

then in §2.3 we compare our simulations with these approximate forms. 

Our simulation is based on the assumption that the large scale Gaussian velocity field 

Ut(x, t) randomly advects the small scale field us(x, t) (see figures 2.1 and 2.4a). It follows from 

(2.2.18), (2.2.23) and (2.2.28) that at small scales (k > kc ), the wavenumber-frequency energy 

spectrum has the approximate form 

1 [exp {-tw~/(akUo)2} exp {-tw:/(akUO)2}] 
£ (k w) = - E (k) + _--0.....-=--'----_---'-
'2 ..;2i(akUo) ..;2i(akUo) ' 

(2.2.34) 

where UJ = ~ (IVI2), w+ = (w + cl / 3 k2/3 ) and w_ = (w - cl / 3 k2/3 ). This expression is exactly 

follows from the model and a = 1 if the large scales are uniform advective motions and the 

small scales do not change with time. (Chase 1970 and Hunt et al. 1987 derived the first term in 

this equation). The second terms in w+ and w_ represent the decorrelation of the small scales 

as they are advected. When the frequency w corresponds to large eddies advecting small eddies 

(i.e. w rv kUo), the second term is much smaller than the first, and then, in a fixed frame, the 

spectrum has the form 

1 exp { -tw2/ (akUo)2} 
£(k w) = - E(k) ---'---:=-'------!.... 
'2 ..;2i(akUo) 

(2.2.35) 

In a frame moving with the large eddies, the effective velocity of translation is zero, then 

(2.2.36) 

This delta function is an idealization of a narrow band spectrum - studied in more details by 

Malik (1990). 

For high Reynolds number turbulence in the inertial subrange, if the dominant contribution 

to the kinetic energy at a frequency w is made by large-scale advection of eddies in the inertial 

subrange, then the Eulerian frequency spectrum 4>fi(w) of one component of velocity, say Ul, 

measured at a point (moving with the mean flow) has the form (Tennekes 1975): 

(2.2.37) 

where C E is constant for a given flow and Uo is the velocity of the largest scales of the turbulence. 

If the large scales are isotropic and the Reynolds number is large enough for there to be a la.rge 

separation in scales between the energy-containing eddies and those in the inertial subrange, 

then C E should be independent of the large scales and should be a universa.l constant. 
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In the inertial subrange where E( k) = CXkE:2/3 k - 5/3, it follows that, by integrating the first 

term in (2.2.34), the frequency spectrum at a point has the form given in (2.2 .37), and the 

constant CE is 

for a = 1.0. (2.2.38) 

Again we are assuming that the spatial variation of the large scales does not affect £ (w, k). 

The form of this model for £(k,w) agrees with the results of a Direct Numerical Simulation 

of homogeneous turbulence by Hunt et al. (1987). They found that the wavenumber-frequency 

energy spectrum had a similar form to the advective term in (2.2.34), namely 

exp {-tw2j(akUo)2} 
£(k,w) = CXkE:2/3k-5/3 . 

V'iIT(akUo) 
(2.2.39) 

But the coefficient a was approximately equal to 0.5, rather than 1. This was probably due 

to the low Reynolds number of the simulation, in which there was no inertial range. In §2.3 

we compare our simulation with (2.2.37) and (2.2.38), which are approximate deductions based 

on the forms we have chosen for the large and small scale fields, but which neglect the spatial 

variation of the large scales. 

2.2.7 Pressure 

From any simulation of a velocity field it is possible to compute the pressure field, and Kinematic 

Simulation is no exception. We first review the principles underlying the calculation of the 

fluctuating pressure field, and then compare out results with theoretical predictions in §2.5. 

The pressure is related to the velocity field by the equation 

1 au 
p\1p = -at - (u.V')u. (2.2.40) 

Decomposing the velocity and pressure fields into large and small scale fields, we obtain: 

1 a 
-- \1 (Pt + Ps) = -;:}(Ut + us) + (Ut + u s).\1(Ut + us). 

p ut 
(2.2.41) 

A veraging the pressure over a small region in space, with characteristic length L, yields the 

equation for the large scale pressure field: 

(2.2.42) 

where (( )) denotes the spatial average, ((us)) = 0 and ((Ut)) = Ut. Subtracting this from (2.41), 

yields the small scale pressure field: 

(2.2.43) 
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Assuming that the small scale field is statistically stationary, isotropic and locally homoge­

neous, Kolmogorov's hypothesis implies that statistical quantities ((USiUSj(X,t))), ((Uei(X,t))) 

do not vary appreciably over a small region (with characteristic length L)j i.e., 

{) 
{)Xi ((Uei(X, t))) = 0, for Ix' - xl < L. (2.2.44) 

Substituting these into (2.42) gives the equation for the large scale pressure field: 

1 {) 
--"\1pe = -{) Ue + ue."\1ue 

p t 
for lx'-xi < L. (2.2.45) 

In a frame of reference moving with the large scale velocity ue(x, t), the small scale pressure 

field (2.43) also reduces to 

for lx'-xi < L, (2.2.46) 

where Ps is now the small scale pressure field in a frame, moving with the large scale velocity 

Taking the divergence of the equations (2.45) and (2.46) yields the Poisson equations for 

the two pressure fields: 

and (2.2.47) 

where repeated suffixes are summed over the values 1, 2 and 3, "\1 2 is the Laplacian operator, 

p represents the instantaneous static pressure, p is the density and Ui is the instantaneous 

velocity of the i component. Therefore the pressure is related to the spatial derivatives of the 

velocity field by the Poisson equation. It is not directly related to the time dependence of the 

turbulence. 

The pressure can therefore be computed as a function of known Fourier coefficients (and there­

fore insensitive to the choice of kc)' If we write the two velocity components as 

(2.2.48) 
n m 

then the product of the two velocities is given by 

UiUj = LL ~(anMam)j {cos [(Kn - Km).X + (1Pn)i - (1Pm)j] - cos [(Kn + Km).X + (1Pn)i + (1Pm)j]}. 
n m 

Taking the divergence of UiUj, we have 
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Substituting (2.49) into (2.47) leads to 

(2 .2.50) 

where 

(2.2.51a) 

and 

(2.2.51b) 

Therefore the large and small scale pressure fields can be computed from the known Fourier 

coefficients for the large and small scale fields. This is a double sum over all possible wavenumber 

pairs, and is computationally very expensive. 

2.2.8 Computational method 

The fluid velocity at (x, t) is given (2 .2.15 and 2.2 .18) in terms of the large scale field at x(t) 

and the small scale field at 

x = x(t) - lot Ut(x(t' ), t') elt', (2.2.52) 

where lt Ut(x(t'), t') elt' is a Lagrangian integration following a fluid element through the large 

scale field. X therefore represents the origin of a fluid element which passes through x at tj this 

term models both the advection and the distortion of the small scale field by the large scale 

field. In order to compute the fluid velocity at (x, t) it is necessary to evaluate (2.2.52) where 

Ut(x, t) is known explicitly as a function of x and t and is given by (2.2 .15). 

In principle, this backward integration needs to be carried out every time the fluid velocity is 

evaluated, and this would require an increasingly large amount of computing time as the solution 

progressed in time, since each backward integration has to be carried out over the elapsed time. 

There are some simplifications which reduce the number of computations required. If we define 

the set of starting points X( r) as the solutions to (2.2.52) obtained as time progresses, then we 

find that these form a smooth curve (see figure 2.5) and that it is possible to extrapolate the 

values of X(r) up to 5 time steps ahead with reasonably accuracy. This therefore requires that 

the full backwards integration only needs to be carried out at every 5th time step, with the 

intermediate values of X obtained by extrapolation from previous values. The results obtained 
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with this method differ negligibly from those obtained by carrying out the backward integration 

at every time step. 

For each run of the simulation, statistical quantities were obtained by taking the ensemble 

average of many realisations; most of the results in this study were computed from independent 

100 realisations of the velocity field. All the spectra in this study were obtained using fast 

Fourier transform of 100 digital records, each of which contained 1024 samples. It is important 

to take the average of many realisations (rather than just allowing the simulation to run for 

a long time) because the initial choice of wave vectors, although random, determines much 

of the 'structure' of the velocity field. Since most of the energy is concentrated in the first 

few wavenumbers on the large scale motions. Consequently, in any realisation considerable 

anisotropic is present, even through the fields are statisticilly isotropic. However, these effects 

have no substantial bearing on the statistics we seek from average results. Because directional 

differences appear to be largely averaged out by temporal fluctuations, and statistical isotropy 

prevails strongly. 

The Eulerian velocity field is computed at fixed points. Lagrangian statistics are obtained 

by tracking fluid elements through the flow. We integrate the equation of motion 

8 
8tx(a,t) = u[x(a,t),tJ, with x(a,O) = a, (2.2.53) 

using an extended Runge-Kutta scheme modified by Drummond et al. (1984). 

For each realisation of the velocity field the trajectories of 27 particles were computed 

simultaneously. The particles were released at the nodes of a 3 X 3 X 3 lattice, spaced 6 integral 

length scales apart to minimise any initial correlation between the motion of the different 

particles. They were then tracked simultaneously for the required number of time steps and as 

many realisations as possible were generated, in order to produce accurate statistics. Spatial 

homogeneity is crucial because it enable us to treat each particle as representing a different 

realisations of the underlying stochastic process. This justifies taking ensemble averages over 

ill 2700 particles. 

The time step is determined by the need to track the motion of fluid elements at the 

smallest length scales. The smallest wavelength is 2rr / k38, which is about 0.12L11 , where 

L 11 (= 1.0) is the integral length scale. Taking the rms velocity O"u(= 1.0) as a typical local 

velocity, the smallest time scale is of order O.12L11 /O"u and we require b.t to be about 1/10th 

of this, i.e. b.t < 0.012L11 /O"u' After some tests to ensure that the results were independent 

of b.t to within the statistical errors, we chose b.t = 0.0075. The computations were carried 

out in single precision on the Cray-2 computer at UKAEA Harwell Laboratories and in double 

precision on the IBM (3080) computer at University of Cambridge. 
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For each realisation of the velocity field the trajectories of 27 particles were computed 

simultaneously. The particles were released at the nodes of a 3 X 3 X 3 lattice, spaced 6 integral 

length scales apart to minimise any initial correlation between the motion of the different 

particles. They were then tracked simultaneously for the required number of time steps and as 

many realisations as possible were generated, in order to produce accurate statistics. Spatial 

homogeneity is crucial because it enable us to treat each particle as representing a different 

realisations of the underlying stochastic process. This justifies taking ensemble averages over 

all 2700 particles. 

The time step is determined by the need to track the motion of fluid elements at the 

smallest length scales. The smallest wavelength is 27r / k38, which is about 0.12Lll , where 

Lll (= 1.0) is the integral length scale. Taking the rms velocity 0"1£( = 1.0) as a typical local 

velocity, the smallest time scale is of order 0.12Lll /O"u and we require 6.t to be about 1/10th 

of this, i.e. 6.i < 0.012Lll /O"u' After some tests to ensure that the results were independent 
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out in single precision on the Cray-2 computer at UKAEA Harwell Laboratories and in double 

precision on the IBM (3080) computer at University of Cambridge. 
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The method that we have developed is particularly useful and easy to implement on parallel 

computers. Since we are investigating passive fluid particles, each processor in the parallel array 

can be assigned a particle and then the full efficiency of the parallel machine can be exploited. 

2.2.9 Continuity 

The 'sweeping' of the small scales by the large scales is non-uniform in space, so continJty 

is not explicitly satisfied. Taking the gradient of the velocity field yields terms such as (an 1\ 

ICn).V(Kn.XL) which are non-zero because XL - the displacement due to the large scales - is a 

function of x. In order to satisfy continuity it is necessary for the wavenumber K (and therefore 

frequency w' ) to be function of time. 

Consider the small scale velocity field represented in complex form by 

N 

( ) '""' A( n) . { (n) v '} Ui x,t = L...J i expt K j ..'\.j -wnt , (2.2 .54) 
n=-N 

where 

and the Fourier coefficients a~n) is not a function of time. Let U = Us and U = Ue, then to 

second order, Xj can be expressed in term of gradients of the large scale sweeping motion, 

(2.2.55) 

Note that for conservation of wave-fronts (Townsend 1976), the wave-vector must satisfy the 

differential equation 

Thus the wave-vector K of the small scale velocity field varies in time and slowly in space. 

Taking the divergence of U i in (2.2.54), together with (2 .2.55), we obtain 

~~: = L i {A~n) k~n)(t) + A~n) k}n) J ~~~ dt + A~n) Xj ~~~} exp i {k}n) Xj - wIt}. (2.2.56) 
n 

But 
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substituting this into (2.2.56), and the condition of incompressibility, {)Ui/{)Xi 

that for each wave-number mode, we must have (dropping the superscript n) 

0, requires 

(2.2.57) 

Then continuity can be satisfied by satisfying three additional conditions namely: 

(1) Aiki(t = 0) = ° (this is satisfied by (2.2.0)); 

(2) kj(x) = constant (over any region of effectively uniform straining); 

(3) Let k j vary with time such that 

(2.2.58) 

The equation (2.2.58) describes the rotation and distortion of the small scale wavenumber 

motion by the large scale velocity gradients. Therefore, in the region where the large scale 

velocity field varies slowly, and k i varies with time, the error in {)ui/ {)Xi will now be proportional 

to {)2U/{)x 2 r-v (£/L)2. 

Consequently if k is varying slowly with time, w' must also be vary with time. Then the 

correct form for the Eulerian-Lagrangian auto correlation function, (see Appendix B), would be 

from (B1) 

(2.2.59) 

where we have used the fact that {)kd{)t = kj{)Uj/{)Xi. Since the flow field is stationary in 

time, we let t = 0, so (2.2.59) can be rewritten as 

00 

REL(r) = L (a;) exp(iw~r), (2.2.60) 
n=-oo 

where 

( ) {)U, 
w" = w' - k ,n __ J x ' 

n n J {)Xi t) 
(2.2.61) 

since REL(r) must be independent of x and from (B3), it follows that 

(2.2.62) 

This method results in an error in the continuity equation which is second order rather than 

first order (if changes in K and ware neglected). However it also make the computation about 

40% more expensive. 
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To enable us to examine the first and second order errors in the continuity equation, 

consider an arbitrary cube with volume V fixed relative to Eulerian co-ordinates and entirely 

within the fluid. Fluid moves into or out of this volume at points over its surface. Let ds p be 

an element of the surface (its direction is the outward normal) and up be the velocity at the 

position of this element, it is the component of up parallel to ds p that transfers fluid out of V. 

Thus, the outward flux (flow per unit time) through the element is up.sp. Hence the flux across 

any two opposite faces is 

where i=1,2or3. 

The integration is over any two opposite faces of which ds p is an element. The total error .:r in 

the continuity equation is 

3 

.:r = L ~(i). 
i=l 

This is negligible if it is much smaller than the flux across any two opposite faces for all 

time, i.e. if 

for j = 1,2 or 3. 

A number of test for both first and second orders using cubes of different sizes showed that the 

inequality was well satisfied (typical ratio:::::: 0.1) even when the size of the cube L = L ll , the 

case where we would expect the largest errors as shown in figure 2.6 for the first order case, 

the ratio is even smaller for the second order case (though the result are not plotted here). In 

view of the computations expense involved in considering K. and w as variables, and the small 

errors involved in ignoring this variation, in subsequent computations, K. and ware therefore as 

constants. 

2.3 Simulation results for Eulerian field 

According to the Kolmogorov (1941) hypothesis, at high Reynolds numbers, small-scale statis­

tics scaled by Kolmogorov scales are universal. In this section, we focus on the physical signifi­

cance of the Eulerian statistics obtained from 1(S at high Reynolds numbers, also with the aim 

of checking various statistics of dependence. 

2.3.1 One point statistical test of tIle flow field 

Various quantities have been calculated in order to check that the flow field has the desired 

properties. These show that, for a large number of realisations (~ 100): 
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(a) (u(x, t)) ~ 0 ± 0.03; 

(b) (x(t)) ~ 0 ± 0.02; 

(c) (u~(x, t)) ~ 1 ± 0.05, i = 1,2,3, for all x and t (isotropic, homogeneous and stationary). 

The existence of an approximately normal distribution of the velocity at one point has 

been known for many years. It is not easy to determine whether this has been accomplished, 

but statistical quantities of order three and higher (e.g. skewness and flatness) are often used as 

indicators. Figure 2.7 shows that the computed flatness factors (ut)/3((uJ)2 and (u~)/7.5(u7)3 

converge to the theoretical values of 1.0 and 2.0 respectively (Gaussian values), and the skewness 

factors (ui)/(ui)3/2 and (ui)/(ui)5/2 converge to the theoretical value of 0.0. 

2.3.2 Eulerian time scale 

The simulation has been defined to satisfy four constraints; (i) Gaussian statistics; (H) the form 

for the space-time structure of the large scale motions; (Hi) the Eulerian wavenumber spectrum 

and (iv) the small scale 'Eulerian-Lagrangian' structure function. In order to test whether these 

constraints are sufficient to define a satisfactory model, we have computed the Eulerian and 

Lagrangian space-time correlations and spectra and have compared these with results obtained 

by other investigators. 

The auto correlation of the fluctuating velocity at a point, Rfi (T), is presented in figure 2.8 . 

00 

It is positive for all T. The integral time scale Tl~ is defined as J Rfi(T) dT (Taylor 1921) but it 
o 

can be difficult to calculate this from a record of finite duration (Comte-Bellot and Corrsin 1971) 

so we define it as the value value of T at which Rfi falls to l/e of its value at T = 0.0 . On this 

basis we obtain Tl~ = 0.8. 

Several authors (e.g. Philip 1967, Pas quill 1974) have suggested that the Lagrangian cor­

relation and the Eulerian temporal correlations are identical in shape but with a different scale 

for the independent variable (Le. RL(r) = RE(f3ET)). The grid turbulence measurements 

of Favre et al. (1957) and numerical simulations of Moser and Moin (1984) for channel flow, 

Squires (1988) for decaying grid turbulence and Hunt et al. (1987) for stationary, homogeneous 

turbulence indicate that the value of Tl~ = TE , normalised in terms of the rms velocity and the 

integral length scale Lll has a range of values given by 

(2.3.1) 

where 1 ~ f3E ~ 2. Snyder and Lumley (1971) inferred a value of f3E c:: 3 by interpreting their 

heavy-particle correlations as representative of Eulerian correlations and light-particle results 

as representative of Lagrangian correlations. Pasquill (1974) suggested that for atmospheric 

turbulence f3E is independent of the turbulent field and proposed a value of f3E = 4, based on 
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experiments. But from our simulation of high Reynolds number turbulence we obtain f3E ~ 

1.25, which is somewhat less than the values obtained by other workers. Two other runs with 

kc = 2.5 and 10.0 were made and the results are listed in Table 2.4. 

2.3.3 Eulerian frequency 

Figure 2.9 shows the computed form of 4>i{ (w). Over most of the inertial range (10 < k < 50), 

there is a slope of -5/3 showing that the advection has a much larger effect on the frequency 

spectrum than the decorrelation of the small eddies. The computed value of CE = 0.82. This is 

close to the value of 0.8 derived in (2.2.38) on the assumption that the spatial variation in the 

large scale velocity does not affect the spectrum. For other statistics this is an inappropriate 

assumption, as we show in the next section. 

2.3.4 The spatial structure function 

The spatial structure function Dll (r, 0, 0) measures the correlation of fluid velocities at different 

locations in the flow: 

(2.3.2) 

In the inertial subrange it can only depend on 10, by dimensional arguments. From the Fourier 

transform of the spectrum for an infinite inertial subrange, we have 

(2.3.3) 

27 (1) where C' = - r - ak (Batchelor 1953). 
55 3 

In a real turbulent flow, in which the inertial subrange is not infinite, one would expect 

the two-thirds law to be obeyed up to a distance k;l, comparable with a typical length scale 

of the flow. As the distance r increases beyond this, the structure function will continue to 

increase, but at a slower rate. For an energy spectrum truncated at kc and k'T/ the truncated 

structure function can be obtained by taking the Fourier transform of the spectrum in the range 

kc < k < k'T/' Assuming 4>11 ex k- 5
/
3 we have: 

(2.3.4) 

The difference between the truncated and infinite forms of the structure function is given by: 

0.5(kcr)4/3 - 2(k'T/r)-2/3 

r(t) 
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For kT//kc = 10, the maximum difference in the range 0.05 < r < 0.15 is about 40%, but 

as kT/I kc is increased the difference decreases; for kT/I kc = 100, 200 and 300 the maximum 

difference drops to 28%, 15% and 10% respectively. 

The structure function is plotted in figure 2.10. The straight line portion has a slope of 

approximately 2/3 and the constant C' is equal to 1.7; this should be compared with the 

experimental value of 2.0 ± 0.1 (Townsend 1976). The correction terms in (2.3.4) explain the 

sensitivity of various statistics to the extent of the inertial range. J 

2.3.5 The skewness factor 

The dimensionless skewness factor S for the velocity gradient 8u/8x is defined as 

(2.3.5) 

(Batchelor and Townsend 1947). This is negative in a turbulent flow and is usually explained in 

terms of vortex lines being stretched by the tendency of fluid elements to move apart. Measure­

ments in grid turbulence (Batchelor and Townsend 1947, Stewart 1951) show that at sufficiently 

large Reynolds numbers S tends to a constant value of about -0.3, and Direct Numerical Sim­

ulation at moderate Reynolds numbers gives a value of -0.5 (Orszag and Patterson 1972). 

However, the negative skewness can also be affected by the kinematics of the turbulent 

flow, i.e. by non-uniform sweeping of the small scales by the large - 'wave-packing'. This 

contribution to S can be estimated by considering separately the third moments of derivatives 

of the large and small scale velocity fields: 

In our simulation, the first two terms on the right hand side are zero since both Ue and Us 

are Gaussian and the magnitude of the third term is small compared with the fourth since the 

spatial variation of Ue is small. Therefore (2.3.6) becomes: 

1(8(ue ~ us ))3) rv 3 1(8U:)2 8Ue).-
\ 8x \ 8x 8x 

(2.3 .7) 

Consider a stagnation region in the flow (figure 4b). Along a streamline leading into the region 

8ue/ 8x < 0; from the analysis of wave number evolution (2.2.57), Ikll- and therefore (8u s / 8x)2 

- increases with time. Along a streamline leading out of the region 8ue/8x > 0 and (8u s /8x)2 

decreases with time. Thus on streamlines where 8ue/ 8x < 0, S is large and negative; where 

8ue/ 8x > 0, S is small and positive. Figure 2.11 shows the ~volution of the skewness of the 
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longitudinal velocity-derivative, defined as (2.3.5); for demon·stration purposes, the simulation 

was done with 2 modes in the large scales and 6 modes in the small scales. The skewness is 

zero to begin with, because the initial turbulence is Gaussian, but it decreases to about -0.15 

as time progresses; this is about half the experimental value of -0.3. It seems that this is an 

important effect which is usually overlooked in explanations of the skewness of turbulence. The 

kinematic contribution to S would be higher if the model also allowed the large 'small scale 

eddies' to sweep the small 'small scale eddies' (see §2.1.1). 

2.3.6 How can we quantify 'Structure' in a flow? 

Many measurements in turbulent flows and experiments published during the past 20 years, 

clearly show large scale characteristic flow patterns in turbulence shear flows. These patterns, 

often called coherent structures, retain their coherence over relatively long distances in the 

dominant flow direction. From a conceptual standpoint, these observations suggest that the 

turbulent motion is comprised of "quasi-deterministic" unsteady large scale eddy motions and 

fine grained random fluctuations. The identification of certain significant regions in a flow 

can provide an important method for analysing the dynamics of the flow and might enable us 

to simplify the way in which we model some flows. Recent experimental and computational 

research (Maxey 1987, Hunt et al. 1988a) has shown that bubbles tend to concentrate in low­

pressure regions, whilst denser particles, especially if buoyancy forces are important, tend to 

concentrate in the streaming regions between eddies. But those particles that are entrajned 

into eddy regions can remain there for long periods. 

Flow visualisation can be used to identify structures and infer their qualitative topology. 

However, detection as well as detailed investigation of the structure of the flow is complicated 

by the large dispersion in the shape, size, orientation, strength and convection velocity of the 

structure. Structures typically undergo cycles of formation, growth and decay. Moreover, there 

is no generally agreed way of classifying the structure of the flow. The aim of the study in this 

section is to use the criteria for defining different flow zones which has been developed at CTR 

(Hunt et al. 1988b) and test the variability and reliability of the criteria. 

I. Zone algorithms 

Following Perry and Chong (1987) and Hunt et al. (1988b), we consider the flow to be composed 

of four different types of region - eddy, shear, streaming and convergence - and seek a set of 

criteria for distinguishing between them. As an initial criterion we use the second invariant, IT, 

to define regions of large scale irrotational/rotational motion: 
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(2.3.8) 

To distinguish the four regions, we use some threshold values of IT, says, ITE, ITe and 

ITs . We define eddy regions (E) as strong swirling zones with vorticity in which fluid particles 

typically have a long residence time. Irrotational swirling motion outside the zones is excluded. 

Therefore, we define eddy regions as those points where IT < -ITE' - high vorticity as com­

pared with the irrotational straining. Shear region (SH) are defined to have significant vorticity 

but without a circulating flow pattern, so the criteria for IT is same as for eddy regions, i.e. 

IT < - IT E . Convergence regions (C) are defined as regions where there is irrotational straining 

motion and where there is strong convergence and divergence of streamlines. The criteria for 

the convergence zones must be such as to avoid the irrotational swirling flow around vortices. 

Therefore, we require IT > ITe - high strain rate as compared with the vorticity. Streaming 

regions (S) are defined as where the flow is moving relatively fast but without significant distor­

tion or rotation. These zones are the main passages for fluid particles to be transported across 

the flow. Therefore, we require IITI < ITs for weak curvature and convergence. 

Plate 1 shows the velocity vectors superimposed on the second invariant. Although there is 

some agreement there are a number of reasons for introducing a further set of criteria. Firstly, 

the existing criteria simply divide the flow field into four, whereas we expect there to be regions 

of random small-scale motion as well. Secondly, each of the four classes is too all-embracing - a 

region may have high vorticity without being an eddy, for example. So we introduce four further 

criteria. For eddies, we. require that the pressure is low so that if the flow is rotational, then the 

streamlines tend to curve around them (Hunt et al. 1988b). A criterion is that P < PE, where 

PE is a threshold value. It is the elliptic dependence of the pressure on u that allow us to make 

such a condition local in x. Similarly, convergence zones are regions of high pressure, so P > Pc. 

The pressure criterion avoids the possibility of irrotational swirl. Shear zones are regions of 

moderate pressures, i.e -PE < P < Pc. Plate 2 shows the velocity vectors superimposed on the 

pressure field , and there is good agreement between the pressure and the eddy and convergence 

regions. Finally, for the streaming region, we require that the velocity exceeds a characteristic 

velocity, us. The full set of criteria can then be illustrated: 
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eddy (E) Shear (SH) streaming (S) convergence (C) 

IT < -ITE 

P < -PE 

• 
IT < -ITE 

-PE < P < Pc 

• 
IITI < ITs 

lul > Us 

• 
IT> lIe 

P > Pc 

These criteria are made mutually exclusive by choosing lIs ::;;; min(ITE' lIe), but they are 

not exhaustive, and much of a given turbulent flow field remains unclassified. 

Following Wray and Hunt (1989), the values of the parameters are chosen as: 

1 
PE = 2"Prms; ITe = ITrms; Pc = Prms; 

(2.3.9) 

lIs = min(lIE' ITe) and Us = U rms , 

where the pressure and velocity rms values are taken relative to the global means. 

The next set of observations over the flow and the results obtained therefrom seem consis-

tent with the identification of different zones by Direct Numerical Simulation at low Reynolds 

number at CTR by Hunt et al. (1986). 

n. The general features found for the flow regions are: 

(a) Eddy regions: 

Figure 2.12 shows a typical plane of the flow field generated by KS at an instance of time. 

The arrows represent the velocity vectors on the plane. Red indicates eddy regions and 

orange indicates shear regions . The region algorithms seems to have correctly identified 

eddies at the locations of x = 1.2, Y = 0.65 and x = 2.4, Y = 0.2. Other areas, for instance, 

x = 2.3, Y = 0.5 do not show swirling flow in this plane. However, by examining the y - z 

plane at x = 2.3, it was clear that there was a swirling motion in that plane. The typical 

diameter of these zones using the criteria is about LI8 and distributed uniformly in space. 

Not all eddy zones were circular in the cross section, a few were quite elongated in the 

plane being examined. 

(b) Shear regions: 

They seem to be regions of shear flow which are a part of the large-scale eddy structure 

but the curvature of the flow is small, for instance, at x = 1.8, y = 0.25 and x = 2.0, 

y = 2.2. Some of the zones tends to lie at the edge of the eddies, for example at x = 1.7, 

y = 0.5. Also, some zones are nearly straight shear layers on the edges of streaming zones, 

as at x = 2.1, y = 2.3. The longest extend is about L / 2. 
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(c) Streaming regions: 

The principal features of these regions (green in Figure 2.13) are often associated with 

a large-scale motion and the curvature is small. They are generally elongated and their 

typical size is about 0.3L and their longest extend is just under L. 

(d) Convergence regions: 

These zones (blue in Figure 2.13) are isolated and have similar size as that of eddy zones. 

These seem to be generally the collision points of streams, usually as oblique collision, as 

at x = 1.3, Y = 0.1. Also, with a stagnation point in the zone somewhere, as at x = 0.6, 

y = 2.0. 

Overall, there is good agreement (see Plate 3) between the observed structure and the 

regions determined on the zone algorithms, especially remembering that the criteria refer to 

3-D space whilst the vectors are plotted in a 2-D plane. We hope that this approach will enable 

us to begin to classify, quantitatively, the importance of structure in particle dispersion. 

By looking at the statistics (time average) of various quantities taken over the four zone 

types and compare them with each other, we wound be able to comment on their role and 

distinguish various features of the turbulent processes occurring in the flow, for example, kinetic 

energy production, enstrophy production and strain rate - these turbulent statistics should have 

great interest to turbulence modellers. 

As shown in the table 2.2, the fraction of total volume occupied by the four regions, only 

about 45% of the total volume is classified as any of the four zone types, and most of that 

is in the stream regions. Furthermore, the streams dominates energy contributions. Eddy 

and shear zones dominate contributions to the total enstrophy (important for slow chemical 

reactions, transport of bubbles and particles) and the convergence zones, though quite small 

in size, dominate contribution to the total strain rate square, J SijSjidV (important for fast 

chemical reaction). 

In a three-dimensional turbulent flow there are large coherent eddies or vortices, but be­

cause vorticity diffuses out of these regions or because vorticity is torn off the eddies when 

they interact, there has to be much smaller-scale chaotic vorticity in the flow between the large 

vortices. When vorticity finds itself in a strain-rate field (convergence zones), it is subject to 

stretching. On the basis of conservation of angular momentum, we expect that the vorticity 

in the direction of a positive strain rate is amplified, while the vorticity in the direction of a 

negative strain rate is attenuated. This effect is sketched in Figure 2.14. To quantify the nature 

of the strain, we use the third invariance of the strain tensor, Sij, defined as 

(2.3.10) 
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regions eddy shear streaming convergence undefined 

volume (%) 8.0 6.0 28.0 3.0 55.0 
energy contributions (%) 6.7 6.3 38.7 2.5 45.8 
enstrophy IwI 2 (%) 29.5 13.9 15.1 1.5 40.0 
strain rate square (%) 7.5 5.3 16.7 5.9 64.6 

energy contributions/volume 0.8 1.0 1.4 0.8 0.8 
ens trophy /volume 3.7 2.3 0.5 0.5 0.7 
strain rate square/volume 0.9 0.9 0.6 2.0 1.2 

Table 2.2. Von Karman energy spectrum 

For III > 0 or III < 0 corresponds to one positive and two negative strains or two positive and 

one negative strains (i.e. elongating or flattening a material sphere in this zone). Processes of 

reaction depends on the nature of irrotational straining in the C and E zones. 

The first thing to note is that the present model (K8), there is no vortex-stretching mech­

anism (dynamical process). However, as described in section 2.3.5, in Fourier space, 'wave 

packing' and 'wave stretching' correspond to III < 0 and III > 0 respectively and hence lead to 

a negative skewness. In order to quantify this effect, we have computed the third invariant, Ill, 

over the flow. Regions where III are positive and negative are indicated by shaded and unshaded 

areas, on a background of the indicated flow zones in Figure 2.15a. 

As expected, the initial field (t = 0) is Gaussian and there is no 'wave packing', although 

III consists of positive and negative values over the flow, but the mean value of IIl(t = 0) is 

approximately equal to zero. Eddy and convergence zones are uniformly distributed in space 

and have no preference of accumulation in either positive or negative ill. However, after one 

integral time scale, TL , when 'wave-packing' has taken place, it is found that, in the convergence 

zones, more than 3/4 of the area has ill < 0, whilst in the eddy zones, more than 3/5 of the 

area has ill > 0 (Figure 2.15b). In addition, the maximum positive and negative values of ill is 

located in these zones. The mean value of the third invariant III ( t ~ TL) over the whole flow, 

contribute a net negative III (i.e. negative skewness), moreover, the main negative contribution 

to III comes from the convergence zones (convergence zones correlat~ very strongly with negative 

Ill). 

Ill. Reliability of the algorithms for different flows 

Are the same criteria (2.3.9) applicable to different types of turbulent flows (spectra)? 80 far 

the discussion has centre around the turbulent with von Karman energy spectrum. A model 

could be considered useful only if it is able to provide insight into a wider class of flows. For 
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regions eddy shear streaming convergence undefined 

volume (%) 13.2 14.6 16.5 7.5 48.2 
energy contributions (%) 13.5 12.7 26.5 7.2 40.5 
enstrophy IwI 2 (%) 27 .7 23.7 12.5 4.0 40 .0 
strain rate square (%) 9.5 10.1 13.2 15.1 52 .1 

energy contributions/volume 1.0 0.9 1.6 1.0 0.8 
enstrophy /volume 2.1 1.6 0.8 0.5 0.8 
strain rate square/volume 0.7 0.7 0.8 2.0 1.1 

Table 2.3. exponential decaying energy spectrum 

instance, how much of the space should be occupied by eddy, shear, convergence and streaming 

regions with different flows? How strong of different processes should they be? Answering such 

questions, we have simulated a new flow field with exponential decay spectrum which has the 

form k2e-ak • By applying the same criteria, we have determined the four zones and are shown 

in Figures 2.16 and 2.17. The agreement seems to be even better than the previous case with 

Von Karman energy spectrum. Therefore, it seems that the criteria work well for different type 

of the flows. 

The space occupied by different zones changes significantly with the different flows (spectra) 

as shown in table 2.3, especially in the shear and convergence zones, both of them occupied 

more than double of the volumes as compared with the von I(;l,rman energy spectrum. However, 

the volumes of eddy and streaming zones only decrease slightly. Yet again, only one-half the 

total volume is classified into any of the four regions. The changes of the volume ra;tio between 

different zones is expected since the Lagrangian integral time scale (which depends on how a fluid 

particle moves through the flow) of the exponential decaying spectrum should be greater than 

that of the von Karman spectrum. Therefore, the fluid particle trajectories in the exponential 

spectrum flow are rather straight, but the length scale over which the velocity is decorrelated is 

smaller, as in the case of shear zones (curvature small). Also, it occupies less eddy zones which 

make the velocity of a fluid particle keep changing. 

However, the ratios of production of energy contributions, enstrophy and strain rate square 

to the volume of different zones do not change very much. This indicates that the eddy and 

shear regions contribute most of production of the enstrophy, streaming to production of energy, 

whilst convergence to the production of strain rate square. 

To what extend does the structure of the flow change as the energy spectrum E( k) changes? 

Using KS we have computed velocity fields for the von Karman spectrum and for an exponential 

decay spectrum, with wave numbers in the range 0 < k ::; 40. We can see that the structure of 
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the von Karman spectrum makes the vorticity distribution 'spotty' with small regions of high 

vorticity as compared with the exponential decay spectrum, which distributes vorticity more 

evenly in space. 

IV. Big whorls carry little whorls 

The interaction oflarge and small scale eddies in the temporally-developing turbulence has been 

investigated by plotting the sequence of vorticity contours, W3, on top of the velocity vectors 

in the x - y plane at different times. Figures 2.18a, b display that the weak vortices (Green) 

move in the direction of high velocity, for example, at x = 0.3, y = 2.0 and x = 2.0, Y = 1.5 

at t = 0 being advected to x = 0.5, Y = 1.7 and x = 2.0, y = 2.0 after t = 0.5TL later. On 

the other hand, strong vortices (Orange) move very little under the advection of the velocity, 

for instance, x = 0.5, y = 1.7 and x = 1.0, y = 1.0 hardly move at all after t = 0.5TL later. 

This random movement of vortical regions under the action of larger scales has been studied 

by Hunt et al. (1987). 

2.4 One point Lagrangian statistics in inertial sub range 

Lagrangian statistical quantities are of fundamental important in the understand of turbulence, 

especially turbulence dispersion and transport processes (Taylor 1921, Monin and Yaglom 1971). 

We shall in the rest of this section examine several Lagrangian quantities as well as comparison 

of results with the experimental data. 

2.4.1 Lagrangian integral time scale 

The Lagrangian integral time scale is defined as TL = Jooo RL(r) dr where RL(r) is the La­

grangian auto correlation function, i.e., 

RL( r) = (Ui(X(t), t)Ui(X(t + r), t + r)) 
J(u;(x(t), t)) (u7(x(t + r), t + r)) 

(2.4.1) 

TL can also be obtained from the mean square displacement of fluid elements; Taylor (1921) 

showed that 

(x2(t)) ~ (u2(x, t))t2 
, 

(x2(t)) ~ 2(u2(x, t))TLt , 

for 

for 

(2.4.2) 

(2.4.3) 

Figure 2.19 shows a graph of log{(x2(t))} against log{t}; as predicted, the graph has a slope 

of 2 at small times, and a slope of 1 at large times. From the graph and figure 2.8 we estimate 
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that TL ~ 0.52, but we consider this to be a lower bound, since the curve does not extend to 

very large values of t. 

Figure 2.20 shows the effective diffusivity, /'i" as a function of time. The value of /'i, rises 

from zero, and after a few correlation times settles down to a fixed value (~ 0.52), which it 

then maintains within statistical errors. This agrees with the value calculated from the mean 

square displacement of the particle. 

2.4.2 Lagrangian microscale 

The Lagrangian microscale, rL, is defined as 

(2.4.4) 

Since it is directly related to the curvature of Lagrangian velocity auto correlation function 

RL(r) at the origin (see e.g. Tennekes and Lumley 1972), the microscale is important when 

velocity autocorrelations at small time lag are examined. Substituting this into the relationship 

- (xn = (un (r - r')RL(r') dr' , we have 1 1T 
2 0 

as r --t O. (2.4.5) 

The Lagrangian microscale can therefore be determined by plotting (1 - (xT) /r2) against (r2) 

and estimating the slope of the curve as r2 tends to zero (figure 2.21). This yields a value for 

rL of 0.4. 

2.4.3 Time scale 

An interesting quantity is the non-dimensional constant f3L - the Lagrangian equivalent of the 

Eulerian constant f3E (see 2.3.1), this is defined as: 

(2.4.6) 

where Ui is the rms velocity of one component and Lll is the integral length scale as defined 

in (2.2.22). Experiments and simulations indicate that f3L ~ 1 for grid turbulence (Snyder and 

Lumley 1971), and boundary layer turbulence (Durbin and Hunt 1980). However we obtain a 

value of f3L ~ 1.92 in high Reynolds number turbulence. We have also tested the sensitivity of 

f3L to the critical wave number kc and the results appear in table 2.4; these show that f3L is 

not very sensitive to kc • The ratio of the Lagrangian integral timescale to the eddy-turnover 

time is given in table 2.4and the ratios show a dependence on kc • In a recent direct numerical 
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kc/L k'f//L € U
2

/U
2 

t • u~kc/€ {3L {3E TL/TE 

2.5 50.0 0.7190 0.6393 4.4004 1.80 2.00 1.11 
5.0 50.0 0.8215 1.3810 14.5706 1.92 1.25 0.65 

10.0 50 .0 0.7850 2.8961 42.4210 2.17 1.14 0.53 

Table 2.4. 

simulation of isotropic turbulence (Re>. in the range 38-93) Yeung and Pope (1989) found 

TL/TE ~ 0.8. This ratio is quite plausibly flow dependent too: measurements suggest it to be 

~ 1.0 in grid turbulence (Shlien and Corrsin 1974), but ~ 1.7 in the near-ground convective 

boundary layer (Hanna 1981). 

2.4.4 Lagrangian spectrum in inertial subrange 

Inoue (1951) applied the Kolmogorov theory to an analysis ofthe Lagrangian velocity spectrum. 

For frequencies in the inertial subrange, he obtained 

for (2.4.7) 

where Wc refers to the energy-containing part of the Lagrangian spectrum, and wTJ (= ..j€fV) 
is the Kolmogorov frequency. CL is a universal constant of order 1, although its exact value is 

uncertain. One of the purposes of this exercise is to verify that <ph (w) ex w-2 and to obtain an 

estimate for CL. 

We have computed the Lagrangian spectrum <ph (w) and the spectrum is plotted in fig­

ure 2.22. Over most of the frequency range the spectrum is a straight line with a slope of -2; 

the deviation at high frequencies is caused by noise from the numerical integration. From the 

graph we obtain CLf. = 0.58, giving CL = 0.54. This is consistent with measurements by 

Hanna (1980) in the atmospheric boundary layer using balloons and tetroons which suggest 

that CL = 0.6 ± 0.3 . From the direct numerical simulation at R>. = 90, Yeung and Pope (1989) 

predicted that CL should be somewhat greater than 0.64. 

As a check we have also computed CL from the velocity autocorrelation. Taking the Fourier 

transform of the spectrum (2.4.7) yields the autocorrelation 

for (2.4.8) 

From the measured auto correlation we obtain CL = 0.52 which agrees with our earlier estimate. 
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2.4.5 The 'Eulerian-Lagrangian' spectrum 

In §2.2.6 we calculated the 'Eulerian-Lagrangian' autocorrelation in a frame moving with the 

large eddies. The Eulerian-Lagrangian spectrum 4>~L( w) can be obtained from the Fourier 

transform of this autoconelation: 

(2.4.9) 

We have computed 4>fl(w) for different values of kT/ and these are shown in figure 2.23. There 

is a region with a slope of -2 and the extent of this region increases with kw From the graph 

we estimate eEL ~ 2.3. In Appendix B we show how eEL can also be computed for a flow 

with a large inertial subrange, and derive the result eEL ~ ~ak).' Substituting in appropriate 

values (ak = 1.5, ).£1/3 = 1.0, £ = 1.066) we obtain eEL = 2.20 (which agrees well with the 

measured value) and eEL /eL ~ 4.07. 

2.4.6 'F'rozen-Lagrangian' spectra 

To what extent do the Lagrangian spectra and the time structure function depend on the 

unsteadiness of the velocity field? We have simulated 'frozen turbulence' (Le. there is no 

time dependence) and we have computed the Lagrangian spectrum 4>;;l~(W) = 4>[u~+1J.')1l (w) 

of u(x) = ue(x) + us(x) for different sizes of inertial subrange. The spectra are shown in 

figure 2.24a. The straight line portions of the spectra have a slope of -5/3 (and the range 

increases as kT/ increases) showing that the veloci ty fluctuations of particles are caused by being 

swept through the small eddies by the large eddies. This does not happen if the small eddies 

are themselves swept by the large eddies. The energy in this spectrum is lower than in the 

Eulerian spectrum 4>ft (w) for all frequencies but higher than in the corresponding Lagrangian 

spectrum 4>h (w) at high frequencies; this is an important effect for the turbulent interface 

problem (Carruthers and Hunt 1986). Therefore to simulate the high frequency velocity and 

displacement of particles it is necessary to simulate the time dependence of the velocity field. 

We also computed the Lagrangian velocity spectrum 4>;;'~1 (w) for the small scale turbulence 

Us (x) (in a frame moving with the large scales), with the time evolution of the small scales 

'turned-off', i.e. w~ = O. This spectrum is shown in figure 2.24b. This also produced a result 

different from that in the time dependent velocity field , which was that 4>;;'~1 is proportional to 

w- 5 / 3 (fig. 2.24b). 

From dimensional arguments, we must have 

and 
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kc/L k~/L € U
2

/U
2 

l • u~kc/€ Gp 

1.5 50.0 0.6377 0.3060 0.266 0.407 
3.0 50.0 0.7582 0.9690 1.365 0.429 
5.0 50.0 1.0660 1.3810 2.072 0.457 
7.0 50.0 0.8045 2.8628 5.550 0.501 
5.0 25 .0 0.8638 2.2725 3.347 0.376 
5.0 100.0 1.0365 1.2053 1.946 0.465 

Table 2.5. 

where Ul s and Ul are the r.m.s. velocity of Us and u in one component, from our simulation, 

we obtained 

CFL = 1.12 u . 

and 

2.5 Pressure field 

2.5.1 The mean-square pressure fluctuation 

Batchelor (1953) obtained an integral expression for the correlation P( r) between the fluctu­

ating pressures at points r apart in a homogeneous isotropic turbulence. Re showed how the 

mean-square fluctuating pressure (jj2) depended on the velocity spectrum E(k), and, in par­

ticular, how the maximum contribution to (jj2) came from wavenumbers near the maximum of 

E(k)j that is, the energy-containing range of the spectrum. Using the experimental results of 

Proudman (1951), he was able to evaluate the expression for P(r) numerically, and compute 

the pressure coefficient Cp , where 

(2.5.1) 

For moderate Reynolds numbers he found Cp = 0.34. Rinze (1975) attempted to compute Cp for 

high Reynolds numbers turbulence, by assuming Gaussian and simple exponential decay func­

tions for the velocity correlation, i.e . f( r) = exp ( -Irl! L), where L is the integral length scale 

of the flow. Re obtained Cp = 0.5. This is close to the value obtained by Uberoi (1953) from 

the measured double velocity-correlation from experimental data. George et al. (1984) assumed 

an empirical spectrum suggested by von Karman and followed the analysis of Batchelor (1953) 

to obtain Cp = 0.42. 
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Using KS1, we have evaluated (p2) by computing the pressure at 4900 different points at 

one instant in time and then taking the ensemble average. We have tested the sensitivity of 

the constant Gp by varying both the separation between the large and small scale fields (kc) 

and the cut-off wavenumber kTJ' The results are shown in table 2.5. The simulations all suggest 

that 0.4 < Gp < 0.5, with the exception of kTJ/ L = 25.0; since this is a very low Reynolds 

number, the hypothesis that the small scales are advected by the large scales is questionable. 

For the high Reynolds number turbulence, however, there is very good agreement between the 

experimental and theoretical results and this simulation. 

2.5.2 Pressure spectra 

In previous investigations (e.g. George et al. 1984) it has been suggested that pressure fluc­

tuations at small scales have been caused by the motions of eddies on that scale, and not by 

interaction between small scales and large scales. George et al. (1984) found <ppp( k1 ) <X c4 / 3 k;7 /3 

in the inertial subrange and the corresponding three-dimensional pressure spectrum (Monin & 

Yaglom 1975) is given by 

(2.5.2) 

where akp is a universal constant analogous to the Kolmogorov constant for the velocity spec­

trum. Batchelor (1953) calculated the value of akp by using the zero-fourth-cumulant hypothesis 

for the velocity and assuming a simple transition function Bn (y) = (vc )-1/2 Dl1 (rlY) of the form 

y2 /15 
Bn(Y) = / ' [1 + (15G)-3/2y2]2 3 

which is valid for both y ~ 1 and y ~ 1, for the velocity structure function Dn. According to 

his results, akp ~ 0.354G3/2 where G = 2 determined from experiments, so akp ~ 1. 

It can be seen that the pressure spectrum decreases with increasing wavenumber more 

rapidly than the velocity spectrum, so that the small scale motions are of lesser importance 

in the pressure fluctualions than in the velocity fluctuations. Hunt et al. (1987) suggested 

that as the large scale eddies advect the small eddies, they also advect the small scale pressure 

fluctuations. Analogously to the velocity spectrum £(k,w) (2.34), the k -w power spectrum of 

pressure fluctuations is expected to have the form 

(2.5.3) 

We have computed the pressure spectrum in wavenumber space and this is plotted in figure 2.25. 

There is an appreciable region having a slope of -7/3 as predicted by the theory, and the 
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constant Qkp obtained from figure 2.25, is given by Qkpc4
/

3 = 1.0, so Qkp = 0.92. This is close 

to the value Qkp ~ 1.0 obtained by Batchelor's (1953). 

Hunt et al. (1987) ~pplied similar arguments as in §2.7, using </>pp(w) = 4 J fpp(k,w) dk 

and obtained: 

_ 4Qkp (7) 4/3 -7/3 
</>pp(w) - 21/3y0rf 6" (apcUo) (w) . (2.5.4) 

Taking their value of ap = 1.0, this gives 

,/,. 02 -7/3 'f'pp ~ . W • (2.5.5) 

This result (</>pp(w) ex w- 7 / 3 ) was also obtained by Chase (1970). 

The calculated pressure frequency spectrum is presented on figure 2.26. We find that the 

spectrum </>pp(w) follows the w-7 / 3 law predicted by Hunt et at. (1987) very closely, but the 

-7/3 law extends over only one decade. This may explain why the constant of proportionality 

of 1.14 does not agree with value of 0.2 predicted from the asymptotic theory for an infinitely 

large (-5/3) range. 

Finally, summary of the comparison of turbulent velocity statistics between KS and DNS, 

experiment or theory is given in table 2.6. Also, additional studies were made with the propose 

of checking the sensitivity of the method to these various assumption and and the extent of 

some variability between the simulations is given in Appendix C. 

2.6 Conclusion 

We have shown how it is possible to simulate the unsteady random velocity field whose statis­

tics agree with the known values of two-point space-time Eulerian and Lagrangian statistics. 

This Kinematic Simulation should be very useful in many studies which require such a flow 

fields, and where there is no model for the small scale at present - it is a kind of 'small eddy 

simulation' that might complement Large Eddy Simulation. There is no representation of the 

energy transfer from large scales to the smaller, dissipative eddies. The simulated flow contains 

some arbitrary features, which affect some statistics more than others, in particular, Eulerian 

statistics and their higher order statistics do not agree with experimental values. The reason 

is the simulation does not represent the dynamical processes in turbulence, which affect higher 

order statistics. But we suspect it is not very important to simulate these details aspect of the 

flow when modelling dispersion, combustion and two phase flow etc ... We are not, however, 

primarily interested here in the dynamics of the field; we are interested in its effects on some­

thing imbedded in it. While such effect are dynamical, they depend on the field only through 
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its kinematical specification. Following the work by Lee, Kim and Moin (1987) and Turfus and 

Hunt (1986), it is possible to extend this simulation to include other effects such as shear and 

the presence of the boundaries (see Chapter 4). 

- 59-



Turbulent velocity statistics 

Kinematic simulations 
DNS, experiment 

Statistics Form 
or theory 

C(E) ::::: 0.82 0.75 
Eulerian spectrum C(E)(€UO )2/3w -5/3 

theory (Hunt 1986) 

C(L) ::::: 0.54 0.6 ± 0.3 
Lagrangian spectrum C(L)€W- 2 

experiment (Hanna 1980) 

Eulerian-Lagrangian 
C(EL) ::::: 2.20 

C(EL) ,...., C(L) 
C(EL )€W- 2 

theory (Hunt 1988) spectrum 

Frozen Lagrangian 
C(F L)( €Uo )2/3w -5/3 C(FL) ::::: 1.22 and T[ ::::: TL -

spectrum 

Spatial structure 2.0 C,€2/3 r 2/3 C' ::::: 1.70 
experiment (Townsend 1976) function 

0.34 ;:s C p ;:s 0.5 
Mean square 

(p2)jp2[(U 2)]2 = C p C p ::::: 0.46 theory (Batchelor 1951) 
pressure fluctuation 

(Hinze 1975) 

Epp(k) = CXkp€4/3k-7/3 CXkp::::: 0.92 1.0 
theory (Batchelor 1953) Pressure spectra 

k- and w-space 0.17 () A (u, )4/3 -7/3 A::::: 1.0 
theory (Hunt 1986) <ppp w = CXkp € 0 w 

\(~:)') /[W:)')f" -0.3 
Skewness (S) S:::::-0.17 experiment (Stewart 1951) 

Table 2.6 
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Fig. 2.12 Shear and eddy zones together with the velocity vectors of van Karman energy 

spectrum. Orange: Shear zones (TI < -TIE; -PE < P < pc); Red: Eddies (IT < 

-TIE; P < -PE). 
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Stream and convergence zones together with the velocity vectors of von Karman 

energy spectrum. Green: Stream zones (TI < -ITs; u2 > u;ms); Blue: Convergence 

zones (IT > TIc ; P > -pc). 



Fig. 2.14 Vorticity stretching in a strain-rate field: (a) before stretching (b) after stretching. 
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CHAPTER THREE 

Particle Motion 

3.1 Introduction 

The purpose of this study is to consider the motion of a small, spherical particle moving in fluid 

and to examine whether this type of motion persists in a more general context. The interaction 

of the turbulence with the particle cannot properly be taken into account through mean value 

computations. The non-linearity of the equation of motion for the particle gives rise to a 

highly complex problem to which there is no simple answer. Looking for numerical tools, the 

Direct Numerical Simulation or the Large Eddy Simulation appear to be the good candidates to 

analyse the effect of these interactions since they are based on a numerical integration of N avier­

Stokes and the equation of motion for the particle without any closure assumptions . No such 

simulations have been reported because they are prohibitively expansive, and limited to low 

Reynolds numbers in the case of DNS. Our aims are take account of the requirements of models 

of practical interest (high Reynolds number flows). The following was taken as the definition of 

the problem, given the random Eulerian velocity field u(x, t) defined in some statistical sense 

which is similar to turbulence but does not satisfy the Navier-Stokes equation. Attention will 

be focused on the statistics (e.g. U Jp, R1p, 1> Jp and TL p ' etc . . . ) which relate to the velocity 

of the fluid U Jp along the particle trajectories, in particular to investigate the role played by 

particle inertia and fall velocity. Because once uJp is known, it is straight forward to compute 

the velocity and the displacement of the particle and their statistics. 

In Chapter one, different approaches of modelling, representing and understanding of U Jp 

has been presented. In §3 .2 the equation of motion in high Reynolds number is derived, then in 

§3.3 the problem is formulated more precisely and one-dimensional model problems are studied. 

These solutions help in deriving estimates for three-dimensional case. From §3.4 to 3.8, new 

results are presented and as following: 

(i) spectra of 1> Jp, 1>vR and 1>pp can be related as function of relaxation time Tp of the particle; 

(ii) the results are given from numerical simulations of particle motion in a random velocity 

field generated by Random Fourier Modes . These results are then considered in terms of 
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the asymptotic limits of either zero fall velocity or very large inertia; 

(iii) simulated results of KS are compared with different models (simulation of random flight 

by Nalpanis and Hunt (1985), experimental results of Snyder and Lumley (1971)); 

(iv) the influence of flow structure on the settling or rising velocity of particles or bubbles in 

turbulent flows. 

3.2 Aerosol-particle motion 

3.2.1 Equation of Motion 

In general, the equation of motion of a particle is extremely complicated and therefore several 

simplifying assumptions must be made: 

(1) The concentration of particles is small (say, the volume fraction less than 0.003) enough 

so that the interaction between the particles can be neglected. The effect of the particle 

on the flow, which are caused by the inviscid displacement of fluid by the particle, by 

the increased turbulence in the wake (e.g. Lance et al. 1980), and by the increase in 

dissipation around the particle produced by its relative motion. The latter is dominant 

for small particles whose Reynolds number is small. Thus only motions of single particles 

will be considered. The particle is assumed to be sufficiently large for Brownian motion 

to be neglected in comparison with the transport originating in the interaction of the 

particle with the turbulent velocity field. Therefore, the particle-fluid interaction is play a 

dominant role. Since the equation governing Brownian motion is by Langevin's equation 

du/dt = -f3bu + A(t). In this equation the coefficient of the viscous term f3b may for a 

spherical particle be calculated from Stoke's Law, f3b = 61rall/m, where a is the radius 

of the particle, Il viscosity of the fluid, and m the mass of the particle. The reciprocal 

of f3b is a kind of 'relaxation time' of the viscous effects. To gain an idea of its order of 

magnitude, consider a spherical particle of density p ~ 1 X 10-6 gm-3 , floating in air, 

Il = 1.6 X 1O-4gs-1m-1 • If the radius of the particle is a = 1O-6 m (limit of visibility) 

we have f3;;1 = 1.4 X 1O-8s, so that the viscous relaxation time, even for such a relatively 

large particle is only of order of O.Ollls. The time-scale of diffusion phenomena normally 

concerning us is very much larger than this. 

(2) The fluid has a constant mean flow (for simplicity, taken to be zero), the turbulent fluctu­

ations superimposed upon this flow being consider isotropic, stationary and homogeneous 

throughout a frame of reference moving with the mean velocity. Many of the results pre­

sented are valid if this condition is relaxed. 

(3) The domain of turbulence is infinite in extent, which removes the need for considering the 

interaction with a solid wall. 
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We have to distinguish two cases as to whether the characteristic size of that particle 

is larger or smaller than that the smallest spatial scale of turbulence that can influence its 

movement. If the particle is large compared to the scale of turbulence, the main effect of 

the turbulence will be on the drag coefficient and the particle will follow the slower large­

scale turbulent motion of the fluid. If the particle is small compared to the smallest scale of 

turbulence, it will respond to all the turbulence components of the fluid. Under the latter 

circumstance, the flow resistance of the particle will be viscous with respect to the ambient 

fluid. We will only consider this case. 

Let xp(t) be the position of the particle at time t and v(t) and u(xp , t) be the velocities of 

the particle and the fluid element at the position xp and time t. Then a solid particle suspended 

in turbulent flow fluctuates by responding to fluctuation in the velocity of the surrounding fluid. 

This response is governed by the equation of motion 

dv 
mpdt = F(u, v, t) . (3.2.1) 

'the force F on the particle is made up of many different contributions (Basset (1888), Boussi­

nesq (1903) and Oseen (1927)). Tchen extended this work first to a sphere settling under gravity 

in a fluid with an unsteady but uniform flow and secondly to an unsteady and non-uniform 

flow, with a view to application to turbulent flows. Unfortunately Tchen's second extension 

was somewhat ad hoc and contained several errors. Since then, several papers have appeared 

correcting or modifying terms in the equation. 

For high particle Reynolds number the equation of motion has been obtained by Auton et 

al. (1988) and we shall review it in the following: 

( a) Acceleration force 

By analysing inviscid flow around a sphere in rotational straining flow. Thomas et al. (1983) 

and Auton et al. (1988); Auton 1987), under the assumption of local homogeneity (or a small 

particle), showed that the interfacial force on a sphere in 3-dimension with volume V moving 

in an inviscid fluid with density p, is small compared with the length over which the velocity 

gradients vary can be expressed wholly in term of ~; ,and in terms of ~: ,the rate of change 

of the velocity of body, i.e. 

(3.2.2a) 

where Du is the acceleration of the undisturbed flow at the location (xp) of the particle a.nd 
Dt 

is defined by 

Du [au ] Dt = at + u.V'u . 
X=Xp 

(3.2.2b) 
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CM is the added mass coefficient which ranges from 00 for discs or plates normal to the flow 

(although CMV is finite and is of order d3 , where d is a length scale), to zero for long shapes 

parallel to the flow. For a circular cylinder in two-dimensional flow CM = 1 and for a sphere 

CM = 1/2 (Batchelor 1967). If the particle is not spherical, the force FA is not parallel to 

Dui Dt or v (Batchelor 1967, Chap. 7), and the above formulae are not correct. 

Many alternative suggestions have been made for the term CM Dui Dt in (3.2.2a). Regret­

tably very many have been wrong, particularly in text books on two phase flows. The errors 

and controversy have centered on the definition of the correct acceleration for the fluid, for this 

non-uniform unsteady flow. Corrsin and Lumley (1965), for example, point out the restriction 

in Tchen's analysis, and, in particular, emphasized the role of the pressure gradient of the basis 

flow in contributing also to the net fluid force on the particle though they themselves were 

wrong. See also Riley (1971) on the contribution of the viscous stresses to this term from ex­

ternal flow. Other papers have appeared on the subject of Tchen's equation, e.g. Hinze (1975), 

Soo (1967), giving different modifications. However, all these subsequent modifications were 

introduced in an ad hoc manner. Only until recently has the correct equation for low particle 

Reynolds number been obtained, from first principles by Maxey and Riley (1983) (but they 

introduced term that are wrong at high Reynolds number). The difference between Tchen's 

equation and Maxey and Riley equation is in the form of the fluid driving force. The particle 

velocity and acceleration terms are identical in either case to those in the BBO equation. 

The usual error has been to assume that the added mass acceleration terms should be 

proportional to the acceleration of the fluid as seen by the volume V, not by the acceleration 

of a fluid element passing V, so the incorrect result of (3.2.2) has the form 

FA = pV [DU - CM (dV - [dU] )] , 
dt dt bt x=R(t) 

(3.2.3a) 

where 

[ ~U + (V.V')U] 
t x=R(t) 

(3.2.3b) 

is the change of fluid velocity following the position of the body. 

Expression (3.2.2) has also been derived by a number of authors (Tollmein 1938, Yaki­

mov 1973) for irrotational flows; these are reviewed by Thomas et al. (1983). 

(b) Lift force 

If the ambient flow is rotational (e.g. a shear flow) there is an additional vortici ty lift force 

FL is caused by the interaction between the vorticity and the relative velocity of the body with 
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respect to the undisturbed flow , which may be written: 

FL = pVCL(U - v) I\W . (3.2.4) 

Here w is the fluid vorticity in the absence of the particle. For inviscid flow the particle lift 

coefficient CL is 0.5 for spherical particle and for circular cylinder CL = 2 (Batchelor 1967, 

p.543). The value of CL shown here is for weak shear (an assumption has to be made that the 

vorticity is weak enough that Iwla ~ Iv - uD, consistent with local homogeneity; Auton (1983) 

described in detail how the calculation can be performed using a 'Drift-function method' due 

to Lighthill (1957), which evaluates the vorticity change Wl due to the stretching of a uniform 

upstream vorticity w around an obstacle in an uniform flow. Note that FL is orthogonal to 

both the relative velocity and the liquid vorticity and in a sense which tends to increase the 

relative vorticity, i.e. it is towards the high speed side if the particle move against the flow or 

more slowly than the flow but it is towards the low speed side if the particle moves with the 

flow and faster than the flow. This force is often neglected in force descriptions, even when the 

flow field is strongly rotational. For example it is neglected by Nielsen (1979) in his analysis 

of sand particle motion in Rankine vortices. Also see Hinze 1975, Soo 1967. Bayerlein (1981) 

included the lift force and was able to show that it is important mechanism for non-uniform 

distribution of bubbles in a vertical pipe flow. 

This is not a Magnus effect as it is not caused by rotation of the body but by the displace­

ment and distortion of the vorticity of the ambient flow. Even in inviscid flow the spinning of 

particles (if they are non-spherical) can affect the lift force and hence Magnus effect exists. For 

spherical particles the Magnus force will usually be negligible when the particle is free to rotate 

with the ambient fluid. It is possible that non-spherical particle or at high Reynolds number 

(based on VR), the spherical particle is spinning due to the local velocity shear, it will experience 

significant lift force. Physically this is one possible reason for the migration of particles from 

regions of high shear near the wall towards the centre line of the pipe as experienced in coal 

dust when transport through water pipe. White (1982) suggested that inclusion of Magnus 

and lift forces is essential to obtain accurate predictions of the trajectories of saltating solid 

particles in a wind tunnel but his results did not conclusively show this. White's expression for 

the Magnus lift force is 

3 
FLM = 2P(u-v)I\(20-w), 

where 0 is the angular velocity of the particle, vanishes when the particle rotates with the same 

angular velocity as the ambient fluid. 
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( c) Body force due to gravity 

The body force on the particle due to gravity 

(3.2.5) 

where g is the gravitational vector. 

( d) The drag force 

When the particle moves steadily in a viscous fluid in steady uniform motion the expression 

for a drag force F D produced by the pressure distribution and the surface viscous stress, which 

is a function of the particle radius a, the density, viscosity of the fluid and the relative velocity 

(u - v) between the fluid and the particle. For a spherical particle F D is parallel to (u - v). 

The usual dimensional scaling for a spherical particle, leads to 

1 2 
FD = 2CDP lu - vl(u - v)ll'a , (3.2.6a) 

where a is the radius of the particle and CD is the drag coefficient and it is an empirically 

known function of particle Reynolds number (Morsi and Alexander 1971, Clift et al. 1978) of 

the relative velocity 

Rep = lu - via/v, (3.2.6b) 

where v is the kinematic viscosity. At high Reynolds number, CD is approximately equal to 

constant, and at low Reynolds number (Stokes flow) CD ex l/Re (see Table 3.1). 

For typical conditions of small particle where the terminal fall velocity VT does not vary 

much with particle radius a (about 3mm in diameter), then it is convenient to define FD in 

terms of VT rather than the unknown drag coefficient CD since VT is better known. From 

(3.2.6a), we have 

(3.2.7) 

where IJ.p = Pp - pg. Substituting (3.2.7) back into (3.2.6a), we obtain 

F - V lIJ.pllu-vl(u-v) 
D - p g v,*2' 

P T 
(3.2.8) 

where V; is that value of the terminal velocity in still fluid for the same value of CD as the 

particle fall through the flow. For a particle in a pure liquid, whether at high or low Reynolds 

number, CD ex l/Re. Thus from (3.2.6a) and (3.2.7), we have 

F - V lIJ.pl(u-v) 
D - p g v,*' 

P T 
(3.2.9) 
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where VT is the actual fall velocity of that particular particle. 

For a high Reynolds number particle in dirty liquid, premature separation of the boundary 

layers occur and formation of a broad fluctuating wake. Then form drag, not viscous drag, 

predominates and is proportional to the square of relative velocity, also CD is approximately 

constant at high Reynolds number, so we have 

F V I~pl lu-vl(u-v) 
D = p g-- V 2 , 

P T 
(3.2.10) 

where VT is the actual fall velocity. 

To cover the most common situations (3.2.9) and (3.2.10), we write 

F = V I~pl u - v f (Iu - vi) 
D p g If, V ' P IT T 

(3.2.11) 

where f = 1.0 or f = lu - vl/VT . The function f (lu;T vi) is need to accommodate the effect 

of surface tension non-uniformities arising from accumulation of contaminants on the particle. 

(e) Drag force is unsteady non-uniform (Basset history term) 

If a particle experiences a drag force associated with viscous forces, then vorticity is shed 

into its wake. When the particle is moving unsteadily (by a change of velocity ~up over a time 

t p ) or the flow is unsteady especially if the flow reverses, the rate at which vorticity is shed into 

the wake changes and the distribution of previously shed vorticity in the wake relative to the 

body has to be considered. 

At low Reynolds number, the criteria for these effects to be negligible that 

and 

where fw is the relevant scale of the wake rv (a + !ltp). A formula has been developed for this 

case (Basset history term). 

In general, the instantaneous drag depends not only on the instantaneous velocities and 

accelerations, but also on conditions which prevailed during development of the flow. The 

Basset history term in which past acceleration is included, weighted as (t - 1')1/2, where (t - 1') 

is the time elapse since the past acceleration. The form of the history integral results from 

diffusion of vorticity from the particle. This force is expressed by 

(3.2.12a) 
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By integrating (3.2.12a) by parts a more suitable expression for use in the computation may be 

obtained as follows: 

FBH = 12a2p.JiV {Vi [dU _ dv] + (~(d2~ _ d
2
:) dT} . 

. dT dT t=o lo dT dT 
(3.2.12b) 

Lumley (1957, chapter 2, §4) has shown that the Basset history term can be neglected provided 

that (a~Wm/J.L)1/2 ~ 1, where Wm is a characteristic high frequency of the Eulerian velocity 

field. For more details concerning the Basset history term see Soo (1967). 

For the calculation presented here, it is assumed that the particles are small enough that 

their Reynolds number is of order 1 and that the Basset history term can be omitted. 

At high Reynolds number the criterion (Graham 1980) is 

tpt:.u~ 
if t:. up .:s up ; --.:s 1 

aup 

tpD. up 
if t:.up ;::: up. --;:::1 

a 

Once the interfacial force F is determined, the motion of the particle is related to F by 

Newton's second law 

F = Pp V (~: - g) . (3.2.13) 

In deriving the following equation of motion for spherical particle in a turbulent flow, the 

various effects which contribute to the overall particle motion are assumed to be separable 

and independent and that the particle radius is much smaller than the length scale of the 

inhomogeneity of the liquid. These equations may be combined to yield 

dv 1/-11 u-v (u-v) 1-1 -= g -- f -- + g 
dt I + CM VT VT I + CM 

(3.2 .14) 

where I = pp/pis the density ratio between the particle and its surrounding fluid. 

Parenthetically it should be noted that for a heavy particle 'Y ~ 1 and for small relative 

particle Reynolds number Rep ~ 1 (based on terminal velocity and particle size), the last three 

terms in the equation (3.2.14) can be neglected and the drag force is linear (Stokes flow), thus 

the limiting equation (3.2.14) can be written as: 

where g = g/Igl. 

VTdv ~ 
-- = U-V+VTg 
9 dt ' 
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3.3 Model problems 

3.3.1 Simplified equation of motion for tlle particle 

Our eventual aim was to use (3.2.14) in our simulation. However, due to computational expense, 

we use (3.2.15) instead, i.e. we are ignoring the added mass term, the lift force and Basset history 

term. Supposing that the relative Reynolds number (based on terminal velocity and particle 

size) is less than 1 and the particles are small relative to the smallest length in the turbulence 

(the Kolmogorov length scale "l = (v3 /c)1/4 ~ 1mm in the lower atmosphere) so that the flow 

about a particle is nearly a simple shear and have time constants short relative to the shortest 

time scales (T = (V/c)1/2 ~ 0.08s in the atmosphere) then it follows from (3.2.15) that the 

equation of motion has the form 

(3.3.1) 

where v is the particle velocity, Tpo (= VT/g = mp/67rall-) is an inertia parameter (according 

to Stokes flow) and Wo (= mpg/67rall-) is the Stokes settling velocity for still fluid (the time 

scale restriction is satisfied for Wo ~ 0.78m/s in the atmosphere). The equation represents 

a balance of the particle inertia and acceleration, with the fluid drag force produced by the 

motion of the particle relative to the surrounding fluid and the force due to gravity. In writing 

the above equation, we have also make the following assumptions that all particles are rigid 

spheres; particle-particle interactions are neglected and the effect of the particle on the flow 

is neglected. Despite the restriction that have been imposed, (3.3.1) is applicable to many 

different aerosol problems: in air flow under most atmospheric conditions (3.3.1) would apply 

for instance to aerosol particles or cloud drops in the range 21l-m < ap < 30ll-m. 

The equation of motion is scaled by u', the variance of the fluctuating velocity in the flow 

field and by L the integral length scale as given by (2.2.23). Non-dimensional variables are 

introduced as follows: 

* x 
x = L' 

tu' 
t* = L' * v v =-, 

u' 
* U U =-

u' 
and * w w =-. 

u' 

Also normalise c* = cu3 
/ L. The scaled form (3.3.1), with the asterisks suppressed, is 

dv 
Tpdj = u(xp(t), t) - v(t) + w , 

where 
dx 
-p = v(t) . 
dt 

(3.3.2) 

(3.3.3a) 

(3.3.3b) 

The particle motion can be characterised by two dimensionless parameters. The inertia 

parameter (Stokes number), Tp , is defined as 

(3.3.4) 
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Fig. 3.1 Displacement of a particle P and that of a spherical fluid element 

E. -- path of centroid of Ej - - - path of P . 

with inertia more significant the larger the value of Tp. The scaled particle settling velocity for 

still-fluid w defined as 

w = wo/u'. (3.3.5) 

Equations (3.3.3a, b) are a pair of coupled ordinary differential equations whose right-hand 

side is a stationary random function of space and time. Formally, the analytical solution of v( t) 

IS 

(3.3.6) 

In general the integral equation (3.3.6) does not exist explicit solution for arbitrary u(xp, t), 

it nonetheless provides a relationship between the velocity v(t) and u(xp, t), but the foregoing 

are random variable in which statistics can assumed to be known. Therefore, it is necessary to 

approach the problem of the motion of the particle in a turbulent flow and consequently also 

the phenomena related to it in a statistical manner. 

In fact (3.3.3) is a stochastic nonlinear equation and a solution would consists of finding the 

complete probability density function, P[ u(xp, t)]. Complete knowledge of this would imply a 

solution to the closure problem of turbulence. Therefore a theoretical attack on this highly non­

linear problem if far from clear. However, Phythian (1975) by making the assumption that the 

Eulerian velocity field u(x, t), has a Gaussian probability distribution and calculations based on 

this compare well with Kraichnan's (1970) solution for model turbulent spectra. Nevertheless, 

theoretical attempts are mostly limited to the investigation of results of ad hoc hypotheses. An 

experimental approach to the problem is extremely difficult because of the absence of reliable 

methods for measuring the Lagrangian statistical characteristics of the turbulence and therefore 

few reliable results exist. 
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Tchen (1947) and Hinze (1975) assume that during the motion of the particle, the neigh­

bourhood will be formed by the same fluid (Fig. 3.1), and making the assumption that the 

Lagrangian correlation of the fluid along the particle trajectory, 

RL () = (U j(xp(t), t)Uj(xp(t + r), t + r)) 
fpij r j(uHxp(t),t))j(u;(xp(t+r),t+r)) 

(3.3.7) 

was the same as the Lagrangian velocity correlation of the flow, 

R7f·(r) = (Ui(xf(t),t)Uj(xf(t+r),t +r)) , 

IJ j(U;(Xf(t), t))j(U;(Xf(t + r), t + r)) 
(3.3.8) 

and concluded that the long time particle and fluid point diffusivities were equal. The problem 

of finding the particle diffusivity is to determine R7Pij' Pismen and Nir (1979) using the 

'independence approximation' (expressing the Lagrangian correlation tensor as the average of 

the Eulerian correlation function taken with respect to the uncertain position of the pa.rticle) 

and the characteristic function of the velocity field is Gaussian while Reeks (1977) used an 

iterative approximation for xp(t) based on some initial position xp(O) of the particle, they both 

used Kraichnan (1970) model spectrum 

<Pii( k, t) = (21l" )-1 k-2 E( k) exp [ - ~ (Uokot)2] , 

where 

and obtained approximation to the velocity correlation along the particle trajectory, R7p. 

Reeks (1980) compared these approximations with another approximation based on Kraich­

nan's Direct Interaction Procedure with value of the diffusivity of the particle motion in a 

statistical simulation of particle motion in a random flow field and good agreement was found 

with value of diffusivity from each approximation. 

3.3.2 Solution in one-dimensional case with arbitrary velocity 

The major difficulty in. solving (3.3.3) is the random variable u(xp, t); no previous studies have 

satisfactorily solved this without making ac hoc hypotheses or developing concepts. So we 

study certain model problems. Although the differential equations (3.3.3a, b) and the integral 

(3.3.6) cannot be solved for any arbitrary velocity fields u(x, t), (3.3.3a, b) can be solved in the 

one-dimensional case. This solution helps in deriving estimates for the three-dimensional case. 

Case of zero settling velocity Wg = 0 

In the limit of wTrp ~ 1, where WT (f'J u o / L) is the typical circularfrequency of the fluid velocity 

fluctuations, the relative velocity of fluid and particle is small, thus the primary motion of the 
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particle is to follow the trajectory, x(O)(t), of the fluid element. However, due to the inertia of 

the particle, the particle does not completely follow the fluid element . Therefore, the particle 

inertia produce perturbations to this basic motion, x(O)(t) . The equation (3.3.3a) for the particle 

motion may be solved in terms of a perturbation expansion based on powers of ( = T p , i.e. 

(3.3.9) 

Then by the Taylor expansion, we have 

U(xp(t), t) = u(x(O)(t), t) + (x(O)(t).Vu(x(O)(t), t) + ... (3.3.10) 

The Taylor expansion allows the perturbation to be found explicitly and expressed eventu­

ally in terms of Eulerian data. The expansion is valid if Ix~l, the departure of x p ( t) from x(O), 

is small compared to the lengthscale Lx of the flow field. Substituting (3.3.9) into (3.3.3), we 

have 

_dx_(O---,)(--,-t) + (dX(d
1
)(t) + ... ~ u(x(O)(t), t) + (x(l)(t).Vu(x(O)(t), t) + ... 

dt t 

For simplicity, consider the one dimension case only, i.e. the x-direction, the above equation 

becomes 

dx(O)(t) dx(1)(t) _ (0) .(1) ou(x(O)(t), t) (d2x(0)(t) ) 
-d-:-t--'-'- + ( dt + ... - u(x (t), t) + (X (t) ox - ( dt2 + ... . 

Equate power of (, for (0 and (1, we have 

dx(O)(t) _ ( (O)() ) 
dt - u x t, t , (3.3.11) 

and 

_ x(I) 01£ _ du 
- ox dt' (3.3.12) 

where 1£ = 1£(x(O)(t), t) and x(l)(t) = x(l). 

Let the function at the position of the particle at time t be 

i t ou(t') 
((t) = exp --- dt' , 

o ox 
(3.3.13) 
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this is a random function if fJfJu varies along the x-direction (since u is random), then 
x 

X(l) = _(-1 lat ((t')u(t') dt', 

where dot means d/dt and assuming x(1)(O) = o. 

The dispersion rate in the x-direction! (dX~) may be written as 
2 dt 

! (dX~) = / x dX p
) 

2 dt \ p dt 

_ / ,(0) dx(O) ) / ( ,(1) dx(O) ,(0) dX(l)) ) 
- \ x dt + f \ x dt + x dt + . .. , 

Integrating the first term w.r.t. t, it can be easily shown that 

and 

(3.3.14) 

(3.3.15) 

where TL is the Lagrangian integral time scale. These results are consistent with Taylor's (1921) 

kinematics predictions for the fluid particle diffusion. 

Now let us consider the correction term E 

(1) dx(O) (0) dx(l) 
E = x ---;u- + x ---;u-

( i
t fJu(t') ) it it du(t') = - u + -,-u(t') dt' (-l(t) ((t')u(t') dt' - -,-u(t') dt' . 

o fJx 0 0 dt 
(3.3.16) 

For small value of t, 

i
t fJu(t'), ([fJu]) [fJu] ((t) = exp --,- dt ~ exp -t -. ~ 1 - t -, + ... 

o fJx fJx t=o fJx t=o 

Therefore 

1 [fJu] ((t)- ~ 1 + t - + '" . 
fJx t=o 

Substituting this into (3.3.16) and neglecting the t 2 and any other higher order term, we have 

E ~ - {[u]t=O + t [u ~:] t=o + ... } {1 + t [~:] t=o + ... } t [(u]t=o - t [uu]t=o 

[ . ] 2 [. fJu 
2 

] = - 2t uut=o - t u fJx 
t=o 

= -2t u-u- . 2 [ fJu fJu] 
fJx fJx t=o 

(3.3.17) 
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This analysis implies the correction must be negative and proportional to t 2 • At this stage it 

is necessary to make some approximation about the fourth-order velocity and velocity-gradient 

product mean value. Many experiments have shown that the velocity statistics are approxi­

mately jointly Gaussian, so that the fourth-order velocity correlation tensor (Batchelor 1953), 

which can be written in terms of the second-order velocity correlations. i.e. 

(Ui(X, t)Uj(x', t')Uk(X", t")u/(x"', t"')) = (Ui(X, t)Uj(x', t')). (Uk(X" , t")u/(x"', till)) 

+ (Ui(X, t)Uk(X", t")). (Uj(x' , t')u/(xIII , till)) 

+ (Ui(X, t)U/(XIII, till)) . (Uj(x' , t')Uk(X", t")). (3.3.18) 

When (3.3.18) is used in (3.3.17), a number of terms cancel because of the homogeneity, we 

obtain 

(E) ~ _2t2 [( .2 ) ( G:)') 1 1=0' 

Therefore, for a small time t, from (3.3.16) we have 

(3.3.19) 

Sin ce ., :: "'e stationary ran dOll functions, therefore (u') and (( :: ) ') are i ndepen dent 

of time, therefore (3.3.19) becomes 

(x; ) ~ (u') t' - ~£t3 (.') (G:)') for (3.3.20) 

For t ~ TL , let '!9 = lot ~; (t') dt', it can be shown that the variance of '!9 is 

for 

where TL is the integral time scale for the velocity gradient of the fluid, then from (3.3.13), the 

mean value of (( t) is 

Also, making the assumption that both of the autocorrelation functions of U and ~; have the 

form 

and Rau (t) = exp (-~) , 
ax TL 
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we obtain the asymptotic result for t is large comparing with TL and the result is summarised 

below 

for (3.3.21) 

It has been show that perturbation methods can be formulated the problem of dispersion 

in a one-dimensional random velocity field and these methods can be used to obtain asymptotic 

approximation both for time less or greater than TL . The results have shown that both for 

'short' and 'long' times, the mean square displacement of the particle is less than that of the 

fluid element in the case of zero fall velocity, i.e. the diffusivity of the particle is less than that 

of the fluid element. We will show that the 'long' time result is consistent with the results 

presented in the next section with the velocity represented as a series of 'jumps'. The question 

arises of whether one can extend this method for three-dimensional flow field. An attempt 

has been made to extend this into 3-D, but because of the nonlinearity, the equation cannot 

be solved analytically. Thus from either the Lagrangian or Eulerian point of view, theoretical 

analysis of the problem is mostly limited to investigation of results of ad hoc hypotheses and 

to compute 'short' time and 'long' time results. 

3.3.3 One-dimensional model problem 

Since the simplified equation of motion (3.3.3a) is linear, we can thus represent the response 

of a particle to a flow of arbitrary velocity u(t) as linearly superposition of the response to the 

spectral components of u(t). By expressing uJp(t) and v(t) as Fourier integrals, we have 

v(t) = 1: v(w)e
iwt 

dw and (3.3.22) 

where w is the circular frequency. Using standard techniques of Fourier analysis, it follows from 

equation (3.3.3a), we have v(w) = ( uJP~w) ). Thus, the particle's energy spectrum can be 
1 + ZTpW 

expressed as a function of the fluid's velocity spectrum along the particle trajectory through 

a 'particle response function' X, which is a measure of a particle's response to accelerations or 

frequency spectrum </> Jp of the fluid velocity seen by the particle, i.e. 

(3.3.23) 

where the spectra are normalised so that 

(u}p) = 100 </>Jp(W) dw and 
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The effect of X2 (w) is roughly equivalent to applying a low-pass cutoff to the turbulent velocity 

spectrum at w '" 1 / r p (to be precise this would correspond to a 50% reduction in spectral 

density). 

A brief calculation also shows that the spectrum of the mean-square relative velocity VR = 

v - ujpis: 

(3.3.24a) 

(3.3.24b) 

The early investigators of Soo (1967) and Hinze (1975) assumed that (u(xp(O), O)u(xp(t), t)) was 

the same as the Lagrangian velocity correlation of the flow, (u(Xj(O), O)u(Xj(t), t)) (particle 

constrained to move with a single correlated region of fluid). This assumption leads to the 

diffusion coefficients of particles and fluid elements being equal which is not true even for quite 

small light particles. However (u(xp(O), O)u(xp(t), t)) depends on the particle motion itself and 

the particle motion can only be understood in terms of statistics of the velocity of the fluid 

along the particle trajectories Ujp(t). 

( a) A simple one-dimensional problem 

Consider a stationary velocity consists of a series of 'jumps' with zero mean and frequency 

w (Fig. 3.2) in which only exists one length scale Ln and has the form 

where u2 = u2 and n 0 

Here Xn = nLn, n = 0,1,2, .... 

fluid velocity 

1 
t 

if Xn < x < Xn + Ln ; 

otherwise. 

x . spatial coord. 

Fig. 3.2 The form of the velocity field for un(x). 

We recall that the one-dimensional equation of motion for the particle is 

dv 
r-=u-v 

p dt 
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and together with initial conditions v = 0, Xo = 0 at t = 0, then the velocity of the particle for 

the first 'jump' is given by 

v = Uo (1 - e- t / TP
) • (3.3.27) 

For the second 'jump', i.e. when the particle is at x = Xl, with Tpdv /dt = Ul - Uo, we have 

(3.3.28) 

So the error in v is (] (!:1tn/Tp), where !:1t is the time taken for each 'jump'. However the relative 

velocity between the fluid and the particle is negligible provided that WTp ~ 1, i.e. (v 2 ) is not 

affected. Hence the velocity of the particle will only be affected for W > T;l (or time scale 

;S Tp). But the mean time !:1Tp for particle to travel between 'jumps' decrease by O(Tp/!:1To), 

where !:1To is the time for the fluid element to travel between the 'jumps'. 

This can also be seen easily by considering 

where !:1vn is the error in v between 'jumps'. Taking the ensemble average, we have 

(!:1Tp) = Ln [1 _ (Un + !:1vn) + (U; + 2Un~Vn + !:1v2) + ... ] 
Uo Uo Uo 

= !:1To [1 + 2 (U~~vn ) + ... ] , 

since U; ~ !:1v~ if Tp ~ 1. Therefore, owing to the inertia effect, we have 

l.e. if Un < 0, /j. Vn > 0 => faster => shorter time (on long time steps) 

and if Un > 0, !:1 Vn < 0 => slower => longer time (on short time steps). 

(3.3.29) 

(3.3.30) 

A simple explanation for this phenomenon is that a particle will in general interact with 

an eddy going in the same direction for a long time and with an eddy going in the opposite 

direction for a short time (Fig. 3.3). 

Alternatively, by considering the mean square displacement xp of the particle, i.e. 

for 

where !:1x the change in xp caused by each 'jump'. For a particular n, we have 

/j.x n = J /j.vn dt = TpUn, 

therefore 
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Fig. 3.3 The respond of the particle to the velocity Un (X). 

But the number of 'jumps' (to first order) N = tl6.To = xl Ln. The implies 

(3 .3.32) 

i.e. change in (( 6.x)2) is proportional to the square of Tp. This result is valid in one-dimensional 

'turbulent flow' with one length scale. Since as t -+ 00, 

(3.3.33) 

so we see that 

The above analysis clearly shows that Soo's analysis is wrong; he incorrectly assumed that 

c/>fp(w) = c/>ff(w), and therefore he obtained 

c/>pp(W -+ 0) "" c/>ff(w ..... 0), (3.3.34) 

which leads to the experimentally incorrect result that 

(3.3.35) 

i.e. the long time particle and fluid element diffusion coefficients were equal. 

What the analysis has shown that the differences between the particle and fluid element 

on the small scale lead to large scale changes in the mean square displacement. 

This analysis also suggest that the spatial structure of the velocity field affects the correc­

tion 6.x. Hence the need to model the actual space-time structure of turbulence. 
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(b) What happens if 'jumps' or 'eddies' change over at different length scale fe ? 

I 

I I 

r-- le --I 

Fig. 3.4 The form of the velocity field for un(x) with different length scales. 

Let the typical time for 'eddy' velocity to change is Te f'V fe/Un = le/ tJ.Ue (Fig. 3.4). By 

doing the one-dimensional analysis in the previous section, it is clear that tJ.Tp or tJ.x2, the 

average time taken to cross each 'eddy' or mean square displacement is also reduced by O( T;), 

I.e. 

~T, = ~T. [1- ~ (~)'] , 
(x') = (x;) [1 - ~ (~) ']. 

(3.3.36a) 

(3.3.36b) 

{3 is much smaller if Te ~ Tp (in fact O(Tp/Te)). Hence, tJ.Tp is only affected by these eddies 

that change on a time scale O( Tp) or less. 

( c) Estimate of inertia correction for mean square dispersion 

From the previous discussion (b), it follows that the main difference in displacement tJ.x 

occurs for eddies with time scale Tp or less. Hence, if t:..To f'V Tp and in the inertia subrange, 

change in fluid velocity in time Tp is tJ.u f'V y'E:Tp, so change in (tJ.X)2 for each 'eddy' f'V (t:..u)2T; rv 

E:Tg. Taking the ensemble average, we have 

(3.3.37) 

Since Hp(t _ (0) = (7r/2)</Jpp(w = 0), so the diffusivity of particle 

(3.3.38) 

where ~ depends on the type of 'turbulence' - especially the 'sharpness' of the eddies. Therefore 

the change of Hp due to inertia is proportional to the square of Tp. 
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(d) What about fall velocity VT ? 

VT changes the relative speed of particle across the eddies. If the fall velocity VT ~ b.u cv 

y'eTp , in the inertia subrange, then critial eddies have length scale Tp VT rather than A. 
Hence 

Velocity of eddy = (eTp VT )1/3, 

Change in xp for each 'jump' = Tp( eTp VT )1/3. 

No. of critical eddies cut in time t is equal to t/Tp, thus 

(b.x)2 = .!....(<:T V )2/3T2 = e2/3T5/3V2/3t 
• <opT p pT' Tp 

thus 

(3.3.39) 

(3.3.40) 

where iJt is a proportional constant. Therefore, we conclude that change of diffusivity of the 

particle due to fall velocity is proportional to T;/3. Comparing (3.3.40) shows that the fall 

velocity effect is larger if eT; ~ e2/3T;/3 v;/3 or eTp ~ vi or Tp/TL ~ (VT/U o )2. 

Using a simple, phenomenological model of turbulence, we have shown that particle diffu­

sivity is less than that of fluid. 

3.4 New scaling analysis for spectra <Pfp, <PVR' <ppp 

In order to distinguish <P fp, <PVR and <Ppp, the following observations are made: 

(a) Velocity spectrum of fluid along particle trajectories <Pfp(w) 

(i) when the particle is light enough to follow the fluid motion then 

also if TpWc ~ 1, then <Pfp(w) ~ <pfJ(w) for w;:S WC. 

(3.4.1a) 

(ii) however, for the heavy particle with significant inertia (only response to low frequency of 

the flow) and hence there exists a relative velocity VR between the particle and the fluid 

element, so 

(3.4 .1b) 

If (u}) ~ (u~), then the particle cutting through small eddies corresponding to large 

frequencies such that for W ~ e /V:;, we have 

(3.4.2) 
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where (3fp is a proportional constant. By virtue of (i) and (ii), the spectrum <Pfp(w) must 

have the form as shown in figure 3.5. 

T- 1 
L 

-2 

-.5/3 

W 

Fig. 3.5 The form of the velocity spectrum for 4>fp(W). 

Also, if the particle has terminal velocity, i.e. v = u(x, t) + VT and VT ~ u o , then for high 

frequency (.::: wp) particles cut through eddies, we have <Pfp(w) = C;2/3VT 2
/
3w- 5/ 3 for W > EIV:;'. 

Therefore the combined effects are 

for W > Elvi, (3.4.3) 

i.e. with the -5/3 spectrum. 

(b) Relative velocity spectrum <PVR (w) 

(i) At the cut-off frequency W I"V l/Tp , we have VR I"V U O • If l/Tp ~ u o / L I"V WT, then 

for (3.4.4) 

(ii) For the frequency range of W ~ wp , particles cut through small eddies with scale VR/w, so 

that 

(3.4.5) 

Note that 

Substituting this into (3.4.5), we have 

(3.4.6) 

where (3vR is a proportional constant. By virtue of (i) and (ii), the spectrum <PVR(W) must 

have the form as shown in Figure 3.6. 
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-5/3 

Fig. 3.6 The form of the velocity spectrum for c/>VR (w) . 

(c) Particle velocity spectrum </>pp(w) 

Note from (3.3.24b), we have </>pp(w) ~ </>VR(W) for w2 ~ l/T; and </>pp(w) ~ </>ff(w) for 

l/Tp ~ W. 

(i) Since the particle responds to all frequencies below Wc '" l/Tp , hence 

for (3 .4.7) 

(ii) Also for high frequencies w .:::: l/Tp and the inertia of the particle is small, we have 

(3.4.8) 

On the other hand, if the particle has high inertia, in the limit of Tp ~ 1, this is equivalent 

to a stationary observer watching the flow passed by, (Le. Eulerian frame of reference) 

hence, the spectrum should have the form </> Jp ex w- 5/ 3 • Therefore ,we have 

(3.4.9) 

In the intermediate range , we should expect </>pp ex wP, where -4 < p < -11/3 for large w. 

Thus, the spectrum of </>pp has the form as shown in figure 3.7. 

-4 

(small inertia Tp/TL ~ 1) 

(high inertia. Tp/TL ~ 1) 
~--------~~~---

wp w 
Fig. 3.7 The form of the velocity spectrum for c/>pp(w). 
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We have computed the spectra of </> fp(w) and </>pp(w) with different values of Tp by tracking 

individual particle trajectories in turbulent flow generated by Random Fourier Modes and taking 

the FFT of the velocities to obtain the spectra. Figure 3.8 shows that </>fp(w) has a slope of-2 

for the whole inertial range of W when Tp = 0.2 (Le. low inertia). As Tp increases from 0.2 to 

3.0, </>fp(w) has a slope of -2 when W .:s 30.0 and -5/3 when W ;:: 30.0, as predicted from the 

scaling argument. 

We have also tested the validity of the formula (3.3.23a) and figure 3.9a, b show the two 

spectra for different values of Tp. Fig. 3.9a shows that (3.3.23a) is indeed valid for small values 

of Tp (Le. low inertia), the computed spectrum </>pp(w) coincides with </>pp(w) obtained from the 

formula (3.3.23a). However, as Tp increase to 3.0, the computed spectrum </>pp(w) has higher 

values than </>pp(w) obtained from formula (3.3.23a) at the low frequency end, Le. the inertia 

seems to have amplified the fluctuation of the velocity of the particle. 

The spectrum </>pp(w) has been investigated further so as to verify the results obtained in 

§3.4( c). Figure 3.10 shows that for low inertia, the slope of </>pp( w) is indeed - 2 for w .:s 10 and 

-:4 for w ;:: 50. For high inertia, as expected the slope of </>pp(w) is -11/3 for the whole inertial 

range of frequency. 

3.5 Numerical method for particle motion with Stoke's Law 

The problem of following a solid particle path in a velocity field u(x, t) is solved by integrating, 

to sufficient accuracy, the differential equation (3.3.3), given values x(t = to) = xo,and x'(t = 

The differential equation (3.3.3), for the particle trajectories was integrated numerically 

using a "Predictor-Corrector" method. It was chosen because (i) it only requires the evaluation 

of the R.H.S. once per step, (as opposed to other methods of the same order of accuracy, 

especially a Runge-Kutta method, which requires the evaluation four times per step), and (ii) 

it is a relatively stable method provided the time step is small. 

The method we use is described in the following: 

At t = to, compute x~ from (3.3.3). Take fixed steps h = tn - tn-l. After the first step, 

we have x~_l from the previous step, so we do not need to compute it from (3.3.3). A step 

consists of the following sequence: 

(i) Predictor: predict x~) and compute u~) from it, 

(p) _ + h ' 1 h2 11 xn - Xn-l x n- l + '2 xn-l, (3.5.1a) 

and 

(3.5.1b) 
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this is the only evaluation of u(x, t), in steps after the first. 

(ii) Evaluate 

and 

x" = n 

(iii) Corrector: then either 

or 

Equations (3.5.2) and (3.5.3) arise from solving 

r x" + x' - u(p) - w = 0 P n n n , 

and 

I I 1h (",,) 0 
X n - X n-l - 2 Xn + Xn-l = , 

(3.5.2a) 

(3.5.2b) 

(3.5.3a) 

(3.5.3b) 

(3.5.4a) 

(3.5.4b) 

for x~ and x~. (3.5.4b) is the trapezoidal rule for integration x"; (3.5.3a) is the same rule for 

integrating x', while (3.5.3b) contains also an approximation to the error term -h3 x lll /12. 

We could re-compute un(x, t) and iterate equations (3.5.1) to (3.5.3), but we do not do 

this because of the expense. The convergence rate would be 10/41 for case (3.5.3a) and 10/61 for 

case (3.5.3b) (see Appendix D), so this must be small to justify not iterating. (Even if one had 

a perfect predictor, the step would still be accurate only to the finite order of the corrector. 

This incurable error term is on the same order as that which our iteration is supposed to cure, 

so we are at best only changing the coefficient in front of the error term by a fractional amount. 

So dubious an improvement is certainly not worth the effort. Our extra effort would be better 

spent in reducing the stepsize.) The stability and the error estimation of the PC method are 

given in the Appendix D. 

Trial runs of particle trajectories method 

In order to have confidence in the results of the simulation and the integration procedure, 

we used a different numerical method, the expensive but reliable Harwell Subroutine DC03AD, 

also known as Gear's method, of order 1 to 5. The method automatically chooses stepsize 

and order of the integration formula. The results of the two, using different time steps for 
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PC method have been compared in order to check the sensitivity of the method to different 

time steps. All the comparisons were towards the end of the integration where any divergence 

between methods would most likely be maximised (Table 3.2). 

The first test used a. time step i).t = 0.01. The velocity and the position of the particle 

were compared with those calculated using DC03AD, and whilst there was reasonably good 

agreement between the positions, the particle velocities differed substantially. 

The second test was made with the time-step reduced from 0.01 to 0.005. The results of 

this test are shown in column two of table 3.2. The comparison with DC03AD is favourable. 

This was taken as evidence that the chosen time step of 0.005 was small enough not to influence 

the evaluation of the quantities of interest. 

The velocity statistics of particles are not stationary even if the turbulence is homogeneous 

and stationary and that, for the motion of particles, one must prescribe not only the initial 

position but also the initial particle velocity. This is quite true, but in this study we basically 

work in the framework of the so-called stationary case, as is done by Hinze (1975). Namely, 

it is assumed that the velocity statistics of the particles does not depend on the time. In 

particular, we wish to compute statistics for the inertial particle after they have reached a 

statistical state which is independent of the initial conditions, the difference between the fluid 

point and particle paths results from two effects; one is the difference in initial conditions, the 

other the difference in dynamic response. For small time, launching the particle with local fluid 

velocity will cause it to follow the fluid point path much better, however for large time the 

influence of initial condition is less and less important, and the difference in dynamic response 

dominates. Therefore, we want to choose v(t = 0) so as to minimise the length of initial 

period of adjustment. We make the assumption that, at least at large Reynolds numbers, the 

Lagrangian velocity time correlation function of the fluid may be represented by an exponential 

form 

(3.5.5) 

where TL is the Lagrangian integral time scale of the fluid point. Then (3.3 .3) is a straight­

forward, linear, first order stochastic differential equation. After some labor, the mean square 

velocity of the particle is given explicitly by 

(v2(t)) = TL (u2) + 2?!,\ (u2) e-(l/Tp+l/Td t 

TL + Tp TL Tp 

(3.5.6) 

We are interested in v(t) at large t. Thus at time t ~ Tp , when e- t / Tp ::::J 0, the particle 

has 'forgotten' its initial velocity u(O), in the sense that the contribution that depends on 
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u(O) has decayed to zero, i.e. reach to an equilibrium state. For t _ 00 , we have (v2 ) _ 

(u2 ) TL/(TL + Tp), i.e. (v2 ) ex 1/Tp for large T (see also Rinze 1975, p467), therefore we chose 

v(t = 0) = u(t = O)JTL/(TL + Tp), as the initial condition. 

One measure of the independence of the statistical state is that the mean square velocity of 

the particle relative to the fluid, {v( a, t) - u[xp( a, t), t]}. We denote this mean square difference 

velocity by (~U~el)' In all cases, (~U~el) rises initially but then settles down to a constant 

value after approximately a time equal to the particle time constant Tp (see Fig. 3.11). It is 

obvious that during this time, the particle is under the influence of its initial condition. Thus, 

all the particle statistics are calculated after at least one Tp from the starting time. 

Figure 3.12 is a typical plot of the cross-correlation function between the particle and fluid 

velocities, 

RL (T) = (u[x(t), t)].v[(x(t + T), t + T]) 
uv (u[x(t), t)].v[(x(t), t]) (3.5.7) 

(in this case, Tp = 0.4, Wg = 0.) Notice that the correlation has a maximum value not at the 

origin (T = 0) but at a positive value of T, approximately Tp. This peak shift is due to the fact 

whenever a velocity difference exists between the particle and surrounding fluid, it takes the 

particle a finite amount of time (approximately T p) to respond to this difference. 

3.5.1 Results of simulation 

It is seen that very little is know about the R~f and R~p (the particle velocity autocorrelation 

function as in (3.3.8) but with u being replaced by v). No completely satisfactory theory exist 

as yet. The specific aim of this work was to generate the data via computing simulation -

this involves following individual particle trajectories in the generated fluid velocity field by 

Random Fourier modes and computing a sufficiently large number of particle trajectories to 

form statistically significant averages. Finally, after appropriate processing of the data and 

calculations, information on the Lagrangian statistics of the particle are obtained in the form 

of numerical values and graphic curves. There are two limiting cases which are a little easier to 

handle. The first is Wg ---+ 0.0, in which case u is the Lagrangian velocity seen by the wandering 

fluid point. The second is Wg - 00, in which case the falling particle cuts rapidly through the 

frozen turbulence, so that u is the Eulerian velocity sampled along a vertical line. A range of 

particle inertia parameters and fall velocities were used: six values of Tp = 0.0075, 0.5, 1.0, 1.5 

and 2.0 with Wg = 0.0 were simulated. The first one is light enough to behave like a fluid point 

and the last one is heavy enough to have significant inertia and "crossing-trajectories" effects. 

Also, six values of Wg = 0.0, -0.5, -0.8, -2.0, -5.0, and -20.0 with Tp = 0.2 were simulated 

so as to see the 'crossing-trajectories' effects. 
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( a) The effect of varying the particle inertia parameter 

The simplest and most interesting case, considered first, is that of particle dispersion in an 

isotropic turbulent fluid where the effect of gravity can be ignored (Wg = 0), all results obtained 

are due entirely to the inertial effects, without interference of the "crossing-trajectories" effect. 

In this instance, the dispersion is totally isotropic, so that the subscripts on the velocity vectors 

can be dropped. As particle inertia incre~ses the particle becomes less and less sensitive to 

fluctuations in the fluid velocity, and the Lagrangian autocorrelation of the fluid velocity expe­

rienced by the particle, Ryp( r), tends towards the Eulerian autocorrelation of the fluid velocity, 

Rf (r). Conversely, as the particle inertia decreases, the particle behaves more and more as a 

fluid element, and Ryp(r) tends towards the Lagrangian autocorrelation of the fluid velocity 

RYf(r). It is known (Shlien and Corrsin 1973) that these two curves - Rf(r) and RYf(r) -

intersect, with Rf(r) < RYf(r) for small rand Rf(r) > RYf(r) for large r, so we would expect 

the curves of Ryp( r) for different values of particle inertia also to intersect. This is shown in 

figure 3.13. (The crossover between curves cannot be seen in the results of Reeks 1977.) Note 

that the intersection point between the curves Ryp( r; rp = 2.0) and Ry f( r) is approximately at 

r = 0.25 which is consistent with the intersection point between the curves Rf( r) and Ry / r) 

in figure 2.8. It is expected that the more sluggish particles follow the fluid particle paths less 

accurately (even with small particle time constant of rp = 0.075), and they cross the trajecto­

ries of fluid particles more often and more rapidly. This suggests that the record of the fluid 

velocity surrounding the more sluggish particles should show more high frequency content than 

the fluid velocity surrounding the less sluggish particles. This would imply that the correlations 

would fall off more rapidly as rp is increased. For the rp-range studied, they do fully exhibit 

this fall off. 

The curves of the particle correlation function Rpp( r) (Fig. 3.14a) for various particle 

inertia parameters are consistent with the notion of the persistence of the particle velocity 

with increasing inertia parameter rp. All curves appear to be similarly shaped. The minor 

distinctions in shape become evident when the curves are superimposed by scaling the abscissa 

with the integral time scale of the particle Tt( rp), (Fig. 3.14b). Particle inertia effect decreased 

the particle r.m.s. fluctuating velocity from (un at rp = 0 to zero at rp -7 00 (Fig. 3.15). The 

particle with rp = 2.0 had a mean-squared velocity of approximately 80% less than that of the 

fluid, while the particle with rp = 0.075, had a mean-squared velocity of approximately 20% 

less than that of the fluid. This can be explained that the particle can gain their fluctuation 

velocity only from the fluid turbulence, obviously this fluctuation velocity should depend on the 

interaction time between the particle and the eddies. As the inertia of the particle increases, the 
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particle cuts through the eddies hence the interaction time decreases, consequently the particle 

fluctuation velocity decreases. This can also be seen in (3.5.6); the fluctuation velocity of the 

particle (VZ (t)) is inversely proportional to the inertia parameter T p' 

The dispersion of the particle from a fixed point is represented by the mean square dis­

placement (x;j) and the particle diffusivity xfj which is defined as 

(3.5.8) 

This is a function of time, except at large diffusion times, when they tend to (v,z)Tt for 

isotropic turbulence. Because this apparent eddy diffusivity can thus be determined from 

turbulent properties, we may be tempted to regard it as simply a more complicated counterpart 

of molecular diffusivities. As mentioned previously, the inertia effect is mainly represented by 

the particle time constant. Csanady (1963) showed that the asymptotic particle diffusivity i4 

independent of the particle time constant. Wells and Stock's (1983) experiments also show 

that there is not a large difference of diffusivity between light particles and heavy particles, 

although there is an indication that the diffusivity of heavy particles is a little larger than of 

the light ones. Reeks (1977) and Pismen & Nil' (1978) also indicated that in the absence of 

gravity, the asymptotic particle diffusivity is in general greater than that for the fluid. Our 

model simulations are shown in figure 3.16, it can be seen that, for small values of the particle 

diffusivity, Tp ;:s 0.5, x P rises from zero, eventually reaches a value which is less than the 

equivalent long-time fluid point diffusivity x f (00) ~ 0.52. This is consistent with the one­

dimensional analysis of the velocity field consisting of a series 'jumps' in the previous section 

(see (3.3.38)). 

For larger values of Tp (> 0.5), x P rises and has not reached the asymptotic form because we 

have not taken a sufficiently large dispersion time. Increasing dispersion time has an escalating 

increase in computation time because of the backward Lagrangian integration (2.2.19). Clearly 

a compromise had to be set for a given computing time (40 mins of Cray-2 CPU). It is necessary 

that we take a sufficient large number of realisations to reduce statistical errors. This has to be 

offset by carrying the simulation time only up to approximately 10TL . Although the asymptotic 

form of x P has not been reached for Tp > 0.5, it seems that x P will settle down to a value which 

is larger than xf(oo). Moreover, if Tp/TL ~ 1, one might expect the particles, since they will 

not have sufficient time to respond to the flow structures and to move in nearly rectilinear path, 

and then to stop ultimately due to friction (no matter what is the initial velocity), i.e. (vZ) -t O. 

Hence x P = (vZ) Tt -t O. This can also be seen in the one-dimensional case with u ~ v and 

Tp ~ TL, because the time for the particle to be displaced is so long that it is better to write 
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(3.3.26) as 

dv 1 
v- = -u(x), 

dx Tp 
then 21 X 

v2 = - u(x') dx'. 
Tp 0 

Therefore, (v2 ) rv U'L/Tp ; th.is is consistent with (3.5.6). For a particle with fluctuating velocity 

v' and with significant inertia, Le. only response to the energy containing eddies with length 

scale L, then one would expect the time scale Tp rv L/v for the velocity of the particle to change 

as it passes the eddies. Therefore, we have KP rv u,1/2 L 3 / 2 /T~/2, i.e. as Tp ---t 00, KP ---t O. 

Figure 3.17 shows the variations in the asymptotic particle diffusivity KP (obtained from 

Fig. 3.16) for different values of particle time constant Tp. These results demonstrate that the 

extent of particle dispersion in the absence of gravity depends strongly on the particle time 

constant Tp (= Tpo U' / L), the ratio of particle response time to the characteristic time of the 

flow. Particle with relatively small Tp values (rv 0.5) are dispersed less than the fluid, probably 

due to the fact that the particles are trapped by vortices. Particles at intermediate values of 

Tp( rv O( 1)) are dispersed faster than the fluid, i.e., they may move at the edges of vortices which 

may have the ability to fling the particles outside them and hence disperse more effectively. As 

Tp ---t 00, the dispersion tends to zero. This result is in agreement with the previous experimental 

observations by Yule (1980) and computing simulation of particle dispersion in an axisymmetric 

jet by Chung & Troutt (1988). 

Figure 3.18 shows the pdf of the curvature of the trajectories of the particles. It can be 

seen that for the case of fluid element, Tp = 0.0, the distribution of the pdf is quite even through 

out the values between 0.0 to 20.0, and has a maximum at about 1.5, but as Tp increases, the 

maximum of pdf becomes more and more predominant and the values of the curvature where 

the maximum occurs decreases (less curved). 

The correlation functions of the relative fluid-particle velocity at different, Tp , (Fig. 3.19) 

do not resemble each other as closely as the particle velocity correlation function. All curves 

display a characteristic range of negative correlations. An explanation of this feature is obtained 

by recalling that, according to (3 .3.3), the relative velocity correlation functions are proportional 

to the correlation functions of particle acceleration, and a positive acceleration of a particle at 

any moment make this negative acceleration at some future moment more probable. The curves 

in figure 3.19, show an increase in the characteristic correlation time with increasing Tp. 

We now address the following question: Is the pdf of the fluid velocity seen by the particle 

independent of the particle inertia parameter, Tp? And if so, is the pdf Gaussian? Intuitively, 

one expects that a point moving with the fluid and a particle cutting through the eddies, in a 

large number of trials, would not be subject to the same kind of velocity fluctuations, would 

statistically speaking not sample the same velocity population. However, figure 3.20 shows the 
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normalised pdf for different Tp , it may be seen that there is fairly close agreement between the 

pdf's, although some differences are noticeable around the peak. The corresponding normalised 

pdfs of the particle velocity are shown in figure 3.21, again they are Gaussian (since the u(xp, t) 

is Gaussian) and they all .have zero mean and the variances decrease as Tp increase. 

Finally, we would also like to find out how do particles with different values of Tp move 

through eddies. One measure of this is the pdf of the angle between the velocities of the particle 

and that of the fluid element as the particle moves through the flow. It can be seen (Fig. 3.22) 

that as Tp increases, the peak of the pdf decreases, Le. the particle is cutting through the eddy 

more and more. 

(b) The effect of varying the fall velocity 

In a lot of practical situations, the gravitational settling cannot be ignored and often 

plays a decisive role in determining the particle dispersion. So we consider a non-zero Wg and 

analyse the influence of the deterministic motion due to gravity on the Lagrangian statistics of 

a suspended particle. It is useful to separate the deterministic and random parts of the particle 

velocity Vi(t): 

(3 .5.9) 

since we assume that the only external force acting on the particle is gravity, so we chose 

V3 = Wg and VI = V2 = O. Separating also the random part of the particle displacement, the 

fluctuations about the mean values are given by 

Xi(t) = Xi(t) - Xi, i = 1,2; 

X3(t) = Xi(t) - X3 = X3(t) - X3
0 

- Wgt, 

(3 .5.10a) 

(3.5.10b) 

in which X3
0 

is the initial vertical position, Xi(t) are the instantaneous positions and Xi are the 

average position. Henceforth, all the Lagrangian statistics are calculated in a frame of reference 

moving with the fall velocity. For a particle suspended in isotropic turbulence yet having a 

steady fall velocity due to gravity, the system retain axial symmetry in the x- and y-directions . 

So we will only consider the statistics in the direction perpendicular (ll-direction) to Wg and 

in the direction parallel (33-direction) to Wg • 

The effect of increasing Wg on Ryp is to decrease slightly both RYP33 and RYPll (Fig. 3.23) . 

This is simply due to the fact that, as the fall velocity increases, the particles fall through 

the fluid faster, and thus "see" higher frequency fluctuations. It can be noted that if the 

turbulent intensity is less than, or of the same order, as the fall velocity (Le. l1'g ~ 1) then 

both RYP33 and RYPll exhibit only slight dependence on l1'g because the velocity fluctuation 

are mainly caused by eddy decay. However, RYP33 decreases mildly with increasing Wg. It is 
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interesting to note that as Wg -+ 00, the particle cut through the spatial structure of turbulence, 

a negative region appears in RYPll. In this case, the turbulent eddies passing through the 

particles are the same as if they were advected past a fix point of observation by the mean 

flow; then the eddies do not change substantially during their time of passage (Taylor's "frozen 

flow field hypothesis"). For the purpose of calculation, the fluid velocity correlations Rfp 

can be approximated as Eulerian space-time correlation R~(x, t) of the velocity Ui(O,O) with 

the velocity Ui(X3 = WgT,T), Le. RYp(T) -+ RE(WgT, 0). The reason for the existence of the 

negative region is that Eulerian fluid velocity spatial cross-correlations are negative over certain 

separations in order to satisfy continuity. 

The particle velocity correlations R~Pll and R~P33 are shown in figure 3.24. It can be seen 

that as Wg increases, both R~Pll and R~P33 decreases because the particle crosses the fluid 

turbulence eddies and loses velocity correlation more rapidly than a fluid element. This result 

has been predicted by various authors (e.g. Yudine 1959, Csanady 1963) Note that the R~Pll 

is always greater than R~P33. 

Figure 3.25 illustrates the particle diffusivity, xfj, on the parameter, W g • Clearly the effect 

of increasing the fall velocity is to reduce the particle diffusivity both normal to, and parallel 

to, Wg compared with the isotropic case. For Wg ~ 0(1), the differences between diffusivity 

parallel to and perpendicular to Wg are small. However, when Wg > 0(1), the vertical drift 

has a significant effect, so that the mean velocity component, Wg , draws the particle out of 

the strongly correlated fluid element. This reduces the diffusivity markedly, and in the limit 

Wg -+ 00, the integral time scale for R~p( T) approaches L IVT. However, the magnitude of L 

depends on the direction of the separation vector, VTT. From (3.5.8), we have 

p p ,2 L IT/" 
x 11 = X 22 = V 11 VT, for VT~ u', (3.5.11) 

where L11 and L33 are the longitudinal and lateral integral scales respectively (Batchelor 1953). 

Since in isotropic turbulence L33 = 2Ln , (3 .5.11) implies that the asymptotic diffusivity x ~3 = 
2x ft. This is known as the continuity effect (Csanady 1963). Figure 3.25 shows that the ratio 

of the particle diffusivity normal to Wg to parallel to Wg tends to its ultimate value of 2 as 

expected. (The increase in Xfj( 00) with increasing Tp is observable only for small values of Wg , 

and the coefficient finally declines as Wg becomes dominant.) 

The simulations show that the crossing-trajectories effect indeed dominates the particle 

dispersion and is to decrease the particle dispersion as shown in figure 3.26. 

Both of the (v5), and the (vi), of mean square velocities of the particle parallel to a.nd 

perpendicular to Wg are showed in figure 3.27 for the same choice of the fall velocity. It can be 
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seen that (vn is always greater that (vn. It can be seen that in the limit as Wg - 00, 

(3.5.12) 

again in agreement with that of Csanady (1963). 

The correlation functions of relative fluid-particle fluctuating velocity depend strongly on 

W g, there is a slight decrease of correlation time as Wg increases from 0 to 20 (Fig. 3.28). 

3.5.2 Particle trajectories with different inertia and fall velocity 

The particle trajectory is calculated by integrating (3 .3.3) through a simulated velocity field, 

using a Predictor-Corrector Method . Figures 3.29 and 3.30 show typical trajectories for a single 

particle with a range of fall velocities and inertia parameters . In figure 3.29 the fall velocity 

has been set equal to zero and the inertia parameter ranges from 0.0 (low inertia) to 2.0 (high 

inertia). Particles with low inertia appear to become trapped, briefly, in eddies and move from 

eddy to eddy, whilst particles with high inertia pass through the eddies. It is interesting to 

note that the greatest trapping effect appears to occur at some intermediate value of the inertia 

parameter (0.05 < Tp < 0.5) . We learn from these trajectories that particles with smaller inertia 

parameter tend to follow the streamlines, while those with larger inertia parameters tend to 

follow an almost straight path propelled by their large initial inertia. Intermediate particles will 

be entrained by the flow initially, but they will be flung out of the looping flow field at some 

point, depending on their inertial drag ratio. Also it seems reasonable to conclude that the flow 

field at some range of inertia parameter is capable of producing large particle dispersion, as 

a result of the strong entrainment power which induces the particles into vortical motion and 

then flings them out of the vortex structures (e.g. Yule 1980, Chung and Troutt 1988). 

In figure 3.30 the inertia parameter has been held constant and the fall velocity varied. 

It appears that for fall velocities less than a critical value (lVg rv 2.0) the particles remain 

suspended, whilst for fall velocities greater than the critical value, they settle out . The critical 

fall velocity may also depend on the inertia parameter, and this effect therefore requires further 

investigation (see §3.8). 

3.6 Comparison with the experiments of Snyder and Lumley 

Snyder & Lumley (1971) (henceforth referred to as SL) used four different particles with prop­

erties listed in Table 3.3., where Tp is the particle inertial parameter and Wg is the terminal 

velocity, i.e. the Stokes velocity corrected by a method recommended by Fuchs (1964). The par­

ticles are injected on the centreline of the wind-tunnel, 51cm after the grid with a mean velocity 

equal to the mean velocity of the flow. Measurements of the mean square displacements (x 2 ) 

- 91-

J 



were made by taking photographs at ten stations spaced logarithmically along the wind tunnel 

in a grid decaying turbulence. The flow is oriented vertically upwards, to avoid gravitational 

vertical drift of the particles with respect to the mean horizontal streamlines which would be 

encountered for a horizontal windtunnel. The turbulence is produced by a grid located in a 

40cm-square section, with a 5m-tunnel section. In this section, the particles remain reasonably 

far from the walls so that these influences can be neglected. The mean velocity of the flow 

is U z = 6.5m/s (the direction z being the mean flow direction). The grid mesh dimension 

is M = 2.54cm corresponding to a Reynolds number equal to 10,000. Turbulence measure­

ments were made and energy decay laws on the centerline of the test section established. The 

longitudinal and transverse variance 0'; and O'~ decreasing according to the decay laws, 

O'u = Uz/[42.4 (~ -16)f/2, 
O'w = Uz/[39.4 (~ _12)]1/2, 

where .e is the distance from the grid. 

Hollow glass Solid glass 

Tp (msec) 1.70 45.0 

w (cm/sec) 1.67 44.2 

Reynolds number Rep 0.05 2.48 

Corn Copper 

20.0 49.0 

19.8 48.3 

1.10 1.45 

Table 3.3 . Particle properties in Snyder & Lumley's experiments. 

(3.6.1a) 

(3.6 .1b) 

These experimental results provide a good baseline against which to test our model. To repro­

duce the velocity field we follow Pismen & Nir (1979) and Helland et al. (1977), and assume that 

the energy spectrum for grid-generated turbulence has the von Karman-Pao form (Pao 1965) 

_ _ (kL)4 [( _ 4/3] 
E(k,L,ry) - Eo 17/6 exp -'Y kry) , 

(1 + (kL)2) 
(3.6.2) 

where Eo and 'Y are constant, ry is the Kolmogorov length scale and L is an 'energy scale' . This 

formula is chosen to have E t".J k5 / 3 for large k and E t".J k4 for small k. Also, for large value 

of k have the exponential-like cut-off of the energy spectrum at dissipation-scale wavenumber 

(kry = 0(1), say), depending on a particular case. The empirical spectrum was fitted by Helland 

et al.(1977) successfully to two independent grid turbulent experiments data by suitable choice 

of the parameters 'Y and scale ratio L/ry . 8L measured the wavenumber spectrum <Pn (k1) rather 

than the energy spectrum E(k), since this is impossible to measure as pointed out in §2.2. We 

require E(k) as input for this simulation, but the two are related (e.g. Batchelor 1953) by: 

1100 

( k
2

) E(k) <Pn(k1) = - 1- _ ~ -- dk. 
2 kl k k 

(3.6.3) 
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Values for T/, L, , and Eo were obtained by substituting (3.6.2) into (3.6.3) and then minimising 

the mean square deviation between the calculated spectrum <P11 (k1 ) and that measured by SL. 

The three-dimensional spectrum is depicted in figure 3.31. 

In the experiments the turbulence decayed with distance, although the spectra were self­

preserving (quasi-stationarity). SL corrected for this using the method of Batchelor (1952), 

but this is only valid if the energy spectrum is self-preserving, especially over the relatively 

small diffusion times using in the experiments. So it will be assumed that the fluid velocity 

fluctuations are stationary and homogeneous, by taking the average turbulent intensity, i.e., at 

f/M = 73. As pointed out by Pismen and Nir (1979), the assumption of quasi-stationarity is 

valid if the particle time constant Tp is small compared with the timescale for the decay of the 

turbulence. 

Snyder and Lumley give the integral scales L11 at several points of the flow and the scale 

L33 is then estimated by L33 = L11 /2.58 which is experimentally satisfied at .e/M = 73 and 

corresponds to a slight non-isotropy. The Lagrangian time scale is estimated according to 

Corrsin's relation 

(3.6.4) 

which is approximately equal to 90ms at .e/M = 73, so the time step b..t is chosen to be TL/10. 

The particles were released with an initial velocity equal to the mean fluid velocity, and their 

trajectories calculated by integrating (3.3.3). Statistical results were obtained from an ensemble 

of 2700 trajectories. To remove the influence of the release conditions the particles were allowed 

to disperse somewhat before the statistics were calculated; tests showed that the results were 

then independent of the initial conditions. 

SL hoped that the hollow glass spheres would be small and light enough to behave as a fluid 

elements whilst the copper spheres would show significant inertial effects. Figures (3.32a, b) 

show sample computed trajectories for these two particle types. As expected, the hollow glass 

spheres disperse more quickly and widely than the copper spheres, and the individual trajecto­

ries fluctuate more rapidly. 

Figure 3.33 shows the autocorrelation curve R fp( T) for the transverse fluid velocities sam­

pled by the different particles. The most interesting point is that the autocorrelation decays 

fastest for the the particles with highest inertia. This is the 'crossing trajectories' effect (Yu­

dine 1959, Csanady 1963) - particles with high inertia tend to cut through eddies, whilst 

particles with low inertia remain 'trapped', so R fp( T) decays more rapidly for particles with 

high inertia. It has been argued (Csanady 1963) that the auto correlation of the transverse 

particle velocity, Rpp( T) should also decay faster for particles with higher inertia. 
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The auto correlations for the copper and glass spheres are identical, showing that particle 

inertia is the dominant influence. Because these particles have high inertia and fall velocity, 

their autocorrelations will be similar to the Eulerian spatial auto correlation Rff( r), r = U r. 

It follows from continuity (Hinze 1975) that the curve Rff(r) must contain a region of negative 

correlation, and this can be seen for the copper and glass spheres for 0.02 < r < 0.06. This 

region vanishes for the lighter particles. 

Figure 3.34 shows the autocorrelation function Rpp( r) for the particle velocities, together 

with the experimental results. The most obvious feature of this comparison is that the exper­

iments suggest that Rpp(r) decreases with increasing inertia, whilst the computations suggest 

that it increases with increasing inertia. Although it might seem more likely that an increase 

in particle inertia should cause an increase in Rpp( r), because the particle does not respond 

to all the higher frequency oscillations of the fluid (Le. it acts like a "low pass" filter), so its 

correlation Rpp(r), drops off slower than that of the surrounding fluid, Rff(r), however, the 

'crossing trajectories' effect has been used to suggest that the opposite trend should occur. 

These experimental results support the existence of such an effect, although we have never 

observed it in our simulations. Pismen & Nir (1979) simulated the dispersion of copper spheres 

and also found that the computed Rpp( r) decayed more slowly than that measured by 8L. They 

argued that the correction for decaying turbulence, whilst being appropriate for fluid elements, 

could not be applied to particles with significant inertia. This cannot explain, however, why the 

experimental curve for the hollow glass spheres decays more slowly than the computed curve. 

In both the experiments and the computations Rpp(r) is almost identical for the copper 

and solid glass spheres, with the copper decaying slightly more slowly than solid glass; this is 

probably due to the slightly higher inertia of the copper spheres. 

8L found that all the auto correlation functions could be collapsed onto one curve by a 

suitable choice of timescale for each particle. However the curves in Figure 34 have different 

forms and cannot be condensed into one. 

Yudine (1959) and Csanady (1963) both predict that for heavy particles the particle auto­

correlation function Rpp( r) should have the same form as the Eulerian spatial autocorrelation 

Rff( r). 8L found that, within the limits of experimental accuracy, their results agreed with 

this. If we assume that Rfi r) is similar to R fp( r) for dense particles, then we can test this by 

comparing R fp( r) with Rpp( r) for the copper. The two computed curves do not appear to have 

the same form at all, and the general trend of the Rpp( r) curves suggests that the similarity will 

decrease further with increasing inertia. The point to be made is that there is no basic reason 

to expect the Lagrangian correlation in time to be directly related to the Eulerian correlation 

in space. By dimensional reasoning, 8L pointed out that the correlations cannot be similar in 
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shape. Kolmogorov's theory shows that <Pn(k) <X c2 /
3 k - 5

/
3 and that <Pn(w) <X cw- 2 , so that 

the spectra, and hence the correlations, cannot have the sameshape. However, Pasquill (1974 

pp. 131-132) has shown that, if the Lagrangian integral timescales are fixed, the dispersion is 

relatively insensitive to the shape of RL. 

Figure 3.35 shows the computed and measured mean square dispersion (x 2 ). In general 

the agreement is very good for all four particle types, especially when it is considered that there 

has been no empirical adjustment of the parameters. This agreement might seem a bit sur­

prising, given the apparent disagreement between the measured and calculated autocorrelation 

functions, because the dispersion can also be calculated (Taylor 1921) from the autocorrelation 

function: 

(3.6.5) 

For the copper, the computed Rpp( 'T) exceeds the experimental, but the computed dispersion 

is less than that measured in the experiments. We therefore conclude that the computed value 

for (v 2 ) must be less than that measured by S1. Conversely, the hollow glass experimental 

curve for Rpp( 'T) exceeds that for the simulation, but the measured dispersion is less than that 

predicted by the simulation. In this instance, therefore, the computed value for (v 2 ) must be 

greater than that measured by SL. 

There is a possible explanation for this. SL estimate that as much as 40% of the turbulent 

energy associated with the hollow glass spheres could have been lost, due to undersampling. 

They also suggest that noise due to measurement errors would be much more significant for the 

heavy particles, and this could have lead to an overestimate of their turbulent energy. 

It is possible that the disagreements between the simulations and the experiments may be 

due to the decaying turbulence in the experiments. To investigate this we hope in the near 

future to use Kinematic Simulations to model particle dispersion in decaying turbulence. 

3.7 Particles/bubbles gravitational settling/rising 

3.7.1 Intro d uction 

Suspended particles occur in many natural turbulent flows, in the atmosphere terminal velocity 

governs the residence times of various aerosols, such as soil duct from wind erosion, man-made 

pollutants, and the growth rate of water droplets falling under gravity. In civil engineering, 

particle settling is important to sediment fallout in estuaries, as well as in many other industrial 

process. While much is now known about the terminal fall or rise velocities in still fluid of various 

particles and bubbles (Clift et al. 1978), relatively little is known about the influence of fluid 

flows, especially turbulent flows, on the average terminal velocity of such particle. 
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In the absence of mean vertical mean flow, the random fluid motion produce fluctuating 

drag on a particle and tends to move it upwards and downwards with equal probability. On the 

other hand, gravity acts downwards constantly and hence the net effect ought to be a downwards 

motion of the particle at some fall velocity. It is not clear what the effect of these fluctuating 

forces will be on the average fall velocity and whether or not in homogeneous turbulence, the 

particles will settle asymptotically at the same rate as they would in still fluid. 

The numerical simulations of random Fourier modes was carried out by Riley (1971) in 

a homogeneous, isotropic and stationary flow. By solving the equation of motion with linear 

drag law to obtain particle trajectories, he found no difference between the average particle fall 

velocity in the random flow field and in still fluid. Reeks (1977) using an iterative solution to 

the equation of motion for the particle and has argued that in homogeneous turbulence, there 

would be no net effect on the average fall velocity. Also Nielsen (1984) showed that in a pure 

wave motion, such effects are all purely oscillatory and therefore does not cause a net reduction 

of fall velocity. However, Manton (1974), in a study of particles in various vortex flow fields, 

noted that a particle may follow an approximately closed trajectory in an axisymmetric flow 

about a horizontal axis. Thus it is argued that turbulence should cause particles to fall at a 

much slower rate than their terminal velocity, even in the absence of a mean updraft. On the 

other hand, recent studies, by Maxey and Corrsin (1986) of a two-dimensional, incompressible 

cellular flow field and Maxey (1987) of homogeneous turbulence generated by random Fourier 

modes, have shown that owing to the influence of particle inertia, and the bias this produces 

in the particle trajectories towards regions of high strain rate and/or low vorticity, the increase 

in fall velocity was most pronounced for VT/(1u ~ 1 but was negligible for VT/(1u > 2. At this 

stage, however, it is still not possible to draw any overall conclusions about average particle fall 

velocity from these investigations. 

In the next two sections, we investigate whether in general particle fall or bubble rise 

velocities in homogeneous, stationary turbulence differ from those in still fluid, in particular 

to investigate the role played by the structures of the flow field. In the following section, we 

study particle or bubble trajectories in a simple flow structures, then in §3.7.3 results are given 

from numerical simulations of particle and bubble motion in a homogeneous, stationary and 

isotropic, random velocity flow field. These results are then related in terms of the structure of 

the flow field. 

3.7.2 Motions of particles and bubbles in some simple vortex flows 

A turbulent flow is not completely incoherent, i.e., consisting only of white noise. Thus some­

what coherent motion, eddies or vortices exists in the turbulent flow. The most important 
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flow structure in connection with suspended particle is that of a vortex (Yule 1980, Chung & 

Troutt 1988) because such vortices are able to trap particles or bubbles temporarily and carry 

them along over considerable distances and eventually fling them out of the vortex as it starts 

to decay. 

In the following we shall see how by solving the equation of motion in approximate form 

can easily provide approximate particle or bubble trajectories in simple flow structures and how 

the structure of these trajectories can provided important information on the terminal velocity 

in turbulent flows. 

Consider a particle with density ratio, = pp/pin a forced vortex whose axis is horizontal 

where 

In this case 

and 

Du 
Dt 

w = (0, 0, n), g = (0, g, ,0). 

(u - v) 1\ w = ( -Vz + ~XI' VI + ~ Xz, 0) n. 

Substituting these into equation (3.2.14) and by assuming a linear drag law and neglecting the 

Basset history term, we have 

(3.7.1a) 

(3.7.1b) 

where 

CL 
Cl = , ,+CM 

1,-11 g 
C3 = , , + CM VT 

and 
,-1 

Cs = C g. ,+ M 

The equations have solution for xp which is proportional to exp( Ot) and the possible value of 0 

are the roots of the quartic polynomial 

(3.7.2) 

where 

and b 2 2 
3 = C2 + C4' 
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In general the roots of the polynomial (3.7.2) must be found numerically, but some special 

results may be deduced. 

(a) Drag can be neglected i.e. F A/FD ---* 00, FL/FD ---* 00 

In this case, we have C3 = C4 = 0, then (3.7.2) simplifies considerably and an explicit 

expression for () can be found, i.e. 

Then the particle displacement xp is given by (Hunt et al. 1988) 

xp = Aexp(i()lt) + Bexp(i()2t) - 2g/C2, (3 .7.3) 

where A = a(1, i), B = b(1, i) and the two frequencies of oscillation are the roots ()l, ()2 = 

CI(2c6 + 1)/.../2 ± V1 + 4C6 for a sphere, where C6 = c2/c~ - 1/4. 

Thus the bubbles er = 0.0) can move in circles around a point 8g /0,2 above the centerline 

(and for particles around a point below 8g/O,2 and above the centerline), with two possible 

frequencies. 

(b) Drag is very large i.e. F A/FD ---* 0, FL/FD ---* 0 

In this limiting case, inertia forces can be neglected, i.e., Cl = C2 = C3 = 0, then (3.7.2) 

reduces to 

The solution for xp of this is well known (e.g. Tooby et al. 1977) and leads to bubbles and 

particles moving in circular orbits: 

Xl = A cos(o't/2 + <1» - 2VT/o' and X2 = Asin(o't/2 + <1», (3.7.4) 

where the amplitude A and phase <I> of the orbits depend on the initial conditions. The orbits 

of bubbles are centred about a position 2VT/o' on the downflow side of the centre of the vortex 

(upflow side for particles). 

In general, the bubble or particle will circulate around a fixed point, which lies between 

Xl = 0, X2 ~ 8g/O,2 and Xl = ±2VT/o', X2 = o. 

(c) Very heavy particles i.e. I ---* 00 

In this case, we have Cl = C2 = 0 since I is large, so (3.7.2) reduces to 

()4 + 2C3()3 + c~()2 + d = 0, 

then the roots form two complex conjugate pairs 

() = r ± iq, 

where 
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_ 2 
TS - - q , (3.7.6) 

and q2 = (-c~ ± Jc~ + 16c~)/8. 

At least one or the other of l' and S must be posi ti ve in order to satisfy (3.7.6), and so 

this point is unstable. This is consistent with the finding by Manton (1974) and Nielsen (1984) 

that the equilibrium points become unstable as the density of the particle become greater than 

that of surrounding flow. Moreover, at small values of VT the growth rates of these instabilities 

are small. A particle passing close to such a point may appear to be temporarily suspended 

or trapped in the flow, and spiral slowly out of the vortex as found in the simulation result of 

Perkins and Hunt (1986). 

The next question to be asked is whether this trapping is a feature only of the rather 

unnatural, forced vortex. The answer is no, Nielsen (1984), Perkins and Hunt (1986) considered 

the more realistic model of a Rankine vortex in which the velocity field is given by 

n 
u(x,y) = 2 2(-y,X). 

1 + (~) + (~) 
(3.7.7) 

It is characteristic for this vortex model that the core rotates as a rigid body, with the velocity 

being proportional to the distance from the centre, which u becomes inversely proportional to 

this distance further away. 

By considering the simplified case in which inertia and lift forces are neglected, the only 

forces then acting are buoyancy and drag, i.e. 

(3.7.8) 

Perkins and Hunt (1986) was able to show that there are two stagnation points and their coor­

dinates are (Rn/2VT ± J(Rn/2VT)2 -1,0). Also, the particle trajectories through (xo ,Yo) 

are 

as shown in figure 3.36. Some of these are closed and could thus keep the particle trapped. 

Trapping is only possible if the settling velocity is less than the maximum upward velocity, that 

is, if VT < nR/2. 

Furthermore, by solving the full equation of motion (3.2.14) numerically (neglecting the 

Basset force) in an irrotational vortex (Auton 1983) and in an Rankine vortex (Perkins and 

Hunt 1986), they were able to show that bubbles released beneath an vortex could be trapped 
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within the vortex, eventually spiralling into the centre. The trajectory of the bubble was 

dependent on the circulation of the vortex and the initial position of bubble relative to the 

centre of the vortex. A convenient measure of the trapping power of a vortex is the width At, 

parallel to the horizontaly-direction of the initial position of trapping particles. Auton showed 

that the non-dimensional trapping width, may be expressed as a function, At', of the density 

ratio and the non-dimensional circulation C* = ng /Vj and At = Atg /V:; = At( 1', C*). And 

numerical prediction of At' is given by Auton (1983), essentially as VT increases, At decreases 

monotonically for bubbles, i.e., it is unlikely being trapped. 

(d) Particles and bubbles in convergence regions 

In the case of particles or bubbles in irrotational solenoidal flow near a stagnation point, 

the velocity field is given by 

u = (axI, -aX2, 0), 

hence 

g = (0, g, 0). 

Substituting these into equation (3.2.14), assuming a linear drag law and neglecting the Basset 

history term, we have 

where 

and 

If the initial conditions are X2 = 0 and dxddt = VT at t = 0, then the equation has solution of 

the form 

where lh, ()2 are equal to - Cl ± vi ci - 4( Cl + c3)/2, also Ao + Bo = -cd a( Cl + C2) and 

AO()1 + B o ()2 = VT . If the residence time of the particle or bubble in the convergence regions is 

small, then by series expansion of exp(()jt), we have 

Thus, the convergence region has no effect on the average settling velocity if the residence time 

in C-region is small. 
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3.7.3 Results of simulation 

For each realisation of the simulation, a random flow field is generated as described in chapter 2 

and 16 particles are released at random positions in the Eulerian field (at least three integral 

length scales apart) at tiine t = 0 with the initial conditions: 

Xp(t = 0) = Xo, vet = 0) = u(xo, t = 0) + VT. (3 .7.9) 

The motion of the particle is not sensitive to the choice of the initial velocity, especially if 

attention is found on the asymptotic states. 

The motion of a particle or a bubble is found by numerically solving the full equation of 

motion (3 .2.14), using the Predictor-Corrector method with a square drag law. By neglecting 

the Basset history force, the scaled form of (3 .7.9) can be rewritten as 

(3 .7.10) 

where we have introduced the non-dimensional variables as in equation (3.3.2), i.e., the non­

dimensionalised settling velocity VT (= VT / u'); the time t (= tu' / L) and the gravitational 

constant g (= gL/u,2). 

At each advancing time step, the fluid velocity u(xp , t) along the particle or bubble trajec­

tories are computed by (2.2.5). The procedure is repeated so that each run contains 100 reali­

sations. The ensemble approach is used to compute particle and fluid statistics. The simulation 

were carried on at least t = 13 TL and the asymptotic, steady-state statistics were estimated 

by further time-averaging the values between t = 7 TL and 13 TL. In all the simulations the 

still-fluid terminal fall or rise velocity VT was taken to be in the X3 direction. 

In order to cut down the computational cost, the flow field is static in time which implies 

an infinite Eulerian integral timescale TE . As we have shown in Chapter 2 that the Lagrangian 

integral time scale TL does not vary much as compared with the frozen Lagrangian case and 

the spatial structure of the flow is a dominant process for the particle dispersion . One might 

say that the time dependence only affects dispersion phenomena appreciably if it affects the 

spatial structure strongly and with some persistence. 

As long as the particle is moving, the time scale on which the flow field around the particle 

changes is too short for there to be much effect. Indeed, as indicated in the frozen Lagrangian 

time scale TL. In view of this, static simulation of KS has been adopted for the subsequence 

runs in this section. 
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I. Particles with no inertia 

In the complete absence of particle and fluid inertia, the fluid drag force on the particle balances 

the force due to gravity at every instant, i.e. the net force on the particle is zero. This allows 

one to defined a 'particle velocity field' v(x, t) as 

v(x, t) = u(x, t) + VT, (3.7.11a) 

so that for a given particle 

dx p Tt = v(t) = v(xp, t), (3.7.11b) 

i.e. particle velocity is equal to sum of the still-fluid terminal velocity and the instantaneous 

velocity of the surrounding fluid. 

In statistically homogeneous and stationary turbulence the ensemble average of (v(t)) will 

reach some asymptotic stationary value, long after the particle release. Taking ensemble average 

of (3.7.11a) as t ~ TL, we have 

(v(t)) = (u(xp, t)) + VT. (3.7.12) 

The ensemble average of the fluid velocity along the particle trajectories (u(xp, t)) differs 

from both a Eulerian, fixed-point average and a Lagrangian average following a fluid element. 

Whether or not the turbulence has any net effect on the terminal velocity depends on whether 

or not (u(xp, t)) = O. 

This no inertia limited case has been studies by Maxey & Corrsin (1986) and Maxey (1987). 

They have pointed out that since VT is a constant and the fluid flow field is incompressible it 

follows that v(x , t) is also incompressible, i.e. an initially uniform distribution of particles will 

remain statistically uniform with no tendency to accumulate. The average particle velocity then 

is the same as when the particles were released which is just VT , because the Eulerian (spatial) 

average (u(x, t)) is zero. This can also be seen by note that the equation of motion for particle 

(3.7.11a) has the same form as a Lagrangian material element moving in the 'particle velocity 

field', v(x, t). Lumley (1962) has shown that for homogeneous and stationary turbulence, in 

an incompressible flow, one point average statistics are equal in spatial (Eulerian) and material 

(Lagrangian) coordinates of the flow field. This lead to (v(t)) equal to the Eulerian mean value 

of v(x, t), i.e. 

(v(t)) = VT. (3.7.13) 

Therefore the turbulent has no net effect on the terminal velocity if there is no inertia, any 

effect necessarily requires the influence of particle inertia. 

- 102 -



3 

The average particle terminal velocity have been computed for particle with different VT 

in this no inertia limited case to obtain the asymptotic values, long after the particle release 

(Figure 3.37). As expected, the turbulent have no net effect on the terminal velocity of the 

particles and the average velocity of the particle (VI), (V2) were found to be zero and (V3) = VT 

to within statistical error limits. 

n. Particle with inertia 

When the inertia of the particle is finite, the motion of the particle is determined by the full 

equation (3.2.14) with the initial condition as in (3.7.9). In this section, we will consider the 

effect of (1) varying the terminal velocity (changing the drag) while keeping density ratio I, 9 

constant; (2) varying the gravity term 9 while keeping I and the drag force constant; (3) Also 

by varying the density ratio I, the effect of added mass and lift force can be investigated. 

The particles and bubbles terminal velocity (V3) has been computed for different value of 

VT to obtain the asymptotic values, long after the particle release (Fig 3.38a, b and c). The 

most obvious feature is that both for the bubbles and the particles, the average rise and fall 

terminal velocities are always less than that of still fluid. 

As shown in figure 3.38a, for the bubbles with VT .:s 1.5, the average rise velocity (V3) is 

about 60% less than that in still fluid. This is consistent with Thomas's description of bubble 

detrainment in the plunging jet flow use an effective rise speed which is only one quarter of the 

bubble rise speed in still water. The differences decrease as VT increasing from 1.5 and vanish 

eventually as VT tends to infinity. For a particle with the density ratio of I = 2.65, which 

corresponds to the sand particle in water, the influence of turbulence is less, from figure 3.38b, 

for the particles with terminal velocity VT .:s 4, the computed fall terminal velocity (V3) is about 

10% less than that of fluid and the differences disappear as VT ---+ 00. By increasing further 

of the density ratio, say, I = 833.0, which corresponds to coal particles in air, the influence of 

turbulence is even less as compared to the two previous cases (Fig. 3.38c), apart for VT .:s 1, 

the average terminal velocity (V3) is about 10% less than that of still fluid. For particle with 

larger fall velocity, there is only very slight reduction in the average terminal velocity, being 

negligible for VT'::: 5. 

Figures 3.39a, band c show that the influence of gravity 9 on the terminal velocity for a 

fixed value of drag force with 9 /Vi = 1.0 by varying VT • Yet again, the computed terminal 

velocity (V3) is less than VT is the obvious feature, and (V3) ---+ VT as VT ---+ 00. 

The reason of the differences of the average terminal velocity between the computed and 

the still fluid velocity can be provided by examining on the average velocity (u(xp , t)) and the 

average square velocity (u2(xp , t)) of the fluid along the particle trajectories. In the case of 
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bubbles, figure 3.40a shows that indeed (Ul (xp, t)) and (U2 (xp, t)) were found to be zero to within 

statistical error limits. However (U3(Xp, t)) is always negative. i.e. the bubble spends most of 

its time in the 'downward moving' region of the flow. Also (U3(X p, t)) decreases approximately 

linearly from 0.0 to -1.0 and reaches its minimum value of -1.0 at VT ~ 1.5, further increasing 

VT in results of increasing (U3(X p, t)), as VT tends to infinity, then the bubble average flow 

veloci ty (U3 (xp, t)) tends to the Eulerian average value of zero and this corresponds to the 

computed average rise velocity tends backs to the rise velocity in the still fluid. 

By coupling this with (u2 (xp, t)), we conclude that there are two possible mechanisms 

responsible for this effect of (V3) .:s VT. Let us concentrate on the bubble case for the moment, 

in this case when VT .:s 1.0, as mentioned previously, (V3) is about 60% less than that of VT. 

Also, in the figure 3.40a shows that the mean square velocity fluctuations (uHxp, t)) is always 

less than the turbulent intensity U,2 (= 1), From the simulation of Auton (1983) in a line 

vortex, bubbles within the trapped width are spiral in towards a stable point (the lift force on 

the bubble exactly balances the buoyancy force) which would lie on the negative x-axis if the 

centre of the vortex is at the origin and rotate anti-clockwise. And from chapter 2, we show 

that in the eddy regions of the flow, (u~) < U,2, therefore the bubbles must be trapped by 

eddies in the 'downward-moving' side of the eddies. 

Secondly, if VT .::: 1.0, the mean square velocity fluctuation (u5(xp, t)) is always greater 

than 1, reaches to its maximum value of 1.8 at VT ~ 2, and finally tending back to 1 as 

VT --t 00 for qualitative reasons mentioned in the last but one paragraph. This means that the 

bubbles cannot be trapped by eddies and they must tend to spend more time in the downward 

moving parts of the streaming since in the streaming regions (u~) .::: u,2. (note that even 

though (U3E(X p, t)) > (U3S(Xp, t)) because the velocity of the fluid sample by the particle are 

not vertically downward on average but inclined at some angle, () say, to the horizontal which 

is more than rr/4 since () = tan- l )(u5s) / (uis) ~ )1.6/1.2'::: rr/4 .) 

The above argument can be further supported by plotting the total amount of time when 

bubbles spend in different regions of the flows against VT (Following Hunt et al. 1988b, only 

dividing the flow into four zones). Note that as VT --t 00, the total time for bubbles or particles 

spending in different regions of the flow is equal to the total volume occupied by different 

regions of the flow (Eulerian sampling) or this is equivalent (Lumley 1962) to that of a fluid 

element spending different time in different regions of the flow (Lagrangian sampling). In our 

simulation with the von Karman energy spectrum, the flow consists of 7%, 32%, 5% and 56% 

of eddy, streaming, convergence and undefined regions respectively. Figure 3.41 shows that 

the time spent by the bubbles in eddy, streaming and convergence regions are 15%, 29% and 

3% of its total time at VT ~ 1 respectively, which corresponds to spending more time in eddy 
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regions and less time in streaming and convergence regions as compared to that of a fluid 

element. However, by further increasing VT, the bubble tends to spend more time (36%) in 

the streaming regions as suggested above and further increasing VT still, the time spent for 

bubbles in the eddy, streaming and convergence regions tend back to that of a fluid element. 

Furthermore by looking at the resident time of the bubbles at different regions of the flow 

(Fig. 3.42), at VT ~ 1, the resident time normalised by TL of eddy, TE, is greater than that of 

streaming TS, and as VT -- 00, TS > TE since the typical diameter of these zones is about L/4 

in the eddy regions and L in length and L/2 in width in streaming regions. 

The reason for the bubble spending more time in the downwards moving part of the 

streaming regions in the case of VT .2: 1 is due to the lift force FL. When the bubble is moving 

against and at the edges the streaming as show in figure 3.43a, the lift force tends to draw the 

bubble into the centre of the streaming regions where the speed of the flow is fastest. However, 

if the bubble is moving with and at the edges the streaming (figure 3.43b), the lift force tends to 

push the bubble away from the centre of streaming where the flow is slower or entering different 

regions of the flow. By neglecting the lift force in the full equation, VT is only slightly reduced 

as compared to VT, and being negligible as VT .2: 20, also the bubbles do not tend to spend 

more time in streaming regions. 

In the case of a particle with l' = 2.65 and 833.0, (Ul (xp, t)) = (U2(X p, t)) = 0 (Fig. 3.40b, c) 

as in the bubble case. However, the mean fluctuating value of (U3(Xp, t)) .2: 0 and reaches its 

maximum value at VT ~ 3, also (ui(xp,t)) = (u~(xp,t)) ~ 1 and (uHxp,t)).2: 1 and has a 

maximum value of around VT ~ 3. This means that the particles tend to spend more of its 

time in the upward-moving part of the flow and hence (VT) .:s VT. However, (u5(x p,t)) is 

only sightly greater than u/
2

, this implies that the particle must spend either more of its time 

in the upward-moving part of the streaming or at the very edges of upward-moving part of 

eddy regions in which (u~) ~ u/2
• In order to distinguish the two, we can examine the graphs 

of where is the particle spending its time in different regions of the flow. As can be seen in 

figure 3.44, the particles with l' = 2.65 spend 9% and 35% (with l' = 833. spend 8% and 34% in 

figure 3.45) of its time in eddy and streaming regions, this corresponds to spend more time both 

in eddy and streaming regions than of a fluid element at VT ~ 2 respectively. This means that 

the particle are still being trapped by eddies. However, the residence time TE < TS. And by 

increasing VT still, the time spent for particles in the eddy, streaming and convergence regions 

tend back to that of a fluid element (Figs. 3.46 and 3.47). 
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3 .8 Summary and some conclusions 

The present study was undertaken to investigate the feasibility and the results of numeri­

cally simulating turbulent dispersion without prohabitive cost in computer time. 

The accurate measurement of the particle motion and velocity is especially difficult, even 

in more or less homogeneous flows . Experiments such as those of Snyder and Lumley (1971) 

or Wells and Stock (1983) have been directed towards measurements of the particle dispersion 

rather than individual trajectories. By contrast, in our numerical simulation of the particle 

motion in a flow field it is relatively easy to trace the motion of the individual particles - the 

particle position x P' velocity v, acceleration dv / dt, the velocity of the fluid in the vicinity of 

the particles u(xp, t), the relative velocity VR of the fluid and particle - can be easily computed, 

and their statistical properties can then be found. Thus in-depth study of an individual process 

can be made. Furthermore, the various parameters involved in the full equation of motion of 

the particle can be investigated in great detail. 

This method of investigation appears to be useful when qualitative kinematic effect are 

sought. The method of solutions was to first set up a mathematical model of the random 

velocity field. Then an "ensemble" of realisations of this field was generated digitally. In each 

realisation, the governing equations were integrated numerically for various values of the particle 

time constant Tp and its fall velocity Wg , the output was stored. After a large enough number 

of realisations had been completed that meaningful statistical results could be obtained, various 

statistical quantities of interest were computed. In this manner a solution to the problem was 

obtained. 

The results are 

(i) The long time particle and fluid element coefficients is not equal because the effect of 

small scale leads to large scales changes in the mean square displacement and hence the 

diffusivity of the particle. 

(ii) Setting the fall velocity of the particle Wg = 0 and increasing the particle time constant 

Tp tended to increase the solid particle velocity time correlation. 

(iii) The extent of particle dispersion in the absence of gravity depends strongly on the particle 

time constant Tp (= Tpo U' / L), the ratio of particle response time to the characteristic time 

of the flow. Particle with relatively small Tp values ('" 0.5) are dispersed less than the fluid. 

Particles at intermediate values of Tp ('" 0(1)) are dispersed faster than the fluid. And as 

Tp ---t 00, the dispersion tends to zero. 

(iv) With Tp constant, increasing Wg tended to decrease the solid particle dispersion. 

(v) The method of investigation appears reliable when the Eulerian spatial field is the de-
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termining factor in the process (e.g., in "rapid" fallout problem), since the Eulerian spa­

tial statistics can be modelled very precisely, hence the hypothesis of frozen turbulence 

(Csanady 1963) gave accurate estimates of the autocorrelation of the velocity of the fluid 

along the particle tr;;tjectories and hence give a good estimate of particle dispersion. 

(vi) The terminal velocity VT of the particles (or bubbles) in a turbulent flow is less than that 

of still fluid, when the terminal velocity of the particle is less than that of the turbulent 

intensity u'. The decrease in fall velocity is most pronounced for VT .:s 1 but was negligible 

for VT/U' > 2. 

We have shown that the necessity for understanding the structures of the flow if satisfactory 

models are to be developed for turbulent dispersion. Small particles closely follow the fluid 

particle trajectories . However, larger particle with significant inertia or fall velocity, are shown 

to cut through eddies. Realistic modelling of particle dispersion requires modelling of the eddies 

and their interactions with the particles. One can envisage flows in which individual eddies may 

be considered as 'reactors' which are continually entraining and interacting with the particles 

(Brown and Hutchinson 1979). Current modelling approaches, based on time average flux 

equations, should preferably be adapted to include information of the spatial structure of the 

velocity fields with these eddies and their interaction with the particles. 
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Particle Fluid Ratio of Kinematic Particle Terminal Drag Particle Particle time 
density density densities viscosity diameter velocity coefficient Reynolds no. constant Situation 

Pp Pi I v dp VT CD Rep Tp 

kg/m3 kg/m3 m2/sec p. m/sec msec 

2.65 x 103 1.0 X 103 2.65 x 10° 1.0 X 10-6 50 - 2.9 X 10-3 - 1.3 X 102 
- 1.9 X 10-1 - 2.9 X 10-1 -

500 7.9 X 10-2 1.7 x 10° 3.9 X 101 8.1 x 10° 
sand in water 

2.65 x 103 1.2 x 10° 2.21 X 103 1.5 X 10-5 50 - 1.9 X 10-1 - 3.9 X 101 - 6.4 X 10-1 - 1.9 X 101 -
500 3.9 x 10° 9.6 X 10-1 1.3 X 102 4.0 X 102 sand in air 

1.20 x 10° 1.0 X 103 1.20 X 10-3 1.0 X 10-6 500 - 5.0 X 10-2 - 3.2 X 102 
- 7.3 X 10-2 - 5.1 x 10° -

5000 2.7 X 10-1 3.0 x 10° 1.9 X 103 2.8 X 101 
bubbles in water 

1.00 x 103 1.2 x 10° 8.33 X 102 1.5 X 10-5 10 - 3.7 X 10-3 - 8.1 X 103 
- 3.0 X 10-3 - 3.7 X 10-1 -

droplet in air 
500 2.1 x 10° 1.3 x 10° 7.0 X 101 2.1 X 102 

7.00 X 103 1.2 x 10° 5.83 X 103 1.5 X 10-5 10 - 2.2 X 10-2 - 1.6 X 103 
- 1.5 X 10-2 - 2.3 x 10° -

10000 4.1 X 101 4.7 X 10-1 2.7 X 104 4.2 X 103 Iron Ore in air 

Table 3.1 

The definition of the particle time constant is not identical to Tp = d~[1 + (2pp/ Pi )]/36v, which conforms to the definition Tp = VT / 9 if the particle obeys Stokes 
flow. As can be seen from table 3.1, only a few particles had a Reynolds number less than one and hence obeyed Stokes flow. The definition used here is a better 
physical measure of the particle time constant, i.e. the time required for a particle subjected to a step change in velocity to reach 64% of its final velocity. The 
terminal velocities, drag coefficients and the particle Reynolds numbers were estimated by the drag coefficient equations by Morsi and Alexander (1972). 
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Table 3_2 shows a comparison of the different numerical schemes between Predictor-Corrector 

method and Gear's metllOd (DC03AD). 
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Fig. 3.8 Average Lagrangian velocity spectra of the fluid velocity at the location of a particle 

with relaxation time T p, <p fp(w) with -2-slope if W < T;;l, and -5/3-slope if W > T;;l. 

For W ~ T;;l this is the same as the Lagrangian spectrum. 
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Fig. 3.9 Test the validity of the formula (3.3.23) . -- is computed spectrum <ppp(w) 

from the simulation of KS; - - - spectrum of <ppp obtained from the (3.3.23). (a) 

Wg = 0.0 and Tp = 0.2; (b) Wg = 0.0 and Tp = 3.0. 
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Fig.3.10 Graphs show the spectra of <ppp(w) with different particle time constants Tp. 
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Fig. 3.11 The mean-square relative velocity (.0.U~el) are plotted against time t. (a) The 

settling time increases with increasing inertia parameter. Numbers indicate values 

of Tp, Wg = O.(b) The settling time does not depend on Wg. Numbers indicate 

values of W g, Tp = 0.2. 
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Graphs show a typical plot of the velocity cross-correlation function R~v(t) between 

the particle and fluid element with Tp = 0.4 and Wg = 0.0. 
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Fig. 3.13 Graphs show a comparison of the auto-correlation functions of the fluid velocity 

along the particle trajectories R~f(t). Numbers indicate values of Tp with Wg = 0.0. 
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Fig. 3.14 (a) Graphs show the Lagrangian auto-correlation functions of the particle R~p(t). (b) 

The Lagrangian auto-correlation functions of the particle R~p( t) normalised by their 

integral time scales of the particle. Numbers indicate values of Tp with Wg = 0.0. 
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Fig. 3,15 Graphs show the mean-square fluctuating velocities of the particle. Numbers indicate 

values of Tp with vVg = 0.0. 
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Fig. 3.16 Particle diffusivities x fj are plotted against time t. All curves rise from zero and 

eventually settle down to a fixed values. 
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Fig. 3.18 Graphs show the pdf's of the curvature of the particle trajectories. Numbers indicate 

values of Tp with Wg = 0.0. 
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Fig. 3.19 Graphs show the auto-correlation functions of fluid-particle relative velocity. Num­

bers indicate values of Tp with Wg = 0.0. 

0.4 

0.3 

0.1 

0.0 +-------

-10 -6 o 10 

Fig. 3.20 Graphs show the pdf's of the velocity of the fluid as seen by the particle. 
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Fig. 3.21 Graphs show the pdf's of the velocity of the particle. Numbers indicate values of Tp 

with Wg = 0.0. 
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Fig. 3.22 Graphs show the pdf's of the angles between the velocity of the particle and that of 

fluid. Numbers indicate values of Tp with Wg = 0.0. 
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Fig. 3.23 Graphs show the auto-correlation functions of fluid velocity as seen by the particle. 

Numbers indicate different values of Wg with fixed value of Tp = 0.2. Lines with­

out and with symbols correspond to parallel and perpendicular correlations to the 

direction of Wg respectively. 
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Fig. 3.24 The velocity auto-correlation functions of the particle are plotted with fixed value 

of Tp = 0.2. R~p decreases as Wg increases and numbers indicate different values of 

W g • 
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Fig. 3.26 Graphs show the mean square displacements of the particle with fixed value of 

Tp = 0.2. (x~) decreases as Wg increases and numbers indicate different values of 

W g • 



0.8 

1':\ 0.0 

o.a 

----~ ..... 
'--" 
N · " ;:. 
..........-

0.' 

\1' \ , _~ ...... --_~, 
~\ • " ........ ....-- ..... _ _ _ ,/'11' __ _ 

!i' \ '--_ _ ___ .... ' ........ ~-....---
\. I' -------- --, -- --:;:.. - 2 0 
,I " .... , .... ~ • !i \ ... ". - -.. _ ._ .... _..... '----___ - _____ --
\\, - - ' ..... ~ -- ... ..... -_.-. !\ \ ~ - - .... ~ , 
\\ \ 50~ 
\\ '---- - . " 
~\ ---'--- ........ , ..... .,I--:-:~-
\ " I ' 

\ \'''--- --
\ ...... . ... -_."- ... ..i '1:1.", ... ... --.--... -1"'-_-.. ,.._ .... ~ __ ..... 
. ---- .--\ _____ - 20.0 

'-~ ----------------------------------_.------

0.2 

t 

Fig. 3.27 Graphs show the mean-square fluctuating velocities of the particle with fixed value 

of r p = 0.2, lines without symbols parallel and lines wi th symbols perpendicular to 

the direction of Wg and numbers indicate different values of W g. 
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Fig. 3.28 Graphs show the correlation functions of relative fluid-particle fluctuating velocity 

with fL'Ced value of rp, lines without symbols parallel and lines with symbols perpen­

dicular to the direction of Wg and numbers indicate different values of W g. 
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Fig. 3.30 Graphs shows the particle trajectories with the fixed value of T = 0.01 and different 

value of TVg • 
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Fig. 3.31 Three-dimensional normalised turbulence energy spectrum for Snyder and Lumley 's 

experiment. 
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Fig. 3.32 Typical particle trajectories of Snyder and Lumley's experiment simulated by Kine­

matics simulation. (a) Hollow glass spheres; (b) Copper spheres. 
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Fig. 3.33 Graphs shows the auto correlation functions of the fluid velocties sampled by differ· 

ent type of particles of Snyder and Lumley's experiment simulated by Kinematics 

simulation. 
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Fig. 3.34 Graphs shows the auto· correlation functions of the particle velocties of Snyder and 

Lumley's experiment (Symbols for experments and lines for simulations). 
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Hunt (1986). 
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Fig. 3.38 Simulation results for asymptotic average settling velocity (V3) against still-fluid 
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of the flows plotted against settling velocity VT with g = 10.0. 
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CHAPTER FOUR 

Shear Flow Turbulence Structure 
by Rapid Distortion Theory 

The aim of this chapter is to produce an simulation and a conceptional picture of shear 

flow in order to predict and explain how fluid and (eventually) solid particles move. 

4.1 Introduction 

The structure of shear flow turbulence has been the subject of intense, mostly experimental, 

studies over many years. The major experimental tools have been the hot-wire anemometer and 

flow visualization techniques, but even with statistical sampling methods; experimentally these 

techniques cannot give detailed enough information to describe the wide range of temporal 

and spatial scales of the three-dimensional turbulent eddies present in the flow . Inevitably, 

interpretation of the limited data is uncertain, and there are substantial differences of opinion 

as to what are the essential features. 

The problem of homogeneous turbulent shear flow has been examined analytically by sev­

eral investigators. Several of these (e .g . Pearson 1959, Townsend 1956) have explained the 

generation of Reynolds stress in turbulence in terms of a theory based largely on the idea that 

a parcel of turbulent fluid whose scale is small compared with the shear zone width is subjected 

to a local uniform mean strain rate. Townsend (1956) conjectured that (a) a state of structural 

equilibrium of the turbulence would be attained under the action of an irrotational, constant 

mean strain rate, and that (b) this state is approximately the same as that produced by a uni­

form plane (rotational) shearing motion with equal strain rate. Moffatt (1967) suggested that 

this neglect of the rigid body rotation may be unjustifiable if the process of vortex line stretch­

ing is less efficient when the rigid body rotation is present. Several authors developed a 'weak 

turbulence' analysis (Rapid Distortion Theory) for shear flow in which the self-interaction of 

the turbulent field was neglected, and computed the linearized response of an initially isotropic 

turbulence subjected to a sudden uniform gross shear. The results show qualitative features of 

turbulence strikingly like those observed in real shear flow (as shown later). 

Beginning with Theodorsen (1952), a number of investigators, have proposed that turbulent 
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boundary layers are largely composed of horseshoe vortices (hairpins). These structure are 

thought to originate at the wall and to extend to the outer layers with the inclination angle 

of about 45° to the flow direction. But the crucial role in the near-wall region plays in the 

turbulence dynamics was first conclusively demonstrated by Kline et al. (1967). They used 

hydrogen bubbles generated by an electric wire to visualize the flow in a low-speed water 

channel. The technique revealed the presence oflow-speed streaks (Figure 4.1) of fairly regular 

spanwise spacing. Intermittently, the streaks begin to oscillate and then break up in a fairly 

violent motion, a "burst" (Figure 4.2). Kline et al. (1967) proposed a conceptual model for 

bursting. In this model the fundamental dynamical mechanisms sorted out are the life-up 

of low-speed streak and stretching of spanwise vorticity producing a thin shear layer that is 

inflectionally unstable. 

Townsend (1970) shows that an eddy model consisting of a pair of roller eddies inclined at 

about 30° to the flow direction is generally consistent with two-point correlation functions cal­

culated from the rapid-distortion theory. He suggests the double-roller eddies as the dominant 

structures in turbulent shear flows. In the recent study of a fully developed turbulent channel 

flow which is conducted using a database generated by the Large-Eddy simulation by Moin 

and Kim (1985). It is shown that away from the wall the distortion of the inclination angle 

of vortical structures inclined at 45° to the wall. Similar hairpins have been found in homoge­

neous turbulent shear using Direct Numerical simulation flow by Rogers and Moin (1987), and 

from the observations of hairpin eddies with and without the wall, they concluded that hairpin 

structure are a prevalent, if not universal aspect of an turbulent shear flow. Hence, these study 

indicate that deformation of sheets of spanwise vorticity by random velocity fluctuations and 

stretching by the mean rate of strain are sufficient ingredients for the generation of the hair­

pins. Also the study of homogeneous shear flow by Lee et al. (1987) showed that high shear 

rate alone is sufficient for generation of the streaky structures similar to those in the wall region 

of turbulent channel flow and presence of a solid boundary is not necessary. 

The shear flow chosen to be modelled is the homogeneous, turbulent shear flow. This flow 

contains the complicated coupling of turbulent and mean velocity fields which is characteristics 

of most natural and engineering turbulent flows, but it has a simplicity of statistical homogene­

ity. Furthermore, a considerable amount of experimental data describing the field was avajlable 

(Champagne et al. 1970, Harris et al. 1977), which can be used for comparison. 

The objective of this study is to use rapid distortion theory together with Kinematic 

Simulation to examine the response of homogeneous turbulence to suddenly imposed mean shear 

and to determine if their organized structure, is similar to those found in turbulent boundary 

layers (Moin and Kim 1985, Lee et al. 1987). These findings should reaffirm the relevance of 
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homogeneous "building-block flows" and of their detailed study en route to understand more 

complex flows. In §4.2, the mathematical development of RDT is briefly summarised. In §4.3 a 

brief description of the method of simulation for KS in shear flow is presented; the results of the 

simulation (spectra, turbulent intensities, length scales ... etc.) have been compared to that of 

RDT. In §4.4, we computed instantaneous turbulence fields based on the result of Linear Rapid 

Distortion theory has shown how a velocity field of random Fourier components undergoing 

mean shear produce many of the characteristics structure in the flow that are observed in 

experiments and direct numerical simulation at moderate Reynolds number. A summary is 

provided in §4.5. 

4.2 Analysis 

4.2.1 General 

Rapid Distortion Theory (RDT hereafter) is useful for understanding the structure ofturbulence 

subjected to a suddenly imposed mean deformation. When the mean deformation is very 

rapid compared to the turbulent time scale (for a limited time TD (or time of travel TD '" 

L/Uo) distortion by mean flow gradient 8Ui/8xj, or other disturbance much larger than the 

distortion by turbulence acting on itself), the governing equation can be linearized by neglecting 

the nonlinear (turbulent inertial) terms. In homogeneous turbulence, analytic solutions for 

the Fourier components of the turbulent velocity can be obtained as functions of total strain 

(Moffatt 1965, Townsend 1970), and hence statistical quantities may be obtained directly. 

We consider the uniform strain to be caused by a mean motion 

( 4.2.1) 

where Cij are constants independent of position (It can be a function of the gradient-direction 

distance in inhomogeneous flow, e.g. turbulent channel flow.). For simplicity we shall take 

them to be independent of time also, though this is not essential; the analysis can be carried 

out equally well for the case Cij = Cij(t). 

We consider a weak homogeneous turbulent velocity Ui to be superposed on the mean strain 

Ui such that the veloci ty becomes the sum 

( 4.2.2) 

and its corresponding vorticity and pressure are given by 

( 4.2.3) 

where p being the uniform density, nand P are the mean component and wand p are the fluc­

tuating component of the vorticity and reduced pressure. The N avier-Stokes and the vorticity 
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equations are: 

( 4.2.4) 

and 

(4.2.5) 

{)Ui {)Uk h {)Wk d· h k· ... Th where -{) = 0, Wi = tijk -{) so t at -{) = 0 an v IS t e mematIcs VISCOSIty. e pressure 
Xi Xj Xk 

term may be eliminated by the standard procedure of taking the divergence of (4.2.4) using the 

continuity condition, which gives 

( 4.2.6) 

so that the pressure field may be regarded as consisting of a nonlinear component and a linear 

component with respect to the velocity fluctuations. 

In homogeneous turbulence, the equations for the turbulent components, Ui , become 

(4.2.7) 

For a mean flow of magnitude Uo , varying on a length scale D, and for turbulent velocity 

fluctuations of order u', with an associated integral length scale L, the relative magnitude of 

the terms in equation (4.2 .7) may be estimated. 

{)Ui u'Uo u·_,.....,--
J {)x . D' 

J 

( 4.2 .8) 

So if Uo / D ~ u' / L and the Reynolds number u' L/v ~ 1, (4.2.7) may be approximated by, 

( 4.2 .9) 

Since the turbulence is assumed to be weak, Le. u' /Uo ~ 1, we are justified in neglecting the 

term Uj({)ui!{)Xj) and hence (4.2.7) can be linearized to give (4.2.9). In a similar fashion, its 

corresponding linear vortici ty equation is 

-+U·-+u·--w·--n·-=o+o -
{)Wi {)Wi {)ni {)Ui {)Ui (U,2 ) 

{)t J {)x j J {)x j J {)x j J {)x j L2 ' ( 4.2.10) 

where the neglected nonlinear terms of (4.2.9) and (4.2.10) are 
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and 

The condition that Uo / D ~ u' / L implies that the mean shear is strong and that during the 

life-time of an eddy the dynamics are controlled by mean shear rather than 'self-modulation' 

and inertial decay to smaller scales. This is the essential condition of Rapid Distortion theory, 

and ensures a substantial distortion of the large scale turbulence may be imposed before an 

eddy decays . In terms of Fourier components, it means that interactions between pair of Fourier 

components are negligible. The condition that u' L / /I ~ 1, ensure that the turbulence is of high 

Reynolds number and that the direct viscous decay of the large eddy scales or wavelength of 

Fourier components) of the order of Lo is not significant. The general condition of RDT have 

been reviewed by Hunt (1978) and Carruthers and Hunt (1990). 

4.2.2 The structure of shear flows from RDT 

If the flow undergoes plane shear by the mean flow, this case can be represented by C13 = a 

(constant), all other Cij = 0, namely, 

U2 = 0 and ( 4.2.11) 

Consideration of the equation for turbulent vorticity in presence of uniform mean shear 

indicates that this has two effects on a vortex element: since the mean velocity profile is 

(ax3, 0, 0), therefore the mean vorticity is (n) = (0, a, 0). The vorticity equation from (4.2.5) 

is 

( 4.2.12) 

By looking at each individual component, we have 

( 4.2.13a) 

( 4.2.13b) 

( 4.2.13c) 

(4.2.13b) shows that a mean vortex line can be stretched along its length, generating vorticity 

fluctuations (lifting the vortex line of mean). Looking at the streamwise component, Wl, the 

first term on the right of (4.2.13a) represents the rotation of a fluctuating vorticity line element 

W3 in the direction of shear. Since the principal axes of the mean-strain rate tensor are inclined 
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at 45° to Xl' Therefore, the stretching of vorticity by the mean differential motion is highest 

along the lines inclined at 45° to X, and the second term is the rotation of n2 by Ul. (4.2.13c) 

shows that the generation of spanwise component, W3 is stretching n3 by U3. 

Note also that the dominant fluctuating velocity is streamwise, Ul rv - oU U3t and fluctu-oz 
ating vorticity is spanwise W3 rv 00:1 • A combination of lifting, shearing, and stretching thus 

produces a horseshoe vortex loop (Figure 4.3), exactly the type of structure observed in the 

boundary layer. If the double-roller eddies are regarded as just one part of these structures (the 

'legs'), then it would appear RDT can indeed describe the formation of such structures. 

4.2.3 Evolution of the Fourier coefficients 

The equation (4.2.9) is now linear and may be analysed in terms of Fourier components, for a 

given initial disturbance. Following Townsend (1976), the standard resolution of the turbulent 

velocity distribution into its Fourier wavenumber components were employed, assuming local 

homogeneity. We write the turbulent velocity distribution at time t as 

(4.2.14) 

The simplified equations for the amplitude of one Fourier component of the velocity fluctuation, 

which shall be referred to as the 'rapid-strain' equations (Townsend 1976) follows as 

with 

dk l dk2 
-=-=0 
dt dt ' 

dk3 
- = -akl . 
dt 

( 4.2.15a) 

( 4.2.15b) 

( 4.2.15c) 

( 4.2.16) 

To summarize, the 'rapid strain' equations are expected to be valid description of distortion 

of the larger scales of high Reynolds number, low intensity turbulence, and for distortion time 

small in comparison with a typical decay time for the energetic eddies (the distortion time is 

far less than the Lagrangian scale of the turbulence, td ~ TL rv L/u'). 

The solutions (Townsend 1976) to the rapid strain equations may be expressed in terms of 

initial conditions as (in vector form): 

(4.2.17) 
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i.e. the changes are linear in the amplitudes and 

[

1 0 
[Aij] = 0 1 

o 0 

where 

and 

k~ [(3k1(kr + k~)1/2] (3kr(k5 - 2k5o + (3k1k30) 
Q1 = - k1(kr + k~)l/2 arctan k5 - (3k1k3o + k5(k5 - 2(3k1k30 + (32ki) , 

k5 [(3k1(k i + k~)1/2] (3(k5 - 2k50 + (3k1k30) 
Q2 = k1(ki + kn1/2 arctan k5 - (3klk30 + (k5 - 2(3k1 k30 + (32ki)' 

( 4.2.18) 

( 4.2.19a) 

( 4.2.19b) 

( 4.2.19c) 

( 4.2.20a) 

. (4.2.20b) 

The wavenumber vector K. is the vector in a frame moving with the local mean flow, and coinci­

dent with the fixed frame initially; being related to K.o = (klO' k20 , k30 ), the initial wavenumber 

by 

( 4.2.21) 

In these equations, and in what follows, the suffix 0 refers to conditions at t = 0, and the suffices 

1, 2 and 3 refer to components in the x, y and z directions. 

As pointed out by Moffatt (1965), (4.2.21) shows that wavenumber components are rotated 

and stretched by the mean shear, and that for large strains most of the energy comes from 

components with lower k, corresponding to eddies elongated in the direction of the mean flow. 

An example of the straining of two modes in this manner in physical space is shown in figure 4.4a 

and in wavenumber space in figure 4.4b. 

Turbulence statistics in homogeneous turbulent flow evolve in time and the total shear 

(3 = at ( 4.2.22) 

is chosen as the dimensionless time parameter. 

As in most computations of rapid distortion theory, it has been assumed that the initial 

turbulence was isotropic (and incompressible), so that <I>ij(K., O) could be expressed simply and 

uniquely as 

E(k) 2 
<I>. -(K.o 0) = -(k 6- - - k·k·) IJ' 4rr k4 IJ 1 J , ( 4.2.23) 
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where k2 = kik i and E( k) is the energy spectrum. 

The solutions for the Fourier components of the velocity may be used to obtain spectra. 

The solution for the form of velocity spectra at times t > 0 may be expressed in terms of the 

initial conditions as 

( 4.2.24) 

from which relevant statistics may be obtained by integration over all wave-numbers. For 

example 

(4.2.25) 

The behaviour of the turbulence and its development are determined by the strain parameter, 

a, which is the time integral of the mean shear. Notice that the quantity inside the square 

brackets of (4.2.24) depends only on the direction of the wavenumber vector and on a, not their 

magnitude, so that the shear distortion does not discriminate between high and low wavenum­

bers. 

An important controlling parameter in the study of turbulence structure is the shear-rate 

parameter 

a* = aL/u', ( 4.2.26) 

which represents the ratio of the turbulence and mean field time-scales. 

If a* ~ 1, this means that the mean deformation is very rapid compared to the turbulence 

time scale. If a * rv 1, this relaxation time tr is of order L/u', so the criterion for the importance 

of nonlinear terms is that t > tr rv L/u' ('turnover time' or the Lagrangian time scale). But if 

a * is large, the rate at which the anisotropy is growing by linear processes is so much greater 

than by nonlinear processes that, as Lee et al. (1987) have shown, the nonlinear redistributive 

processes are negligible even when t > tr (For spectra with a rapid cut-off at large wavenumbers 

k, e.g. the exponential decay). 

It is worth pointing out here that as shown in chapter 2, the on.e-dimensional functions are 

related to E( k) by 

( 4.2.27a) 

and 

( 4.2.27b) 
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Substituting E(k) into (4.2.27a), we obtain 

<Pll(k1) = (gl +g~i)5/6' 

which of course show that 

and 

4.3 Results of Simulation 

4.3.1 Method of simulation 

when 

when 

( 4.2.28a) 

( 4.2.28b) 

k=O ( 4.2.29a) 

k ~ 00. ( 4.2.29b) 

The numerical method of the Kinematic simulation of turbulence with mean shear distortion is 

essentially the same as in the case of homogeneous, isotropic turbulence simulation as described 

in chapter 2, i.e. the technique of KS is to superpose linearly space-time Fourier modes with 

random coefficients and so the simulation was started from an initially-random velocity field 

with a prescribed Eulerian energy spectrum. However, because of distortion ofthe velocity field 

by the mean shear, the wave-vectors le and the Fourier coefficients an(le) and bn(le) are varied 

with time as given by (4.2.17- 4.2.21). Therefore, during the unsteady simulation of turbulent 

shear flow, at each advancing time step ~t, the wave-vectors and the Fourier coefficients are 

updated and hence, the required computing time is about three to four times more expensive 

than the equivalent homogeneous case. Typically the CPU time required in the University main 

frame (IBM 3080) for the computations with grid points 7200 (120 X 60, in x, y) for a range 

o < k ::; 50 is about 60s per time step. The computations was carried out for about one integral 

time scale of the turbulence using approximately 5 CPU hours. 

4.3.2 Evolution of turbulence statistics 

(i) Intensity of turbulence 

To calculate the changes of intensities the appropriate spectrum function must be integrated 

over all wavenumbers , because the form of Ai (i = 1, 2, 3) turn out to be independent of the 

choice of E(k) and may be evaluated from the surface integral 

( 4.3 .1) 
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where kl = k sin f) cos <p, k2 = k sin f) sin <P and k3 = k cos f). 

The intensity has been computed and are shown in figure 4.5 , scaled by the initial turbulent 

intensity (ura). As can be seen on the graphs, (un and (u~) increase progressively by the 

mean shear, and indeed the production of turbulent energy is supply directly to (un, and 

other components receive energy through the effects of pressure and the pressure-strain rate 

correlation. The correlation (u5) decreases, with increasing shear f3. By comparing these 

profiles, we note that the turbulent r.m.s. velocity ((un, (u~)) is larger at the larger strain 

rate; also (un> (u~) > (u5), but the latter inequality is stronger at the larger strain rate. 

When f3 ~ 1, (un ex: f3 and (U5) ex: f3- l . The computation of (un from KS compared well 

with RDT as shown on figure 4.5. 

Cii) One-dimensional spectra of the turbulence 

To investigate how the spatial structure of the turbulence changes with shear, 'two-point' 

spectra <Pij(K.) can be calculated using (4.2.19) and (4.2.24), and the solution is given by 

Townsend (1976). One-dimensional spectrum function is obtained by integrating 

<Pij(kl ) = 1: 1: <I>ij(k1 , k2' k3) dk2dk3 

3 tOO {21r ( k k ) 
= 811" (uia) la la Aip(r, f),a)Ajq(r, f),a) 6pq - ~2 q r df)dr, ( 4.3.2) 

where kl = k, k2 = rk cos f) and k3 = rk sin f). 

Graphs of the one-dimensional energy spectra <pi j(kl, f3) derived from RDT are plotted for 

different values of f3 in figures 4.6a, band c. Figure 4.6a shows that the shape of the spectrum 

<Pll(kl ) of the streamwise velocity is unchanged as f3 increases but that if kl is 0(1), then the 

spectrum is very much more amplified than in the region where kl is greater than 0(1). Clearly, 

the shape of the <P22 (k1 ), <P33 (kt) spectra are significantly changed as f3 increases. Both spectra 

have a peak as f3 increases, however, when kl = 0, the spectra are not affected by shear. For 

large kl, <P22(k l ) increases whilst <P33(kt) decreases. 

It is of fundamentaJ important to observe the peaks in the streamwise spectra <P22 (k1 ; f3) 

and <P33(kl ;f3) of the spanwise velocities (figure 4.6b, c), which imply the existence of eddies 

of the corresponding streamwise scales. The peaks shift to lower value of kl as f3 increases 

implying that the length of the 'streaks' increase. 

The simulated results of <Pii(kl ) at f3 = 1.5 are shown in figure 4.7. These values are to be 

compared with the analytical values of RDT. This is an interesting comparison since for each 

realisation, we compute the velocity field at a given shear f3 by the distortion matrix Aip, i.e., 

(4.3.3) 
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The spectra <Pij is obtained after the average of 100 realisations of the computed velocity field, 

i.e., 

( 4.3.4) 

The agreement between the simulated and RDT results is good (as it should be). These results 

justify the confidence we place in our model and the numerical procedures. 

The simulated spectra drop off at kl = 75.0 which is the cut-off wavenumber. Note that 

the slope of all three spectra <P11(k1 ) remain -5/3 and are not affected by shear, which has 

been well established in many field experiments (Monin and Yaglom 1971). 

(iii) Local isotropy 

The ubiquitous strain-rate of shear flow acts upon "eddies" of all sizes, tending to make the 

turbulence anisotropic at all wavenumbers. In shear flow the situation is complicated by the fact 

that energy is received by the turbulence from the mean flow in a highly anisotropic condition, 

as can be seen from component energy equations (Tennekes & Lumley 1972). In plane turbulent 

channel flow, for example, 

p(UW)-+--(UW)+ U- =0, dU p d 2 (op) 
dz 2 dz ox 

e!!... (v 2w) + / v Op) = 0, 
2 dz \ oy 

-- (W ) + W- = 0, p d 3 (Op) 
2 dz oz 

which shows that all turbulent energy appears first as (u 2 ). The expectation of local isotropy 

is based on the idea that the non-linear spectral energy cascade is an orientation-losing process, 

primarily through the cross-spectrum of pressure-velocity covariance at all numbers. 

A necessary condition for local isotropy is that the eddies with time scales, small compared 

to the time scales of shear Ts = (dU/dz)-l = a-I. A suitable eddy time scale is 

(4.3.5) 

where E is the three-dimensional spectrum. We expect the onset of isotropic to occur in the 

inertial subrange of E, i.e. k-5/ 3 range, so (4.3.5) may be expressed as 

_ -1/2 -1/3k-2/ 3 
Te - a k E: , ( 4.3.6) 

where ak is a constant. As expected this time scale decreases with eddy size, hence the effect 

of the shear also decreases, since the mean velocity has less time to strain the eddy. This 
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isotropy at large k values has been confirmed by experiment (Kaimal et al. 1972). The be­

haviour of cP22(k1 ,(3)/cPll(k1 ,(3) and cP33(k1 ,(3)/cPll(kl,(3) obtained by RDT as a function of 

kl is particularly revealing (see figures 4.8a, b) since it identifies the onset of the isotropic ra­

tio. Note that when (3 = 0, as kl -t 0, cP22(kt) = cP33(k1 ) = cP22(k1 )/2 and as kl -t 00, 

cP22(k1 ) = cP33(k1 ) = 4cP22(k1 )/3, in agreement of (4.2.29). However, by increasing (3 up to 1.5, 

cP22(k1)/cPll(k1 ) ~ 4/3, increasing f3 further still, cP22(k1 )/cPll(k1 ) drops lower than 1 and simi­

larly cP33(k1)/cPll(k1 ) drops. The discrepancy of anisotropy in high wave-number range is that 

RDT applies the same shear rate to all wavenumber k and during this distortion, individual 

eddies are extended in directions of positive rate of strain and compressed in the directions of 

negative rate of strain. Hence cPll (k1 ) is overpredicted at large k because the effective shear ex­

perienced by small eddies would be considerably less than that experienced by the large eddies 

as a result of the shorter lifetimes of the scales. 

It is also instructive to compute the ratio of cPn / cPn and cP33 / cPn as a function of k to show 

the ani sot ropy of the turbulent structure in our model. The computed results of cP22 (k1)/ cPn (kt) 

and cP33(k1 )/cPn(k1 ) are plotted in figures 4.9a, b at (3 = 0.0 and 1.5. The sudden increase at 

the high wavenumber end is due to the finite cut-off of wavenumber. By looking at ratio 

cP22(k1 )/cPn(k1 ) and using the fact that E(k) <X k-5/3, we have 

~ [k~ (1+ ki) E(k) dk 
4 ik1 k2 k 

16k~5/3 + (_l1k~5/3 _ 5kik~n/3) 

12k~5/3 + 2 (_l1k~5/3 + 5kik~n/3) . 
( 4.3.7) 

And if kry -t 00, cP22(k1 )/cPn(k1 ) -t 4/3 but if kry is finite, then cPn(kl,O,O) -t 0 faster than 

cPn (kl, 0, 0) as kl -t kry. So the ratios cP22 (k1 ) / cPn (k1 ) and similarly cP33 (k1 ) / cPn (kl) tends to 

increase drastically as k -t kry. 

However, comparison between the computed results and the experimental data show that 

the large eddies (low wavenumber), processing most but not all the energy, usually play a 

significant role in transport of scalars, or particles. They are persistent and coherent structures 

which interact with the mean flow in the 'rapid-distortion' manner and hence the larger eddies 

of the turbulence have very nearly the structure predicted by the rapid-distortion theory. So 

the subsequent sections of this chapter, we focus on the large scale eddies motion that are 

determined by the shear. Our aim is to explore further the concepts of a generic or common 

structure in the energy-containing range of shear flow turbulence. 
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(iv) Two-point correlations function and integral length scales 

Two-point correlation function is useful method to extract information on the spatial structure 

of the flow. Grant (1958) and Townsend (1976) examined two-point-correlation profiles for 

their consistency with a proposed model. If the flow contains a dominant structure, distributed 

stochastically in space, its presence should clearly be marked in the two-point correlation func­

tion. The two-point correlation is defined as 

R (
a) _ (Up (x, (3)uq(x + r, (3)) 

pq r, fJ - , 

J(u~(x,(3)) (u~(x + r,(3)) 
( 4.3.8) 

where x is the position of each point and r is the separation vector. We will only consider the 

'principal' correlation functions, 

where i = 1, 2, 3, i.e. those with separation parallel to the conventional axes of reference. 

However, for homogeneous shear flow, ( a) it is statistically invariance of rotations of 1800 

about y-axis and (b) invariance for reflection on the (x,z)-plane. From these conditions, it is 

noteworthy that: 

and 

R12 ( 1'1, 1'2, 1'3) = - R12 (1'1, -1'2,1'3), 

R 13 (1'1,1'2,1'3) = R 13 (1'l,-1'2,1'3), 

R23(1'1, 1'2, 1'3) = -R23(1't, -1'2,1'3), 

where i = 1, 2, 3. This can be seen that by considering the correlation 

computed in the coordinate system F (see figure 4.10). In the coordinate system F *, obtained 

from F by a rotation of 1800 about the y-axis, we have 

Now u2(O, 1'2, 0) = U2(0, 1'2, 0) and ui(O, 0, 0) = -Ul(O, 0, 0), so Rh(O, 1'2 , 0) = -R12 (O, 1'2 , 0). 

However, condition (a) requires that Ri2(0, 1'2, 0) = R12 (O, 1'2, 0). So we conclude that condition 

(a) implies R12(O, 1'2, 0) = Oj similarly R 23 (0,1'2,0) = O. A similar argument with condition (b) 

leads to the remaining relationships between the correlation functions. 
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The average in the equation (4.3.8) is taken over all three space dimensions, homogeneity 

implies that this is equivalent to an ensemble average over many flow fields (typically, the 

ensemble is taken from 100 realisations and each realisation has 10 samples). The separation 

distance has been non-dimensionalised by the integrallengthscale. 

The simulation of shear flow by Rapid Distortion theory changes the forms of the correlation 

functions as shown in figures 4.11 to 4.13. These profiles show that, in general, for small 

separation distances, the correlation for the velocity in the direction of the displacement is larger 

than the corresponding transverse correlations. This is the effect of the continuity equation. In 

addition, the longitudinal correlation in the streamwise direction extends over longer distance 

than do all other correlations for {3 up to 3.0. This result was also obtained by Deardorff (1970) 

using LES in turbulent channel flow .. 

After some distortion time later at {3 = 3.0, it can be seen (figure 4.11c) that the streamwise 

velocity correlation Rn (r, 0, 0) shows significant elongation, consistent with the existence of 

streaks. 

Figure 4.12c shows the spanwise two-point correlations at (3 = 3.0. It can be seen that the 

longitudinal correlation R22 (0, r, 0) assumes the 'transverse' form and develops negative values 

for large values of r, indicating that convergence or divergence of flow in the Oy direction is 

common. 

In figure 4.13c, the two-point velocity correlation with the direction of separation along 

the z-axis is shown. As in figure 4.12c, R22 (0, 0, r) profiles turn negative, but with smaller 

values. In addition, a notable contrast with isotropic turbulence is that lateral correlation 

Rll (O, 0, r) does not become negative and assume the 'longitudinal' form. Of course, continuity 

requires 'back flow' in terms of a negative transverse correlation region for Rn somewhere in 

All these velocity correlations function are consistent with the RDT correlations obtained 

by Townsend (1970). 

Integral length scales of stationary random variables can be inferred from energy spectra 

simply from Fourier transform relation between the auto-correlation and the spectrum. Hence, 

the integral length scales in the xp-direction of the correlations between the velocity components 

Ui and Uj at different shear rate {3 are 

L7;({3) = 100 Rij(Xp; (3) dx p 

7r<pij (kp = 0;(3) 
2 (U jUj({3)) 
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Thus the L~;(f3) measurements contains the chance of consistency check between the RDT and 

the simulation of KS. 

The streamwise integral scales Lfi in uniform shear as a function of total shear are shown 

in figure 4.14. The effect of shear is to increase the streamwise scales of the streamwise and 

vertical velocity fluctuations L~u, L;w and to reduce the scale of the spanwise fluctuation, L~v, 

for all shear rate. The increase of L~u indicates elongation with shear of the streamwise streaks. 

Figure 4.15 shows the spanwise integral scales Lri as a function of total shear. The scales 

of the streamwise velocity fluctuation L~u and the spanwise fluctuation L~v, are markedly 

decreased with increasing total shear whilst the scale of the vertical motion V/1JW , is increased. 

Since L~u may be interpreted as the characteristic scale for the spanwise extent of the streamwise 

eddies (streaks), as the total shear increases, the spanwise extent of the streaky eddies decreases. 

Note that L~u decreases faster than L~v' 

Similarly, figure 4.16 shows the vertical integral scales Lii as a function of total shear. The 

scale of the streamwise velocity fluctuation L~u and the vertical fluctuation L;w, are increased 

with increasing total strain whilst the scale of spanwise fluctuation L~v, is decreased. 

Note that L~u seems to be the smallest of all the integral scales at f3 = 3.0. 

(v) The Lagrangian velocity correlations and its integral time scales 

A critical parameter in understanding dispersion processes is the Lagrangian time scale which 

determines the time for which a particle 'remember' the velocity it processed at time of release. 

For a turbulence at high Reynolds number, in the absence of any boundaries in homogeneous 

turbulence, the time scale TL for the variation of the velocity of any fluid element is of order 

of L/u', sometimes known as the 'turnover time', or the Lagrangian time scale (Corrsin 1963), 

i.e., 

(4.3.10) 

This estimate has been justified by several laboratory experiments for homogeneous grid tur­

bulence (e.g. Snyder anti Lumley 1971). In chapter 2, from the simulation of KS we obtained 

TL ~ 0.52. This can be compared with the measured value by Snyder and Lumley (1971) of 

Tt ~ L;w/ aw = 0.5, in our normalisation. The agreement is good. However it is also widely 

used without much justification in inhomogeneous turbulence. If the variance of velocity compo­

nents and length scales are proportional to each other throughout a flow, then (4.3.10) appears 

to be an adequate estimate. But in homogeneous turbulent shear flow, the length scales L:;LU' 
L;w increase and L~v decreases as f3 increases, whilst, the velocity fluctuations au, av increase, 

and a w decreases as f3 increases. If one tries to make an estimates of Tli in terms of Eulerian 
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velocity and length scales, the choice of one or other component in (4.3.10) has an important 

effect on the estimation of Tii. In this section, we investigate that how the Lagrangian integral 

time scales change by total shear (3 and from the simulations presented we suggest which is the 

correct choice and what the physical reasons are. 

The Eulerian fluctuation velocity is given by 

u(x, t) = (~~~) X3el + u(x, t) 

= aX3el + u(x, t), (4.3.11) 

where ei is a unit vector in the i direction. The Lagrangian velocity V(a, t) can be decomposed 

in the contribution from Eulerian mean velocity with Eulerian turbulence, both are random, 

i.e. 

V(a, t) = u[X(a, t), t] = aX3(a, t)el + V(a, t), (4.3.12) 

where V(a, t) = u(X, t); since X3 is the random vertical displacement, hence the first compo­

nent is also random, where X(a, 0) = a. The auto-correlation function R~( r) of the fluctuating 

velocity of fluid particle is 

( 4.3.13a) 

the auto-correlation function of just the component V is 

(4.3.13b) 

Since V is not the only component of the Lagrangian fluctuation velocity. The auto­

correlation introduced by (4.3.13a) is the "effective" Lagrangian velocity auto-correlation which 

determines diffusion. The contribution by (4.3.13b) is academic. 

Computing or measuring the Lagrangian features of a turbulent shear flow requires an 

excessive length of time to follow a marked fluid element in order to obtain complete Lagrangian 

statistics, and also the turbulence of the simulated shear flow changes with time (i.e., the flow 

is non -stationary). In order to make the situation slightly tractable in this respect and recalled 

that in chapter 2, we have found that the Lagrangian integral time scale in the time dependence 

case is approximately equal to that of in the frozen case. Therefore, for given total shear (3, the 

turbulent shear flow simulated by KS is kept frozen so as to track the fluid particles to obtain 

'frozen' Lagrangian statistics. 
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The Lagrangian integral time scale is defined as Ti1 = 100 Rt(r) dr. The ensemble average 

of Rt( r) are taken over 3200 particles (400 realisations and 8 particles are tracked at each 

realisation) so as to minimise the statistical errors. Figure 4.17 shows the computed fluid 

particle velocity auto-correlation functions Rh(r), Rf2(r) and Rf3(r) at fJ = 0.75, 1.5 and 3.0. 

The changes of the shape of the correlation functions between different components increase 

as the total shear fJ increases. The changes of the Lagrangian integral time scales T/t with fJ 

are plotted in figure 4.18. It can be seen that Tli and Tl2 decrease whilst Tl3 increases with 

increasing total shear fJ. 

The usual concept of particle motion in eddies is that the particles move around within 

an eddy with a velocity of the order of au and over a scale L::'uw, therefore the time scale for 

moving around in the eddy is of order L::'uw/aw. But is this a good estimate of the Lagrangian 

time scale? We note that the variance of the fluid particle displacement along the Ox} axis in 

the direction of the mean flow for large time r is asymptotically proportional to r3 (Monin 

and Yaglom 1971), that is, it increases with time significantly more rapidly than the variance 

of the transverse displacements, asymptotically proportional to r. Therefore fluid particles 

move in the direction of shear much faster with a maximum velocity component a u (Turfus and 

Hunt 1986), so the Lagrangian integral time scale should be of order 

(4.3.14) 

i.e. time to travel for fluid particle between eddy regions along stream regions. 

In figure 4.18, we have plotted L~u(fJ)/au(fJ) to test the hypothesis of (4.14) normalised 

on its homogeneous value, where au(fJ) is the maximum velocity component. Comparison is 

good except for large value of fJ where au is overestimated by RDT for large value of fJ because 

there is no non-linear energy transfer between different components. 

To gain a better understanding into the structure of the flow and how fluid particle 

moves within it, a computer motion picture simulating flow-visualization experiments was 

made. Several sequences of picture were generated. At regular intervals in each sequence 

(.6.T = 0.05 ~ O.lTL ), 100 particles were released along a line either parallel or normal to the 

z-axis. These particles were followed until the particles were completely decorrelated with their 

initial positions, i.e. t ~ 2TL . 

Figm·e 4.19 shows the fluid particles released along a line parallel to the z-axis. It can 

be seen that the fluid particles moved much faster in the direction of shear and was slowly 

carried upwards in the z-direction as they were advected by the mean flow. This picture is 

very similar to the one obtained by Moin and Kim (1982) in their numerical investigation of 

turbulent channel flow. 
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Figure 4.20 shows the particle released along a line parallel to the y-axis and located above 

the x-axis (x = 0.1). It can be seen that some of the fluid particles were ejected upwards 

away for the xOy-plane. The resulting pattern illustrates the foundation of low and high-speed 

streaks on the xOy-plane~ 

However, figure 4.21 is obtained by tracking particles initially distributed on a plane parallel 

to the xOy-plane at Z = O.lL. The initial sheet of particles is distorted by the instantaneous 

velocity field. Figures 4.20 and 4.21 illustrate how different aspects of flow characteristics are 

emphasized by different visualization methods. 

4.3.3 Structure of the vorticity fJ.eld 

The computed flow field by KS together with RDT were analysed in a manner similar to the 

channel-flow study of Moin and Kim (1985). 

(i) Distribution of inclination angle of the vorticity vector field 

Measurement of the inclination angle of the vorticity vector which is the relevant quantity for 

determination of the orientation of hairpin vortices. 

At each grid point, the inclination angle of the vorticity vector to the mean flow direction 

() = arctan(wz/wx )' (4.3.15) 

is calculated. Here Wx and Wz are the components of the vorticity vector in the directions 

streamwise, x, and normal to the mean flow, z, respectively. In this study, the structure of the 

spanwise component of vorticity vector is not included. The sign convention for the angle () 

and the coordinate system are shown in figure 4.22. 

Figure 4.23 shows the distribution of the angles () for the initial flow field (Le. f3 = 0). 

The initial vorticity field exhibits no directional preference as expected for an isotropic field. In 

figure 4.24, histograms describing the distribution of the angle () at several shear rate f3 = at = 
2.0, 4.0, and 6.0. The contribution of each grid point is weighted with the magnitude of the 

projected vorticity vector, Wxz = y'w; + w;. The distribution attains rather sharp maxima at 

45° and -135° (the direction of principal elongation of the mean strain), also a maximum-to­

minimum ratio increases as f3 increases and with ratio of about 10: 1 when f3 = 6.0. Figure 4.25 

shows the histogram at f3 = 6.0 that was constructed without consideration of the magnitude 

of the vorticity vector at each grid point. The maxima still occurs at 45°. However, the 

maximum-to-minimum ratio decreases to approximately 4: 1. 

The fact that the weighted histogram has a substantially higher maximum-to-minimum 

ratio than the unweighted histogram indicates that not only are the vorticity vectors predom­

inantly oriented at 45° or -135°, but also that such orientation is accompanied by increased 
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vorticity magnitude. This is as expected because the production (stretching) of vorticity due to 

mean motion is highest along the lines inclined at 45° (or -135°) to the mean-flow direction, x. 

On the other hand, vorticity oriented at a 135° (or -45°) angle from the mean-flow direction 

is destroyed (compressed) most rapidly. If turbulent vorticity were only generated (destroyed) 

by the stretching (compression) of vorticity fluctuations due to mean rate of strain, then at 

any instant the probability of finding vortex lines inclined at 45° (135°) to the x-axis would be 

higher (lower) than at other angles. 

The above statistical study clearly shows the preferential alignment of the vorticity vectors 

in planes inclined at 45° to the flow direction. However, the information about the structure of 

the flow that can be extracted from this study is limited. In particular, the correction between 

vorticity vectors and hairpin vortices cannot be solely established from the above histograms. 

This leads us to examine the two-point velocity correlation function. 

(ii) Two-point correlations of velocity 

In 4.3.3(i), it was shown that in a large portion of the flow the vorticity exhibits a preferred 

inclination of about 45° to the flow direction, Le. planes inclined near 45° to the flow direction 

are likely to contain strong vortical structures, so it is much more informative to obtain two­

point correlation functions with the direction of 'probe' separation along the eddy axis rather 

than along the Cartesian coordinate axes. 

Figures 4.26a, and b show the two-point correlations of the three velocity components 

(at f3 = 3.0) with separations along X-, s- and n- directions (see figure 4.22). The striking 

difference between the correlations is the behaviour of Rww , the correlation between spanwise 

velocity components separated along rs and rn. In particular, Rww(rs) (figure 4.26a) does not 

become negative (Le. the two-point correlation profiles show a relatively large distance over 

which the eddies are correlated), whereas the Rww( rn) (figure 4.26b) correlation turn negative. 

This is consistent with a vortex tube inclined at 45° to the flow direction (see figure 4.27). 

Along the structure (s-direction) w-velocity maintains the same sign, whereas crossing through 

the vortex tube it changes sign. 

(iii) Structure of the instantaneous vorticity field 

In addition to the above statistical analysis, we examine the vorticity vectors of instantaneous 

three-dimensional vorticity field for direct evidence of the presence of hairpin vortices. 

Following the experimental analysis of Head and Bandyopadhyay (1981). Let us consider 

a hairpin vortex projected on a plane inclined (a) at an angle of 45° and (b) at an angle of 135° 

to the flow direction respectively, as indicated in the sketch, figure 4.28. 
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With the plane inclined 45° to the flow direction as the hairpin, we should expect to see 

only a brief glimpse of the hairpin with the tip disappearing from the picture if it is curled over 

into the flow as shown. We should expect vortex pairs to appear with structures consisting of 

two adjacent regions withopposite vorticity signs (up or down arrows), which may be attributed 

to the two legs of a hairpin. Or sometimes the picture should show n or U-shape structures if 

the hairpin lie entirely on the 45° plane. 

On the other hand, with the plane inclined at 135° to the flow so that cross-sections of 

the hairpins can be seen, we might expected to find that vortex pairs of different sizes and 

orientations (circular shapes) should dominate the picture. 

Of course, the real situation is unlikely to be as simple and clear-cut as the sketches might 

suggest. It should be pointed out that our view is limited to a two-dimensional plane, and we 

are identifying only those hairpin with legs in approximately the same (y, rs)-plane. 

Figures 4.29a and b show the projection of vorticity vectors (at (3 = 7.2) on a randomly 

selected plane inclined at 45° and 135° to the mean flow direction. Figure 4.29 shows the vor­

ticities have stronger up or down motions (arrows) whilst figure 4.29b shows that the vorticities 

hiwe circular shapes. Noted that, while the figures are presented in pairs to emphasize the 

contrast between the 450 and 135° views, the combinations are arbitrary and the pairs do not 

represent simultaneous pictures. 

4.4 Detailed flow structures 

In this section we shall investigate the detail structure of the computed flow field in uniform 

shear. This will be done by examining contour plots of instantaneous velocity and vorticity 

field. Also, to see how the structures changes with different initial spectra. 

In order to examine the effect of low shear rate on the turbulence structure, contours of 

streamwise turbulent velocity u from a homogeneous shear flow simulation with small a = 20.0 

and at (3 = 9.4 are plotted on a horizontal (x, y)-plane in figure 4.30 which indicates that at 

low shear rate structure are not highly elongated in the streamwise direction. 

In figures 4.31a and b, similar u-contour plots in homogeneous turbulent shear flow field at 

high shear rate (a = 43.2) are shown at different time (3 = 4.7 and 9.4 respectively. At the earlier 

time ((3 = 4.7), figure 4.31a shows structures somewhat elongated in the streamwise direction. 

The contour plot at a later time ((3 = 9.4) clearly shows the flow patterns in figure 4.31 b is the 

existence of highly elongated high- and low-speed streaks structures alternating in the spanwise 

direction similar to the streaks observed in the near-wall region of turbulent boundary layers 

(Kline et al. 1967). In contrast, the normal and spanwise velocity components do not exhibit 

streaky structures. This means that, as shear is prolonged, the lateral extent of the streaks are 
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mainly controlled by the effect of shear and the presence of a solid boundary is not necessary, 

also that the essential mechanism responsible for the formation of the streak is contained in the 

linear theory (Lee et al. 1987). 

Figure 4.32 shows the contour plot of spanwise vorticity fluctuation, Wy in the same (x, y)­

plane as in figure 4.31b. 

Streamwise streak pattern of z-vorticity can also be seen in figure 4.33. Condition are 

identical to those of figure 4.32, and careful comparison with that figure shows that the vorticity 

spots resides in the relatively quiescent corridors between the high velocity streak. 

This is consistence with the picture in figure 4.3, i.e. the vortex line ('head ') are lifted by 

velocity fluctuations. Since the vortex line cannot end in the middle of the flow, they are linked 

to the 'leg' of the vortex lines which correspond to the regions of high z-vorticity observed 

in figure 4.33. It is easy to see that, if the 'head' of the vortex line are constrained to be in 

between the streaks, the picture becomes something like the one in figure 4.3, and the induced 

longitudinal velocity fluctuations should consist of high velocity narrow streaks, bounding wider 

bands of lower velocity. 

In order to focus on the change of flow with different spectra, two other forms of initial 

spectra 

(4.4.1a) 

and 

(4.4.1b) 

have been used for our KS simulations together with RDT, where Al , A 2 , A3 and A4 are 

constants. Figures 4.34 and 4.35 show the contours of streamwise velocity components (with 

a = 40.0 and (3 = 23.7) from the same homogeneous shear flow simulation with the above spec­

tra. One can distinguish several localized regions of very high-speed fluid (large concentration 

of solid lines) that are located on the high-speed streak. It is apparent that the gross feature 

of the degree of streaky structures in figures 4.34 and 4.35 are higher than that of the von 

Karman spectrum's simulation. This is consistent with the results of RDT obtained by Hunt & 

Carruthers (1989) - when the Reynolds number is small so that the energy spectrum E(k) has 

no inertial subrange and for large enough strain, over an increasing range of wavenumber, their 

calculations show that the small-scale spectrum obtains to the form E(k) <X k-2 whatever the 

initial energy spectrum, provided it decreases faster than k- 2 , a feature of many observations 

and computations (Champagne et al. 1970, Rogallo 1981). 

The similarity of these spectra at low Reynolds numbers can be explained that the effect of 

the shear is to produce high localised gradient out! OX2 and out! OX3, or vortex sheet surround­

ing long, narrow region or 'streak', where the streamwise fluctuations are positive or negative, 
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rather than being characteristic of any cascade process, which is only found at high Reynolds 

numbers. 

However, if the initial spectrum decreases slower than k- 2 , for instance, for turbulence 

at very high Reynolds number, such as in atmospheric or oceanic turbulent flows (RA;:::' 104
), 

where there is a -5/3 spectrum (von Karman spectrum), the effect of shear is to maintain 

a -5/3 spectrum, which has been well established in many experiments (e.g. Wyngaard & 

Cote 1972) and also can be seen in our simulations. 

The results above imply that the essential mechanism responsible for the formation of the 

streaks in most turbulent shear flows is contained in the linear theory rather than the effects 

of non-linear interactions. The algebraic form of the spectra is consistent with the existence of 

discontinuities in velocity or velocity gradients on the scale of k- 1 . 

Linear rapid distortion theory has shown how a velocity field of random Fourier components 

undergoing mean shear produces many of the characteristic structures in the flow that are 

observed in experiments and DNS at moderate Reynolds number. In the remaining part of this 

section, following the work in Chapter 2, we objectively characterise the flow structure into 

three regions (Eddy, streaming and convergence zones). Using the criteria of Hunt, Wray and 

Moin (1988), we show how the shape and distribution of the (E), (S) and (C) regions change 

when shear is applied. 

Figure 4.36a shows the streaming regions of an initially isotropic velocity field distributed 

on the surfaces of the cuboid. They seem to be connected, their shapes somewhat elongated 

with no preferred directions and they are uniformly distributed. However, after shear is applied 

at f3 = 5.0 (Fig. 4.36b), the distributions of streaming regions seem to be rather discrete and 

much more elongated in the direction of shear. 

Figures 4.37a and 4.38a show the eddy and convergence regions of an initially isotropic 

velocity field . It can be seen that both regions are distributed uniformly in space with some of 

the eddy regions connected and elongated, whilst the convergence regions are of round shapes. 

After shear is applied at f3 = 5.0, figure 4.37b and 4.38b show that both regions are elongated 

in the direction of shear. In order to find out the angle of inclination after distortion, we 

assume that individual eddy or convergence regions have elliptical shapes, and ellipses have 

been fitted to these regions, according to the following criteria: (i) equal position of centroid of 

area; (ii) equal area; (iii) equal 2nd moments of area. The results are shown in figure 4.39 and 

the average angle of inclination to the direction of the flow after average of 10 realisations (of 

volume (2L)3) is 9° for streaming regions, 12° for eddy regions and 13° for convergence regions. 

This is surprising since vorticity at 45° to the flow direction. 
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4.5 Summary and conclusions 

The evolution of turbulence statistics and instantaneous turbulence structures in homogeneous 

shear at high shear rate are studied by using Kinematic Simulation with Rapid Distortion 

Theory. 

The results has been shown that applying the linear (RDT) distortion to an actual realisa­

tion of initially homogeneous isotropic velocity fields leads to velocity field that contain many 

major large-scale coherent structures. These structures appear very similar in shape and dis­

tribution to structures that have been found in the direct simulation of homogeneous uniform 

shear flows. This similarity implies that RDT is a useful tool of computing the structure in 

shear flows. Among the results were the following: 

(i) It is found that higher shear rate alone (without the wall) can produce the streaky struc­

tures similar to the structure observed in the viscous sublayer of turbulent boundary layers 

(Lee et al. 1988). 

(ii) There is a large portion of the flow the distribution of inclination angle of vorticity vector 

attains its maximum at 45° (and -135°) to the flow direction. This is expected because the 

production (stretching) of vorticity due to mean motion is highest along the lines inclined 

at 45° (or 135°) to the mean flow direction. However, streaming and eddy regions was 

found at lower angle to the mean flow. 

(Hi) A Lagrangian integral time scale is found by statistically averaging over a large number of 

numerically-simulated trajectories in a frozen field at a given shear (3. The computations 

indicate that the Lagrangian time scale Tli is proportional to L~u/(1u, where (1u is the 

maximum r.m.s. velocity component. 

(iv) High shear rate applied to initial spectra of the form of El and E2 which have faster fall-offs 

than k- 2 , the resulted spectra have a form of k- 2 which is a characteristic of a spectrum 

of vortex sheets, such as are observed on the sides of high-speed streaks in these flows. 
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Fig. 4.1 Near-wall structure of a turbulent flat-plate boundary layer (top view) visuali zed with hydrogen bubbles (from Kline et al. 1967) . 

Fig.4.2 Near-wall structure of a turbulent flat -plate boundary layer (side view). Sequence showing formation of streamwise vortex 

during second stage of bursting. Lower photograph shows 0.5s after upper one (from Kline et al. 1967) . 
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Fig. 4.3 (a) The uniform shear velocity profile. (b) Generation of W3 from the spanwise 

variation of a fluctuating U3 motion. (c) Rotation and stretching of W3 by the mean 

shear to give Wl and the horse-shoe vortex. 
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Fig. 4.30 Contours of the streamwise turbulent velocity u for a homogeneous turbulent field 

with von Karman energy spectrum at low shear rate: a = 20.0 and (3 = 9.4. Positive 

values are contoured by solid lines and negative values are contoured by dashed lines. 
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Fig. 4.31 Contours of the streamwise turbulent velocity u for a homogeneous turbulent field 

with von Karman energy spectrum at high shear rate: a = 43.2 and (a) (3 = 4.7; (b) 

{3 = 9.4. 
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Fig. 4.32 Contours of spanwise vorticity fluctuation Wy in the (x, y)-plane. 
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Fig.4.33 Contours of vertical vorticity fluctuation W z in the (x, y)-plane. 
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Fig. 4.34 Contours of the streamwise turbulent velocity u for a homogeneous turbulent field 

with energy spectrum El: et = 43 .2 and f3 = 25.6. 
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Fig. 4.35 Contours of the streamwise turbulent velocity u for a homogeneous turbulent field 

with energy spectrum E 2 : et = 43.2 and f3 = 25.6. 
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Fig. 4.36 Streaming regions plotted only on the surface of a cuboid (a) initially homogeneous , 

isotropic turbulence with f3 = 0.0; (b) after shear is applied with f3 = 5.0. 
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Fig. 4.37 Eddy regions plotted only in the volume of a cuboid (a) initially homogeneous , 

isotropic turbulence with (3 = 0.0; (b) after shear is applied with (3 = 5.0. 
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isotropic turbulence with (3 = 0.0; (b) after shear is applied with {3 = 5.0. 
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ApPENDIX A: Implication on the choice of W n(t) 

In the following, we obtain a choice of W n(t) which ensures that the velocity ue(x, t) has 

the small and large time behaviour of the Eulerian velocity correlation function. 

The Eulerian time correlation function of ue(x, t) is 

n 

n 

+ L (anA Rn.am A Rm COSlI':n· [x + Xn(lI':n, t)] cos II':m. [x + Xm(lI':m, t')]) 
n#m 

+ L (bnA Rn.bm A Rm sin II':n· [x + Xn(lI':n, t)] sin II':m. [x + Xm(lI':m, t')]) 
n#m 

n,m 

It can be easily shown that the third, forth and fifth terms are zero and let us consider the first 

and second terms together, we obtain 

(ue(x, t).ue(x, t')) = ~ L (a~) . \R~ cos II':n· [Xn(II':n' t') - Xn(lI':n, t)]) 
n 

= ~ L (a~) . (cos II':n· [xn(lI':n, t') - Xn (II':n , t)]) . (A2) 
n 

Therefore, in normalised form, the Eulerian correlation function is 

(E)( ') (ue(x, t).ue(x, t')) 
R x;t,t = 

J(uHx , t))·V(u~(x, t')) 
(A3) 

But ue(x, t) is a stationary function, therefore the auto-correlation function depends only upon 

the difference t - t', substituting (A2) into above (A3) and let t' = 0, we obtain 

(A4) 
n n 

This can be conveniently written in a complex form, i.e. 

(AS) 
n n 

Let us consider only one particular mode, 

(A6) 
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where An = (a;) /Lm (a;). The average (exp(iKn.Xn)) is calculated using the assumption 

that the random function W n(t) is joint normal and therefore depends only on the second 

moment, i.e. (W n'W n) (Weinstock 1978). The characteristic functional of a joint normal 

distribution is 

Q (q(t)) = (exp { -i I: W n(t).q(t) dt}) 

= exp { -~ I: q(tl)' (W n(tl)'W n(t2) ) q(t2) dt1dt2 } . (A7) 

Substituting 

q(t1)=K for O<tl<t and otherwise 

in (A7), we find 

(exp {-i~n·Xn(I)}) = (exp [-i~-i W n(l) dl] ) 

The above equation can be put into a better form by introducing the mean-square random 

displacement of a fluid particle, 

t t 

(Xn(Kn, t)Xn(Kn, t)) = J dtl J dt2 (W n(tt).W n(t2)) , (A9) 
o 0 

as a new variable, also if one restrict to isotropic flow, then (Xn(Kn, t).Xn(Kn, t)) must be of the 

form 

(A10) 

where I is the identity tensor. Therefore substituting (A9), (A10) into (A6), we obtain 

R( E) ( ) - A {I k2 2 } n x, t - n exp -"2 naXn(t) . (All) 

Because there are some similarities between these trajectories and those of microscopic particles 

under the action of Brownian motion, the changes in the velocity of the large eddies for each 

wavenumber k is, in homogeneous conditions, most simply modelled by the Langevin equation 

(A12) 
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where the coefficient a2 is to be specified by the physics of the process, W nand Tn are the 

large eddy velocity and the time scale for the motion with wave number K. and et is a random 

function. This is a stochastic differential equation but can be manipulated formally in many 

respects like an ordinary differential equation. 

In homogeneous turbulence, the solution to (A12) is simple, by taking the initial condition 

to be W n(t = 0) = W nO, where W nO is drawn from a three dimensional Gaussian distribution 

with zero mean and equal variance which has the value a~o = (ue(x, t)2) where n denoted the 

n-th mode. It can be shown (Durbin 1980) that with this initial condition, a2 = [2a~ )Tn Jl/2. 

By integration of the random velocity W n, we obtain an expression for Xn, i.e. 

(A13) 

for a particular wavenumber K. n . Since W n is normally distributed, Xn(K.n , t) is a Gaussian 

process, the so-called Ornstein-Uhlenbeck process. 

It can be shown that (Arnold 1974) 

(A14) 

and 

= a~" T~ { ;n t f 
- 1 + et/T" + et' /T" _ e-(t-t')/T" } . (A15) 

(A16) 

Substituting (A16) into (All) and let tf = 0, we obtain 

R(E)(X t) = A exp {_k2a 2 T2 [l!l_ 1 + e- 1tl /T ,,]} n' n n W" n T . n . 
(A17) 

If we assume that the turbulent velocity fields has a correlation decay time about one turn 

around time of a large eddy, i.e. T n = 1/ Wn = 1/ aw " kn' it has the property that the time scale 

decreases with increasing wave number, a well known property of turbulent flow. (It seem more 

natural, within the general context of the model, to relate the decay time of each component 

of the turbulence spectra to its respective wavenumber k rather than to use arbitrary constant 
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decay rate ko, where ko is the wavenumber often energy containing eddies.) Substituting (A1 7) 

into (A5), we have 

N 

R(E)(x,t) = L Anexp {- [awnknt -1 + e-O'Wnknt]}. (A18) 
n=l 

If we model the large scale eddies as described above, i.e. for each wavenumber k, it 

moves randomly with some random Gaussian velocity which is different for different k, then 

the Eulerian velocity correlation is given by 

if (A19) 

and 
N 

R(E)(x,t) = LAnexp{-kawnt}, if (A20) 
n=l 

The corresponding stochastic differential equation of the Langevin equation (A12) is 

(A21) 

where det is a three dimension Gaussian, white-noise stochastic process with zero mean and 

variance dt. The Langevin equation models "memory" through the integral time scale Tn. Note 

that the acceleration is modelled as w hi te noise (de t is white noise). 

If the subscript i denotes a value at the ith time step, then the discrete version of (A21) 

becomes the so-called Markov-chain Model used originally by Taylor (1921) 

( ~t) fMi , 
W n(i+l) = 1 - Tn W n(i) + aWn V r:: W n(i+l), (A22) 

with initial condition W n(O) = W nO and W"s are random vectors with zero mean and unit 

variance. 

ApPENDIX B: Euleria.n-Lagrangian velocity auto-correlation function 

To simulate the small scale eddies as well as the large scales, consider a set of small eddies 

moved by a random large scale velocity ue(x, t), then 

u.(x, t) = ntN an exp i { Ko. (x - l' u,(x, t') dt') + w~t} , (El) 

where w~ is the frequency in the advected frame, and is determined from the spectra (or 

structure function) which must be correct in a frame moving with ue. 
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Since the local fluid velocity u(x, t) is mainly determined by the large eddies, it is relatively 

constant over the space-time region of r ~ Land T ~ Lllutl (since Ut(x, t) changes slowly 

with time). Therefore, over short times TL ~ T ~ TL, where TL '" Re-1/4TL, the Eulerian­

Lagrangian auto-correlation function of us(x, t) in a frame moving with the large scale eddies 

has a form 

/ (t+'T ) )EL = \ Us(X, t).Us x + 1 Ut(x, t) dt, t + T 

N N 

L L (an.a~J eiw~'T 
n=-Nm=-N 

N~ 

=2 L (lanI2)eiw~-r, (B2) 
n=Ne 

we have used the condition that the modes are independent of each other, i.e. (an.a~) = Omn. 

This represents an average over the motion of scale small compared with L only. If we let 

(B3) 

where A is a constant of proportion and of order unity. This is the 'natural' eddy time scale 

introduced by Edwards (1964) - see Leslie (1973). We will show that such choice of Wn is 

consistent with the Eulerian-Lagrangian result of Rf~L( T) = (un - 21rCfiL£T, where £ is the 

dissipation of turbulent kinetic energy per unit mass and CfiL is a constant. 

By letting kn = nke w~ = A£1/3k~/3n2/3, we have 

N~ 

REL(T) = 2A L n-5/ 3 exp(in2/3p), (B4) 
n=Ne 

where p = A£1/3k~/3T and A = ak£2/3k;2/3. To compute the sum in (B4), we assume nine is 

large so that the finite sum reduces to an integral, i.e. 

l
n~ . 2/3 

REL(T) = 2A n-5 / 3etn P dn. 
ne 

Let q = pn2/3, then 

In idealised model of turbulence with ke -+ 0 and k.,., -+ 00, REL reduces to 
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(BS) 

where qe = pn~/3 and eEL ~ 3akA/2. 

If we define us(x, t) as scales less than, say, 10t3 / 2€1/2, and from the similarity law, € rv 

u~/fs rv u;/r, then the displacement due to the small scales eddies in time r is 

(B6) 

Now consider the Lagrangian velocity correlation function of us(x, t), along the fluid element 

trajectories, i.e. 

RL(r) = (us(t).us(t + r))L 

= (us(x, t).us(x + XL + x s, t + r))E 

= REL(r) + flRL, (B7) 

where flRL is the difference in the correlation between AL and A and AEL and A (the dispersive 

due to small scale correction), i.e. 

Assuming 

flRL ::; I(us(x, t).us(x + XL + x s, t)) - (us(x, t).us(x + XL, t))1 , 

then from (B6), we have 

flRL rv (lx
s
I2/3€2/3)1/2(Ef

s
)1/3 rv (r1/2c1/6+1/3)2 rv cr. 

Therefore, we have 

where e L rv eEL. 

ApPENDIX C: Test the sensitivity of the assumptions and statistical variability 

(B8) 

(B9) 

"When two or more simulations are performed with identical parameters (ke, kmax , no. of 

modes, etc.) but with different random numbers used in the simulations, then some statistical 

variability between the simulation is expected. 

The standard deviation of the sampling distribution of a statistic such as the mean or a 

proportion is often used as a measure of the reliability of the statistic. Suppose there exists a 

random process () whose mean value M we want to compute. We denote a random sample of 
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N independent realisations of the process 0 by {ai, i = 1,2, .. . N}. Then the mean and the 

standard deviations are given by 

and (Cl) 

respectively, where ( ) denotes ensemble average. Let the average ON be defined by 

(C2) 

Note that ON, the sum of a finite number of random function, is itself a random function. Its 

mean, MN, is given by MN = (ON)' with its standard deviation, aN, is 

(C3) 

The average ON will be used to approximate M, so the random error involve, eN = ON -

M, is approximately normally distributed (since ON is the sum of independent, identically 

distributed event, by the Central Limit Theorem, as N - 00, the pdf is normal). The standard 

error of the mean is of particular interest. It can be easily shown that Var (0 N) = 0'2/ N, and 

the standard error of the mean in a random sample of size N is 0'/ VJii. And the standard 

deviation of these ai was found from 

N 

2 1" ( -)2 a = --- L...J ai - ON 
N - 1 i=l 

(C4) 

(the divisor N - 1 is often called the degree of freedom on which the estimated variance is 

based). 

In order to gauge the extent of this variability, six simulations {ai, i = 1,2, ... , 6}, with 

identical parameters, but with different initial random numbers, were studied, and the degree 

of uncertainty after averaging over the six simulations is determined via the standard deviation. 

In other words, for a control flow the mean 06 had an expected standard deviation of 06/V5. 

Addition studies were made with slightly different assumptions about the trajectory cal­

culation method, with the purpose of checking the sensitivity of the method to these various 

assumptions. By making successive estimates, {ai, i = 1,2, ... , 6}, of the quantity, each 

based on a different control run of 15 realisations (Le. 405 particles). The error expected in 

evaluating each of these quantities can then be found. This enabled comparison to be made 

between the computed quantities of the test runs and that of the control. 
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Description (X2) 0' (",2) TL O'TL 

Control 2.2473 0.0235 0.5180 0.0007 

~t = 0.015 2.4536 0.0364 0.5832 0.0087 

~t = 0.00375 2.2398 0.0134 0.5100 0.0043 

k c = 5.0, kmax = 100 2.2622 0.0097 0.5273 0.0007 

kc = 5.0, kmax = 25 2.2213 0.0027 0.5130 0.0018 

kc = 10.0, kmax = 50 2.2391 0.1032 0.4810 0.0066 

kc = 2.5, kmax = 50 2.4067 0.0329 0.5280 0.0066 

ModesUl = 6 and Modesu $ = 16 2.2133 0.0363 0.4863 0.0015 

ModesUl = 6 and Modesu $ = 64 2.2133 0.0788 0.5163 0.0043 

ModesUl = 3 and Modesu • = 32 2.2083 0.0144 0.5113 0.0358 

ModesUl = 12 and Modesu $ = 32 2.3833 0.0336 0.5247 0.0033 

Table Cl. 

(X2) is the mean square displacement of the fluid point and TL is the Lagrangian integral 

time scale of the flow. 

The parameters which it was decided to examine were the mean square displacement (x2) 

and the Lagrangian integral time scale TL of the flow. The mean square displacement was 

evaluated at t = 3 where any divergence between methods would most likely be maximised 

and the Lagrangian integral time scale was evaluated when it reaches its asymptotic value 

(This was done by plotting (x2) against tj by the theory of Taylor (1921), this curve should 

asymptote to 2 (u2 ) TLt). The results of the analysis are presented in table Cl. The first row 

of data represent the control flow. (Le. t:lt = 0.0075, Modesul = 6, Modesu $ = 32, kc = 5.0, 

kmax = 5.0.). Besides each variable is its estimated statistical uncertainty. 

First, we doubled the time step of integration and shows that this change of mean square 

displacement (x2) and the Lagrangian time scale TL are considerable. Le. a discrepancy well 

beyond the error bounds. These results are shown in row two. 

The third row is the results of a test with t:lt reduced to the half of the time step of the 

control run. The differences in comparison with the control run is small. This indicated that the 

chosen time-step of integration t:lt = 0.0075 was small enough not to influence the evaluation 

of the quantities of interest. 

In order to test the sensitivity of the choice of kmax , two runs with half and double the size 

of kmax was computed and the results shows that the changes of the mean square displacement 

and the Lagrangian integral time scale are small and thus we conclude that the dependence on 

kmax was small, this results shows in row 4 and 5. 
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Two runs with half and double the size of the critical wavenumber kc was computed and in 

comparison with the control run, the different is considerable. By doubling the size of kc, the 

mean square displacement of the fluid point is less compared with that of the control and also 

the Lagrangian integral time scale is approximately 10% less than that of control. By reducing 

the size of kc to half, we obtain the opposite trend. This indicates that the dispersion strongly 

depends on the ratio of energy between the energy containing and the small scale eddies. In 

other words, it depends on how fast does the small eddies being advected by the large eddies. 

Finally, the test of the variation with the mode density also being investigated. If the 

number of modes were infinite so that the discretised version of the velocity field might closely 

approximate the analytic, continuous version of the velocity field. However, because of the 

computational cost, a minimum number of modes was required to represent as closely as possible 

to the modelled velocity field. We have chosen Modesul = 6 and Modesu • = 32, this was 

justified by, first we reduce the number of modes in half in the small scale and the difference 

was considerable; by doubling the number of modes to 64, there were hardly any difference 

compared with the control run. From the evidence presented above, it does seem that variation 

with mode density in the small scale is probably weak provided the 'minimum' number of modes 

were chosen, i.e. as in the control run. Secondly, two runs with half and double the number of 

modes in the large scales, there is a small difference both in the (x2) and TL in the simulations, 

the results are by decreasing the number of modes in the large scale motion, both (x2) and 

TL decrease whereas by increasing that the opposite trend occurs. This evidence suggests that 

both the (x2) and TL are, to a degree, sensitive to the number of mode being used to model 

the large scale. This can readily be explained that since there is no universal characteristic in 

this range, and it has more energy than in the small scale. 

We conclude that within the stated limited of statistical uncertainty, the quantities (x2) 

and TL , derived here using the modelled velocity field, are not sensitive to the particular as­

sumption made. 

ApPENDIX D: The stability and the error estimation of PC method 

To study stability, we write 

(D1) 

x(p) = x(t ) + e(p) 
n n n' 
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We also set 

and 

.1. _ h4 ( i v) 
Y'4 - X 1 n- 2 ' 

(D2) 

(D3) 

We note that, because of the trigonometric terms in u, rJ (and therefore 0) is typically of 

the form b cos( ). If u contains a term asin [~. (x + X(t)) + a], then 

h2 a ~ 
0= '1 h cos [~.(x + X(t)) + a]. 

Tp + 2' 

The true solution satisfies 

(D4) 

so that neglecting terms O(h5 ), 

(D5) 

Also 

and 

so that from (3.5.4a) and (D5) 

(D8) 

and from (3 .5.4b) and (D4) 

(D9) 
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Solving these gives 

and 

- -h TJ tP3 - - h - -h TJ tP4 12 1( 12)} 
12 24 2 ' 

Substituting these into the equation for en, from (3.5.3a or b) and (D7) 

or 

1 1 
en = en-l + "2(fn + fn-I) - 6(gn - gn-t) , 

gives finally 

and 

en = (1 + cO)en_l + (1 + c(O - </»)fn- 1 + (d + c(O - </»)gn-l + 6, 

fn = ~Oen-l + (1 + ~(O - </») fn- 1 + (1 + ~(O - </») gn-l 

1 1 ( 1 1) - -OtP3 - - 1 - -0 - -</> tP4 
12 12 4 2 ' 

where for case a 

1 
c =-, 

4 

1 
. d=-, 

2 

or for case b 

1 
c = 6' 

2 
d= -, 

3 

(D10) 

(D11) 

(D12a) 

(D12b) 

(D13) 

(D14) 

(D15) 

(D16) 

(D17) 

We use these equations in two ways. First, setting tP3 = tP4 = 0, we study the stability of 

the method. Secondly, we take 0 to be slowly varying and seek a solution with (e, f, g) = 

(en, fn, gn) = (en-l, fn- 1 , gn-l) in order to get error estimates. 
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For the stability investigation we first take 0 = 0, then estimate the perturbation from a 

small O. We need the eigenvalues of the matrix 

[ 

1 + cO 

A. = ~O 
lO 
2 

1 + c( 0 - </» 
1 + HO - </» 

Ho - </» 

d + c( 0 - </» 1 
I+HO-</» . 

Ho - </» 

(DI8) 

For 8 ~ 0, A is reducible, with an eigenvalue 1 conesponding to the eigenvector (~). 
The other eigenvalues are those of the submatrix 

(DI9) 

which are 0 and 1 - O. The corresponding eigenvectors of Bare 

and 

The latter is nearly parallel to (~), and its eigenvalue 1 - 4> is close to I, so the matrix 

is nearly defective; in the limit </> ~ 0, it is defective. 

This makes the eigenvalues very sensitive to perturbation. Clearly perturbations of the 

eigenvalue close to 1 are most likely to lead to instability, so we seek eigenvalues of the form 

(1 + E) with vectors whose first component is the largest one. Ignoring higher powers of 0 

and 4>, we find that the eigen vector must be (8/ ( £ + i~ 8 - 4») ) approximately, and that the 

determinant of 

[

cO - 10 

lo 
2 

lo 
2 

1 + c( 0 - </> 

HO - </» - 10 

Ho - </» 

d + c( 0 - </» 1 
1 + HO - </» 

Ho - </» - 1 - 10 

must vanish. Subtract the third row from the second to get 

[

cO - 10 1 + c( 0 - </» 
o -10 

to HO - </» 

d + c( 0 - </» 1 
2+10 

t(O - </» - 1 - 10 

Now subtract 1 - </>10 times the first column from the second and third, to get 

[
CO; 10 

lo 
2 o 
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of which the determinant is 

(
3+ d ) E3 + E2(1 - c(} - () + rj» + E -2- + rj> - c(} - () = 0 . 

For small E, we must have E2 - () ~ 0, all other terms then being of order (}3/2. Thus the 

eigenvalues near 1 are perturbed to 1 ± V+O approximately. 

For () = h2a.~ cos [le. (x + X(t)) + a), and since X(t) varies slowly with time, thus 
Tp + 'jh 

11 + V"+OI ~ 1 + hJa.1e cos [le. (x + X(t)) + a). 
Tp 

Thus there is an error mode growing like 

exp {tJa;; cos [Ie.(x + X(t)) + a)} , 

approximately. 

This imposes a limit on the range of t over which error are expected to remain small. 

Turning now to the error estimation, we must have (in the steady state) 

(D20) 

where 

1 1 ( 1 1) (J = --(}tP3 - - 1 - -() - -rj> tP4 
12 12 4 2 ' 

(D21) 

1 1 ( 1) "( = --(}tP3 - - rj> - -rj> tP4· 
12 24 2 

Subtracting the third row from the second gives 

2g + (J - 'Y = 0 , (D22) 

whence 

(D23) 

It is noteworthy that this does not involve tP3' so that the error in x " is of order h 2 , rather 

than h as it might have been. Subtracting 2c times the third row from the first gives 

f+(d+2c)g= -(O-2c"() , (D24) 
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so that 

for case a 

1 [ 1 1 1 1] 1 
= 241P4 1 - 44> - 24> - (1 - 4» - 24> + 48 - 121/>3 

1 
= -12 tP3' (D25a) 

for case b 

1 [ 1 2 1 1] = 24 tP4 1 - 68 - 34> - (1 - 4» - 34> + 68 

= o. (D26b) 

Thus in case a the error in x, is of order h2x'" / 12, but in case b it is of order h4 , so case 

b is clearly superior. In either case we find e from the third equation. It is of order h3 , so we 

ignore the terms in 1P4' obtaining 

for case a 

(D27a) 

for case b 

(D27b) 

Again case (b) is better, since 4>/8 is of order h -1, making e of order h2 instead of h3 • We note 

that in case b, if e n -1 ~ - ~1P3' then f n - 1 ~ 0 ~ gn-1, then e~) ~ 0, thus explaining the high 

accuracy. In practice, at the start of a range we shall have eo = fa = go = 0, giving 

so the steady state will not be obtained. Nevertheless, it seems worthwhile to use method b. 

Returning to the unstable eigenvalue 1 + . / a." cos [".(x + X(t)) + a] approximately, the V Tp 

corresponding eigenvector is 

1 

hja." cos [".(x + X(t)) + a] 
Tp 

h2a" -_. cos [K.(X + X(t)) + a] 
2Tp 
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and we expect this to be the dominant error mode after a number of steps. We have already 

seen that e = -"t1P3 is a plausible estimate for method b, so we may expect the maximum error 

in the velocity to be of order 

All this is on the assumptions that linearisation is justified, i.e. that III':.el ~ 1, that 

the exponential error growth is not severe, i.e . tJa.II': / 2Tp is moderate, and that maximum 

101 ~ h2 a.II':/Tp is small. 

'I I Y 
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