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ABSTRACT
This paper presents a self-consistent model for the evolution of gas produced in the debris
disc of β Pictoris. Our model proposes that atomic carbon and oxygen are created from the
photodissociation of CO, which is itself released from volatile-rich bodies in the debris disc
due to grain–grain collisions or photodesorption. While the CO lasts less than one orbit, the
atomic gas evolves by viscous spreading resulting in an accretion disc inside the parent belt
and a decretion disc outside. The temperature, ionization fraction and population levels of
carbon and oxygen are followed with the photodissociation region model CLOUDY, which is
coupled to a dynamical viscous α model. We present new gas observations of β Pic, of C I

observed with Atacama Pathfinder EXperiment and O I observed with Herschel, and show
that these along with published C II and CO observations can all be explained with this new
model. Our model requires a viscosity α > 0.1, similar to that found in sufficiently ionized
discs of other astronomical objects; we propose that the magnetorotational instability is at play
in this highly ionized and dilute medium. This new model can be tested from its predictions
for high-resolution ALMA observations of C I. We also constrain the water content of the
planetesimals in β Pic. The scenario proposed here might be at play in all debris discs and this
model could be used more generally on all discs with C, O or CO detections.

Key words: accretion, accretion discs – hydrodynamics – interplanetary medium – planet–
disc interactions – circumstellar matter – planetary systems.

1 IN T RO D U C T I O N

The first observation of circumstellar gas around a star with a debris
disc dates back to 1975, even before the discovery of debris discs
themselves. A spectrum of β Pictoris (located at 19.44 ± 0.05 pc;
van Leeuwen 2007) revealed the presence of Ca II in absorption,
which was presumably of circumstellar origin (Slettebak 1975).
The discovery of circumstellar dust around β Pic and a handful of
stars by IRAS (Aumann 1985) provided a strong indication of the
origin of the gas, and ever since gas has been looked for around stars
with debris discs. Since the β Pictoris disc is observed edge-on, it
is a good target in which to detect UV absorption lines in the star’s
spectrum that are due to circumstellar material along the line of
sight. Elements such as C, O, Na, Mg, Al, Si, S, Ca, Cr, Mn, Fe and
Ni have been detected through their UV lines in β Pictoris (Roberge
et al. 2006), while observations of hydrogen have provided upper
limits on the column density of H I (Freudling et al. 1995) and H2

(Lecavelier des Etangs et al. 2001).
One puzzling observation is that metals that should be strongly

affected by radiation pressure (such as Na I) seem to be on Keplerian
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orbits (Olofsson, Liseau & Brandeker 2001). It was proposed that
an overabundance of carbon could explain this behaviour as it is
a strong braking agent (Fernández, Brandeker & Wu 2006). This
is because the metals spend the majority of their time ionized,
and while ionized, they couple to the ionized carbon which is in
Keplerian rotation as it does not feel radiation pressure.

This prediction was confirmed by a Herschel/HIFI C II emission
spectrum, which was used to infer an overabundance of carbon and
oxygen by a factor that is up to 400 times the solar abundance
(Cataldi et al. 2014). However, the origin of this overabundance
was unclear. This suggests that either C and O are produced pref-
erentially, or other elements are preferentially depleted (Xie-W.,
Brandeker & Wu 2013).

A clue to the origin of the overabundance of C and O in the
disc comes from spatially resolved ALMA observations of CO gas
orbiting the star. The emission is highly asymmetric, with 30 per cent
of the emission located in a single clump on one side of the star, with
kinematics giving the exact position of the gas clump at 85 au from
the star (Dent et al. 2014), possibly colocated with a dust clump
detected in the mid-IR (Telesco et al. 2005). The radial distribution
of CO is similar to the location of the planetesimal belt inferred
from the continuum emission to extend 50–150 au, which is thus
thought to be the source of gas.
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We have now reached the point where enough observations are
available for β Pic to start tackling some important conundrums.
The main questions concern the origin of the gas and its subsequent
evolution. The molecular gas observed around β Pic cannot be
primordial as the photodissociation time-scale of the observed CO
is ∼120 yr (Dent et al. 2014) whereas the system is a lot older (21 ±
4 Myr; Binks & Jeffries 2014). Since the molecular gas is colocated
with the dust, it is thought to be secondary, i.e. it is released from
volatile-rich solid bodies. CO can be kept on solid bodies at 85 au
(even though the sublimation temperature of CO is 20 K) as it can
be trapped in water ice up to 140 K (Collings et al. 2003). When
CO is ejected from solid bodies, it is not expected to recondense
on grains as the dust density is too low in this disc. Photodesorption
(Grigorieva et al. 2007), vaporization of dust grains during high-
velocity collisions (Czechowski & Mann 2007), collisions between
volatile-rich comets (Zuckerman & Song 2012) and sublimating
comets (Beust et al. 1990) are the main processes proposed to
release gas from solid bodies.

While the photodissociation of CO must release C and O into
the gas disc, it has yet to be determined what this implies for the
atomic species, and whether for example it is possible to explain all
observations within one self-consistent model. It is expected that the
atomic gas would evolve viscously, however Cataldi et al. (2014)
concluded that the C II spectrum, which is sufficiently resolved to
give some information on the radial distribution of ionized carbon,
is inconsistent with an accretion disc profile. However, their model
included several simplifying assumptions about the thermodynamic
state of the gas disc and about the profile expected for an accretion
disc.

In this paper, we develop a thermodynamical model of gas in
debris discs and apply it to explain β Pictoris gas observations.
In this new model, we assume that the atomic elements C and O
are produced through photodissociation of CO. We then follow the
temporal evolution of carbon and oxygen atomic elements assum-
ing that they diffuse viscously. The viscosity is parametrized with
an α coefficient as is typical when studying gas evolution in pro-
toplanetary discs (Shakura & Sunyaev 1973). The temperature and
ionization state of C and O are worked out using CLOUDY (Ferland
et al. 2013), which is a PDR-like model. The impinging radiation on
the gas disc is composed of the stellar and the interstellar radiation
fields (IRFs).

The Section 2 details the numerical model used to model gas
observations of β Pictoris. The Section 3 presents our results and
shows how this model is able to fit the recent C II and O I Her-
schel observations as well as a new C I non-detection by Atacama
Pathfinder EXperiment (APEX) in a self-consistent way. Lastly, we
discuss our results in Section 4.

2 N U M E R I C A L M O D E L FO R G A S EVO L U T I O N

To understand the distribution of gas in β Pictoris, we develop a nu-
merical model of viscous diffusion of gas in the low-density regime
expected in debris discs. We assume that CO is being produced in
the main belt and quickly photodissociates, leading to an input of
gaseous C and O at that radius. We model the subsequent evolution
of this gaseous component using standard accretion disc physics.
The modelled gas sits in a dust disc, which extends from ∼50 to
∼150 au (Augereau et al. 2001; Dent et al. 2014) and might affect
the thermal state of the gas.

Throughout this paper, we choose to use our general model on β

Pic so that we take the gas injection location to be R0 = 85 au, where
the bulk of CO is located. The CO mass input rate is estimated to

be 1.4 × 1018 kg yr−1 (Dent et al. 2014). For the carbon input rate,
this corresponds to Ṁ = 0.1 M⊕ Myr−1. We also input the right
amount of oxygen taking C/O = 1 in number density. We take the
radiation field F to be composed of an A6V star F� plus the IRF Fi,
which is assumed to be that derived by Mathis, Mezger & Panagia
(1983) F0 but multiplied by a constant X, to change the amount of
UV radiation impinging the gas disc so that F = F� + Fi, where
Fi = XF0. The other free parameter is the viscosity parameter α

(defined in subsection 2.1).

2.1 The accretion disc

The gas evolution model developed here is very general and can be
applied to a range of situations where gas is injected in a system at
a specific location. The model treats the radial evolution of the gas
using the standard evolution equation for the surface density, but at
each time-step solves for the local vertical structure as a one-zone
model. This is a gross simplification, but is adequate for an initial
investigation.

The evolution of the gas under viscous diffusion is followed using
the equation (Lynden-Bell & Pringle 1974; Pringle 1981)

∂�
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= 3
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∂R
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(
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where ν is the kinematic viscosity, �(R, t) is the surface density, R is
the radial variable and �̇0 is the surface density input rate at radius
R0. Here, δ is the usual Dirac delta-function. In practice gas input
takes place over a range of radii �R0 and thus, �̇0 is related to the
mass input rate Ṁ in the following manner: Ṁ = 2πR0�R0�̇0. The
value of �R0 is taken to be one radial size bin and is not important
for our model as soon as �R0/R0 � 1 as the value of �̇0 is worked
out over the same bin size. We treat Ṁ as a free parameter.

In the absence of any other information, we use the standard
Shakura & Sunyaev (1973) α-parametrization for the viscosity.
Thus, we write

να = αcsH, (2)

where cs is the sound speed and H is the local one-zone disc scale-
height.

The value of α and its dependence on disc properties is one
of the main uncertainties of current accretion disc theory. Obser-
vational evidence from X-ray outbursts and dwarf novae, where
discs are fully, or sufficiently, ionized, suggests high α values rang-
ing from 0.1 to 0.4 (King, Pringle & Livio 2007). However, much
lower values are expected to prevail in regions of low ionization
(Gammie & Menou 1998). Depending on the mechanism producing
this viscosity in cool protoplanetary discs, 〈α〉 produced in numer-
ical simulations can vary between 10−4 and 1 (Balbus & Hawley
1998; Bai & Stone 2013), or can even be essentially zero in the
so-called dead zones (Latter & Balbus 2012).

In order to compute the vertical disc scale-height, we make the
approximation that there is a single temperature T(R, t), which
adequately describes the local disc structure. We then obtain the
disc scale-height H(R, t), where H = cs/	, cs being the sound
speed and 	 the orbital frequency. The sound speed cs is fixed by
the gas temperature T as cs = √

RgT /μ, with Rg being the ideal gas
constant and μ the mean molecular mass, which can be substantially
different from that of protoplanetary discs as we expect most of the
mass to be in carbon and oxygen rather than hydrogen. The gas
density ρg(R, z) is assumed to be constant over a distance H in the
vertical direction. Hence, � = 2ρH. To convert between � and the
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Evolution of gas around β Pictoris 847

Figure 1. Density profile at different epochs logarithmically spaced be-
tween 2 yr and 5 × 105 yr (each curve is separated by a factor ∼8 in time).
The temperature is assumed to have a power-law dependence imposed (see
subsection 2.2). The last time-step at 500 000 yr shows the expected steady
state accretion and decretion profiles.

particle number density n, we use n = ρ/(μmp), where mp is the
proton mass

n = 	�

2μmpcs
. (3)

In our numerical simulations, we need to set the boundary con-
ditions. We choose an inner radius of Rmin = 5 au sufficiently close
to the host star that we can follow the disc radii of interest to us. We
choose an outer disc radius Rmax = 1000 au to be large enough that
it has no significant effect on the results.

We assume that all material reaching the inner boundary is ac-
creted on to the star or on to the planet β Pic b, and thus set
�(Rmin) = 0. For convenience, at the outer boundary, we assume
that the material is lost at that point and set �(Rmax) = 0.

If we know the radial temperature profile of the disc, we are now
in a position to compute its evolution. In the next subsection, we
compute the evolution for a given power-law temperature profile.
Later, in contrast, we compute the local temperature structure in a
more physical manner.

2.2 Evolution to the steady state of an α disc
with fixed temperature profile

To understand the evolution of an α disc, we first assume that the
temperature profile is a power law defined by T = T0(R/R0)−γ ,
where T0 = 60 K and γ = 0.5.

Fig. 1 shows the evolution resulting from gas injected at R0 =
85 au at a constant rate Ṁ = 0.1 M⊕ Myr−1. We take α = 0.5. For
this computation, we have taken Rmin = 5 au and Rmax = 1056 au.
We use a radial grid of 400 points equally spaced in

√
R (Bath

& Pringle 1981). At time t = 0, mass is injected steadily and the
number density starts growing, creating a spike around 85 au. At
the same time, it is viscously evolving and creates an accretion disc
inwards and a decretion disc outwards. By t ∼ 5 × 105 yr, steady
state is reached for the accretion and decretion discs. We note that
the fraction f of matter injected at radius R0 that is lost at the outer
radius Rmax is given, for Rmin � R0, by f = (R0/Rmax)1/2 ∼ 0.3.
Thus, for the parameters we have chosen, 70 per cent of the input
material is accreted on to the central star.

The time-scale to reach steady state for the disc should be close
to the viscous time-scale at R0, i.e. tν ∼ R2

0/ν(R0), which is ∼105 yr
for the parameters of the simulation in Fig. 1.

2.3 The full model

To obtain a more realistic model of the radial temperature behaviour,
we need to consider the thermal equilibrium of the gas at each radius.

We model the thermal state of the gas using CLOUDY (Ferland
et al. 2013), a spectral synthesis code used to study gas clouds
under different conditions. We are then able to follow the viscous
evolution of the gas within the disc with a time-dependent, and lo-
cally determined, temperature profile, which depends on R, with a
more complex dependence than a simple power law. Hence, ν also
depends on R and is re-injected into equation (1) to compute the
diffusion of the gas for the next time-step. To compute the lines of
interest for a given time-step, we use RADMC-3D when local thermo-
dynamic equilibrium (LTE) can be assumed or LIME otherwise (see
subsection 2.3.5 for more details). Fig. 2 explains schematically
how the model works.

We recall that the model has four free parameters, which are
the input radial location R0, the mass input rate Ṁ , the viscosity
parameter α, taken to be constant and the radiation field impinging
the disc F, whose main components are the radiation from the central
star F� and the external IRF Fi. Comparing these, we shall find that
the F� dominates close to the centre of the disc at R < 30 au if the
medium is optically thin in the continuum (and if a standard IRF is
considered Fi = F0), and Fi outside that radius where most of the
emission lines of interest to us are produced.

2.3.1 A more realistic temperature profile

The temperature profile depends on the local heating and cooling
mechanisms, which in turn depend on the atomic type, densities,
radiation and density of colliders. To work out the temperature self-
consistently and take into account all the physics at play, we use
CLOUDY, a PDR-like spectral synthesis code that works out the gas
state depending on its density, composition and incoming radiation.

CLOUDY is a 1D model but as the IRF is coming from every direc-
tion, it would not be correct to model our gas disc as a horizontal
slab. Indeed, if the IRF was only imposed from the inner parts of the
system, where the star is located, some radiation would be blocked
due to continuum optical thickness of the gas disc in the inner parts,
and would not reach the outer parts, which is not physical. To have a
good representation of the physical problem, we sliced our disc into
Nb = 35 annuli, which are spaced using the equally spaced radial
variable X = √

R along the radial direction in the range 5 au <

R < 1000 au (thus, we have �X = 0.84 and �R/R < 0.75) and
impose the flux from the top (see Fig. 2). Then, the thermal state
of each slab is worked out at a specific R by the CLOUDY model
along the z-direction. We assume a constant density profile along
z and iterate a few times with CLOUDY to adjust the scale-height to
the actual temperature. The stellar flux is added to each annulus by
combining it with the incoming IRF (i.e. in the model it appears to
arrive from the top). That stellar flux has been corrected for atten-
uation in interior annuli by summing up optical depths; the stellar
flux also has a 1/R2 dependence due to the geometry. The optical
thickness to far-ultraviolet (FUV) radiation in the vertical direction
could be a problem as it would unphysically block stellar radiation.
However, the optical depth in the vertical direction is always smaller
than in the horizontal direction as the gas density extends over H
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Figure 2. Diagram explaining the coupling between the dynamical and
thermal models. The upper box shows the hydro model that evolves the
density �(R) through solving the diffusion equation in time over �t. The
new density is then passed to CLOUDY, the thermal model, which solves for
the new temperature T(R) and ionization fractions in each cell shown on the
diagram in blue. It takes account of the photons coming from the central
star (and their extinction along R) as well as the IRF coming from the top.
Hence, emission lines can be predicted using either RADMC-3D in LTE or
LIME in NLTE. The viscosity ν(R) can be worked out from the temperature
profile and is input back into the hydro model to start the next time-step.

in the z-direction and over R > H in the radial direction and the
density increases inwards. This ensures that if the continuum optical
thickness is greater than 1 in the vertical direction, it will always be
greater in the radial direction and the stellar UV flux would never
have made it to the mid-plane location anyway. The different slabs
are then gathered and the solution is re-injected into the dynamical
model (equation 1) to work out the viscous evolution for the next
time-step.

2.3.2 Composition of the gas

The gas in debris disc systems does not seem to be primordial and to
some extents reflects the composition of the solid bodies composing
the debris disc from which the gas was released.

In addition to carbon and oxygen, metals have also been observed
around β Pic (e.g. Nilsson et al. 2012). We include these metals in
our CLOUDY thermal model using a solar abundance. These metals

are found not to affect the thermal state of the gas in our β Pic
model but are included, in case they have any thermal effects in a
different regime of the parameter space.

Hydrogen and helium are found to be significantly depleted com-
pared to solar metal abundance (Zagorovsky, Brandeker & Wu
2010).

As we assume that carbon and oxygen come from photodissoci-
ation of CO, we fix O/C = 1. In β Pic, carbon and oxygen are over-
abundant by a factor ∼400 with respect to other species (Xie et al.
2013; Cataldi et al. 2014). Thus, for the metals X (other than C and
O), we assume that [C/X] = log10(NC/NX) − log10(NC/NX)solar =
2.6, which corresponds to NC/NX = 400 (NC/NX)solar. The gas disc
is assumed to be depleted in hydrogen such that [H/X] = −3 and
helium is absent. We note that adding hydrogen in the system up
to H/C = 3 in number density, when C is 400 times solar, had no
impact on heating/cooling processes.

Since carbon and oxygen are by far the dominant species in the
disc, the mean molecular weight is μ = 14.

Later, we assume that some more oxygen or hydrogen could arise
from water photodissociation. There are no observations that fix the
amount of water in this system at the moment. However, we find
in Section 3.4 that increasing the amount of H and O in this way
provides a better fit to the observations.

2.3.3 The dust disc

As β Pic hosts a debris disc, dust is added in our model to anal-
yse the thermal effects it might have. We determine the effect of
photoelectric heating [PEH] (assuming a standard q = −3.5 size
distribution; e.g. Kral, Thébault & Charnoz 2013) on the tempera-
ture within the disc using CLOUDY. The dust optical depth profile is
taken to be the same as in Zagorovsky et al. (2010)

τd (R) =
√

2 τ0√(
R
R1

)−γ1 +
(

R
R1

)γ2
, (4)

where γ 1 = 4, γ 2 = 6, and τ 0 = 2 × 10−3 is the optical depth value
at R1 = 120 au. These values are empirically determined to fit β

Pic dust scattered light observations from the Hubble Space Tele-
scope/STIS (Heap et al. 2000). We also use this profile to compute
the dust radiation field when using NLTE calculations of population
levels.

2.3.4 Radiation field

The main mechanism that heats the gas is the incoming UV flux.
The UV radiation field is fairly strong and can affect the electronic
states within atoms, ionize them or even photodissociate molecules.
The radiation field in our model consists of

(i) F�, the stellar flux where a Castelli & Kurucz (2004) ATLAS

stellar atmosphere model is used;
(ii) Fi, the IRF F0 with a Mathis et al. (1983) prescription times

a constant X;
(iii) The dust radiation field using the prescription given in sub-

section 2.3.3 above (used for NLTE calculations).

Other possible components, such as cosmic ray heating and the
cosmic microwave background, are inconsequential.

The stellar flux and IRF both provide UV photons that are ener-
getic enough to ionize some atomic species in the gas; in particular
neutral carbon that has an ionisation potential (IP) equal to 11.26 eV.
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The ionization fraction of the modelled gas is thus very sensitive
to the incoming UV flux at energies higher than 10 eV. Also, due
to the Lyman break, there is a strong cut-off in both the stellar and
interstellar radiation flux, when the energy is greater than 13.6 eV
(912 Å).

2.3.5 Emission lines

To calculate observables (e.g. images, spectra), we combined our
CLOUDY models with the line radiative transfer codes RADMC-3D

(Dullemond 2012) and LIME (Brinch & Hogerheijde 2010). Both
codes take account of the optical thickness of lines in each direction
and for both codes we use the LAMDA data base (Schöier et al.
2005) to set the Einstein coefficients, transition energies or collision
rates. For C I and O I, the optical depth can be a lot higher than unity
whilst for C II it only reaches values close to unity in the innermost
parts.

In RADMC-3D, we interpolate CLOUDY outputs, and use spherical
coordinates in 3D on a grid logarithmic in r with (r, θ , φ) = (300 ×
50 × 50). We assume that the axisymmetric Keplerian gas disc
axis is inclined at 88 deg to the line of sight to the observer and
has a position angle of 29 deg (Dent et al. 2014). LTE is a good
assumption for C I and C II as their critical densities are equal to
3.9 (T/100 K)−0.13 cm−3 and 8.7 (T/100 K)0.5 cm−3, whilst the elec-
tron density (main collider) derived by our model (see Section 3.6)
or by previous studies (e.g. Cataldi et al. 2014) are greater than
100 cm−3.

For the O I line, the critical density is higher and equal to 6.3 ×
103 (T/100 K)−0.03 cm−3 (Hollenbach & McKee 1989) so that an
NLTE approach is necessary because our model predicts an electron
number density that is always much below than this critical density
(see Fig. 9). Instead of using approximations in RADMC-3D (such
as the large-velocity gradient method), we decided to make the full
calculations using LIME; RADMC-3D also does not yet include radiative
exchange with the dust continuum radiation field, which proves to
be important for the O I line. We used 61 channels with a resolution
of 0.63 km s−1 and 600 pixels (along the x- and y-axes) to produce
the data cube with a spatial resolution of 0.05 arcsec at the distance
of β Pic. The LIME simulations included emission from the dust (see
subsection 2.3.3) as it emits in the far-IR at a level ∼17 Jy.

We find that the continuum optical depth in the FUV is dominated
by C I ionization. The ionization cross-section is fairly simple for
carbon as it does not vary with frequency over the restricted range
[11.26, 13.6] eV and is equal to σ ionC = 1.6 × 10−17 cm2 (van
Dishoeck 1988) from 11.26 eV (IP of carbon) to 13.6 eV (Lyman
break).

2.3.6 Main thermal mechanisms

The main ionizing radiation in our simulations is the UV flux from
the IRF, which yields a high-ionization fraction for the carbon. The
rate of heating compared to cooling sets the gas temperature, which
determines both the dynamics of the gas as well as the emission line
intensities. The main heating process in the CLOUDY simulations is
photoionization (PI) of atoms (mainly carbon), with a small contri-
bution from the PEH on dust grains. The main heating mechanism
is different from that assumed in previous studies (e.g. Kamp &
van Zadelhoff 2001; Besla & Wu 2007; Zagorovsky et al. 2010)
because the overabundance of carbon was not known before the
Herschel observations (see subsection 3.7 for more details). The
main coolant in our model is through the C II fine structure line at

157.7 μm (which is also found by Zagorovsky et al. 2010). Other
coolants are negligible. For instance, cooling by CO and CH vibra-
tional/rotational transitions is negligible because these molecules
are quickly photodissociated; cooling via Lyα emission is also pos-
sible, but in our model the gas disc is partially depleted in hydrogen
and moreover this effect becomes important only at high tempera-
tures (T > 5000 K).

3 M O D E L L I N G β P I C G A S O B S E RVAT I O N S

The model described in Section 2 is applied to the β Pic observations
described in subsection 3.1 to see whether we can fit these in a self-
consistent manner.

3.1 Observations used to fit our model

In this subsection, we detail the four main observations that are used
within the paper to fit our model that are summarized in Table 1.
Two of them are new observations presented here for the first time.

(i) We use the ALMA J = 3−2 12CO (observed at 867.5 μm;
Dent et al. 2014) to fix two of our free parameters. The resolution
was ∼12 au (using 27 antennas with projected baseline lengths
from 15 to 380 m) and the spectral resolution 0.85 km s−1. The
resulting CO image shows a broad belt of CO gas from 50 to
150 au (colocated with the parent belt of solid bodies) and a peak
around 85 au. No gas emission is observed inside 50 au. From the
estimates of the total mass of CO and assuming that CO is destroyed
by photodissociation in 120 yr, they derive the CO input rate in
the system ∼1.4 × 1018 kg yr−1. Accordingly, we define Ṁ0 =
0.1 M⊕ Myr−1 and R0 = 85 au but allow Ṁ to vary from Ṁ0 by a
factor 10.

(ii) Herschel HIFI (de Graauw et al. 2010) observations of the
C II 2P3/2–2P1/2 transition at 157.7 μm were discussed in detail in
Cataldi et al. (2014), and the spectrum (presented in red in Fig. 3)

Table 1. Integrated emission flux for the observations used
in this paper.

Element Central Flux
Wavelength (µm) (Jy km s−1)

CO 867.5 6.6 ± 0.7
C II 157.7 372 ± 10
C I 609.7 <14
O I 63.18 110 ± 15

Figure 3. C II emission line profile predicted for our best-fit model (black)
compared to the Herschel observation (red).
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850 Q. Kral et al.

Figure 4. APEX C I emission line profile observed (non-detection in red)
and predicted for our best-fit model (in black).

was kindly provided to us by the authors. We use the horizontal po-
larization beam and binned the channels to a width of 0.63 km s−1.
The total emission line flux is estimated to be 2.36 ± 0.06 ×
10−14 erg s−1 cm−2 (∼372 Jy km s−1) with an additional calibration
uncertainty of ∼10 per cent (Roelfsema et al. 2012).

(iii) The C I 3P1–3P0 transition at 492.16 GHz was observed on
2015 August 31 with the APEX-3 Swedish Heterodyne Facility
Instrument receiver mounted on the APEX telescope, as part of
observing programme 096.F-9328. Absolute calibration was per-
formed using the chopper wheel method (Ulich & Haas 1976), and
standard pointing measurements were carried out to ensure a point-
ing accuracy of <1.5 arcsec rms. The telescope beam at 492 GHz
is 12.7 arcsec in size [full width at half-maximum (FWHM)], and
the spectral resolution obtained with the XFFTS spectrometer was
0.046 km s−1. We spent a total of 20.1 min on source in good observ-
ing conditions (PWV ∼ 0.5 mm), allowing us to reach an rms noise
level of ∼139 mK for a 0.046 km s−1 channel. The post-processing
simply consisted of visual inspection and flagging of individual
spectra, which were then averaged together with a weight equal to
the reciprocal of the system temperature in each channel. We then
applied a simple polynomial baseline subtraction around the spec-
tral region of interest to remove any remaining background signal,
and applied spectral smoothing to increase the signal-to-noise ratio
on the C I line. The resulting spectrum is shown in red in Fig. 4. The
APEX non-detection imposes that the C I integrated flux at 609 μm
must be smaller than 14 Jy km s−1.

(iv) We also retrieved archival Herschel (Pilbratt et al. 2010)
observations of the O I 3P1–3P2 transition at 63.18 μm from the
Herschel Science Archive. These were carried out on 2009 De-
cember 22 using the PACS instrument (Poglitsch et al. 2010) in
single pointed, chop/nod spectroscopic mode. A 1D spectrum was
extracted from the central 9.4 arcsec pixel of the archival fully re-
duced, Level 2 rebinned PACS data cube, following the procedure
outlined in the PACS Spectroscopy Data Reduction Guide. For each
spectral channel, this includes a point source correction to take into
account the shape of the PACS spatial beam, and further rescal-
ing by the total flux in the central 3 × 3 pixels to avoid missing
any slightly extended disc emission. The continuum level measured
through a polynomial baseline fitting at 63.18 μm is 16.6 ± 1.8 Jy, in

Figure 5. Herschel/PACS observation of the O I emission line profile at
63 microns centred on the star’s velocity. The continuum flux equal to
∼16.6 Jy has been subtracted in this plot.

line with the 70 μm measurement (16.0 ± 0.8 Jy) from PACS pho-
tometry (Vandenbussche et al. 2010). The final baseline-subtracted
spectrum displayed in Fig. 5, has a channel width of 0.0023 μm
and a spectral response profile well approximated by a Gaussian
of FWHM ∼0.018 μm (87.5 km s−1 at the wavelength of the O I

line). The emission line is not spectrally resolved but a clear ex-
cess is present. By fitting a Gaussian with a width that matches the
instrumental resolution, we obtain the integrated line flux equal to
110 ± 15 Jy km s−1 (17.4 ± 2.3 × 10−15 erg s−1 cm−2), where
the error bars include the 11 per cent flux calibration accuracy. We
note that this value is consistent with that reported by Brandeker
et al. (2016, table 1), once we take into account that the authors
extracted the 1D spectrum directly from the central PACS spaxel,
without applying any point source correction (hence their per beam
units) nor our rescaling to account for extended emission outside
the central spaxel.

3.2 χ2 analysis to fit the C II Herschel spectrum

Simulations that cover the parameter space of Ṁ , α and Fi were run
from t = 0, where the disc is devoid of gas until it reaches steady
state. We do not present the transient evolution as the age of β Pic is
much larger than the typical viscous time-scale that we find for our
best-fit model, and so we expect the gas disc to be at steady state
(unless gas production has only started very recently). We recall
that in our fiducial model, the carbon gas is input at R0 = 85 au at a
rate Ṁ0 = 0.1 M⊕ Myr−1 but given uncertainties in the CO mass
determination, Ṁ can vary by a factor a few from Ṁ0 and is thus left
as a free parameter (Dent et al. 2014). The three free parameters Ṁ ,
α and Fi are constrained by comparison with the C II observation in
Fig. 3.

We compare our numerically evaluated synthetic spectrum (using
RADMC-3D) to the C II HIFI spectrum using a χ2 analysis. We first
probe the parameter space in Fig. 6 (left) for a fixed Fi = 5F0 and
varying α and Ṁ with 0.0023 < α < 3 and 0.1 < Ṁ/Ṁ0 < 10
(15 and 10 logarithmically spaced bins, respectively). The reduced
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Evolution of gas around β Pictoris 851

Figure 6. Reduced χ2 map: left: Fi/F0 = 5, 0.0023 < α < 3 and 0.1 < Ṁ/Ṁ0 < 10. Right: Ṁ/Ṁ0 = 1, 0.0023 < α < 13.9 and 0.1 < F/F0 < 100. Models
to the right of the green line respect the C I non-detection by APEX (see subsection 3.3). The blue points show the different models used to compute Fig. 7.
The red dot shows the best-fit model described in subsection 3.6.

χ2
r for a given model was calculated as χ2

r = 1/Ndof × ∑
i(oi −

ci)2/σ 2, where oi is the observed flux, ci the flux given by the best-
fitting model for different values i on the spectrum along the x-axis
in Fig. 3. For this observation, σ = 6 × 10−16 erg s−1 cm−2 and the
number of degrees of freedom Ndof = N − Nfp = 20, N being the
number of points used on the spectrum and Nfp = 3, the number of
free parameters. We find that there are many good fits to the data as
there is a degeneracy between α and Ṁ . This is expected, since in
steady state � ∝ Ṁ/α. Assuming that Ṁ = 0.1 M⊕ Myr−1 within
a factor 2 (from ALMA observations), this provides the best fits
when 0.2 < α < 1 (when Fi/F0 is fixed equal to 5).

However, the best fit depends on the UV radiation field Fi im-
pinging the disc, which is not well known. To test the dependence
on the IRF, we fix Ṁ/Ṁ0 = 1 and we create a second χ2 map,
shown in Fig. 6 (right) probing models with 0.0023 < α < 13.9
and Fi/F0 varying from 0.16 to 100. We do not explore the full
parameter space for high values of α and Fi but restrict the study to
the relevant parameters [195 simulations as seen on Fig. 6 (right)].
We find that our results are strongly dependent on the amount of
UV photons impinging on the β Pic disc. We note that the best
fits are for 3 < F/F0 < 100. The excess of UV flux compared to
the standard IRF could be coming from the star or the environment
close to the star (see discussion).

To explain the location of the best-fit models on Fig. 6 (right), note
that we are keeping Ṁ constant but changing α and so the density is
lower for higher α. Despite the lower density, it can still be possible
to fit the C II line if the ionization fraction is increased, which can
be achieved by increasing the UV radiation. This is indeed what is
happening in the models as shown on Fig. 7. Very large values of
α cannot fit the C II line because the ionization fraction cannot go
above 1. The lack of good fit for Fi/F0 < 4 arises for a different
reason, which is that the higher densities cause the disc to become
optically thick to FUV photons in the inner regions. The absence of
C II at high velocities then also changes the shape of the line, which
otherwise fits very well (see Fig. 3).

We emphasize that these two maps provide sufficient information
to consider the whole parameter space of Ṁ/Ṁ0, Fi/F0, and α due

Figure 7. Carbon ionization fraction for different α and impinging UV
flux for models represented with a blue dot on Fig. 6 (right) for which the
parameters equal [α,Fi/F0] = [(0.14,1.6);(0.39,4);(1.1,10);(1.8,25);(3,63)]
from bottom to top lines.

to the degeneracy between α and Ṁ , i.e. we do not need to create a
3D χ2 map. In steady state, a decrease in α is the same as an increase
in Ṁ so that one could create a new map for Ṁ/Ṁ0 = 2 (the upper
limit derived from the ALMA CO observation) by shifting the map
to the right in Fig. 6 (right) by a factor 2 in α.

We are left with a range of models that still fit the C II observation.
We need to feed in more observations to our model to constrain the
best fit. We see in the two next subsections how the APEX C I non-
detection and the Herschel/PACS O I spectrum can help to constrain
the best fit.

3.3 How to also fit the APEX C I non-detection?

On Fig. 6 (right), one can see that the best fits for the C II line
still allow two directions, one towards a smaller impinging UV flux
and smaller α or a greater UV flux and higher α. As discussed in
subsection 3.2, the best fits are achieved by changing the ionization
fraction, so while C II remains fixed on the black part of Fig. 6 (right),
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the higher α, Fi/F0 models have lower overall surface density and
higher ionization and so less C I.

For each best-fit model in Fig. 6 (right), we compute the C I

line and compare the total integrated flux to the limit imposed by
the non-detection (14 Jy km s−1). The non-detection implies that
only models to the right of the green line in Fig. 6 (right) are
allowed. We find that the models that best fit the C I non-detection
are for lower C I densities, i.e. for higher UV flux impinging on the
disc and greater α. We are left with only four models that fit both
the C I non-detection and C II spectrum. We choose the best fit as
being the one with the smallest α value that respects the conditions.
The chosen best fit is shown as a red dot on Fig. 6 (right). We
thus find that our best-fit parameters are Ṁ/Ṁ0 = 1, α = 1.5,
Fi/F0 = 60.

On Figs 3 and 4, we overplot our best-fit model with the Herschel
C II line and the APEX non-detection, respectively. Our predicted
emission lines are in black and observations in red.

For C II, the total emission line flux worked out by our model
for this best fit is 365 Jy km s−1, which is within 2 per cent of the
observed value 372 Jy km s−1. The best fit not only takes the total
integrated flux into consideration but also the shape of the emission
line and its peak value through our χ2 analysis.

As for C I, we find a total flux of 11 Jy km s−1 where the
APEX non-detection imposes that the 3σ value must be smaller
than 14 Jy km s−1. Cataldi et al. (2014) predicted a C I total flux of
55 Jy km s−1 (their multiple ring model), which would have been
observed by APEX if true. This non-detection and best fit will en-
able a much more constrained prediction for ALMA observations
of C I (see subsection 3.6 for details).

The O I spectrum can now be used to check the consistency of
our results or even to derive new quantities as explained below.

3.4 How to also fit the Herschel O I spectrum and derive
the hydrogen content?

Fig. 8 shows the predicted O I emission line at 63 microns for
our best-fit model. The critical density of O I is of the order of
104 cm−3, which is much higher than the electron density derived
with our model everywhere in the gas disc. Hence, LIME was used to
make a full NLTE calculation of the O I line. The O I line observed
by Herschel is not spectrally resolved (nor spatially) and only the
total emission flux predicted by our model should be compared, not
the shape of the line. As noted in Table 1, the total integrated flux
observed is equal to 110 ± 15 Jy km s−1.

While the density suggests that NLTE calculations are required,
this calculation is complicated by the lack of collision coefficients
for collisions of O with anything but e− and H, whereas there is
no H in the model. For our best-fit model, we first try to calculate
the O I line in NLTE with LIME using electrons as the only colliders
with oxygen. We use the electron density predicted for our best-
fitting model as well as the dust-to-gas mass ratio (see Fig. 9a,f).
The NLTE calculation with LIME gives a total integrated flux equal
to −2 Jy km s−1 (absorption), which is lower than the observed
value. The resulting line is shown on Fig. 8 (dotted). The line shows
both emission at large velocities and absorption in the centre of the
line. This can be understood looking at Fig. 9(a) as most of the O I

emission comes from the inner part of the system and the medium
is optically thick. We also check that the continuum value derived
is close to the observed value (see subsection 3.1).

However, we can expect that the addition of more colliders in
the calculation will be able to fit the observation, since an LTE
calculation gives a flux 22 times that observed. Since collision

Figure 8. O I emission line profile at 63 microns for our best-fit model. The
dotted line is when only electrons are considered as collisional partners. The
solid line is when a water component with H/C ∼ 3 is added. In the last case,
it fits the total integrated flux from the observed line shown on Fig. 5. The
continuum flux is not subtracted in this image contrary to Fig. 5 and equals
∼16.6 Jy.

rates with C I, C II and O I are unknown, here we ask the question
what level of H is required to fit the observation. We consider this
hydrogen component within the context of a model in which it
arises from water released in the same process as the release of
CO. H2O photodissociates even faster than CO (e.g. Matrà et al.
2015) and so this would result in hydrogen and some more oxygen
being released into the gas disc. These atomic species have an
IP of 13.6 eV and so stay neutral. H I is not pushed by radiation
pressure and should have a similar evolution to O I. With the help
of the Herschel/PACS O I line, one can then assess the amount of
H2O released with CO needed to fit the line. We add the hydrogen
into LIME as a new collisional partner along with the electrons and
quantify the amount of H2O required to fit the observation. In the
process, we also add the right amount of oxygen released from water
to the amount of oxygen released from CO. We find that fixing a
ratio H/C ∼ 3 gives the best fit to the data, which translates into an
H2O/CO ratio of ∼1.5. The resulting plot is shown in Fig. 8 (solid)
and the total flux found is equal to 110 Jy km s−1 (i.e. close to
the observed value). Although the line shown in Fig. 8 cannot be
observed with currently available instruments, future missions such
as SPICA are expected to have a higher resolution and sensitivity
than Herschel to measure the O I and C II lines (Swinyard et al. 2009)
from which our model can be used to make predictions. Assuming
this scenario, one should add the oxygen coming from water to
the original oxygen number density coming from CO. Overall, the
oxygen number density must be multiplied by a factor ∼2.5 to
extract the final amount of oxygen. This translates as O/C ∼ 2.5
and O/H ∼ 1 (see Table 4). Using the total CO mass derived by
Dent et al. (2014) and the photodissociation time-scales for H2O
and CO, one finds that the total H2O mass in the gas phase is ∼2 ×
10−9 M⊕. This does not change our other results as we checked that
the temperature (which fixes the viscosity) does not vary assuming
this new oxygen (and hydrogen) content.
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Figure 9. From top to bottom and left to right, (a) densities of C I (red), C II or electrons (black) and O I (yellow); (b) temperature as a function of R; (c)
Ionization fraction as a function of R; (d) H over R as a function of R; (e) cumulative mass of C I (red) and C II (black) and O I (yellow) as a function of R; (f)
dust-to-gas ratio as a function of R.

If this model is correct in that the extra colliders needed to explain
the O I line come from H2O, the gas disc is depleted in hydrogen
compared to the hydrogen component that would be expected from
comets with Solar system-like compositions, where H2O/CO varies
from 3 to 250 (Mumma & Charnley 2011). Thus, we deduce that
a typical Solar system-like comet composition can be ruled out for
β Pic. Even if one tries to go towards higher UV flux on Fig. 6
(right), the best fits (in black, above the green line) do not have
a different amount of oxygen as α keeps constant when the UV
flux increases (and oxygen stays neutral). Moreover, adding more

colliders with oxygen, such as C I, C II or O I would only lower the
total amount of hydrogen (i.e. H2O in the parent debris) required to
fit the O I line.

3.5 First measurement of α in a debris disc

As explained in subsection 3.2, in steady state, a decrease in α is
the same as an increase in Ṁ . Thus, if Ṁ/Ṁ0 = 2, the black part of
Fig. 6 (right) would shift to the right by a factor 2 in α. Ṁ0 is known
within a factor 2 from the ALMA observation. For a fixed Fi/F0, this
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Table 2. Parameters of the best-
fitting model.

α 1.5
Ṁ 0.1 M⊕ Myr−1

Fi/F0 60
Star A6V
Dust See equation (4)

provides a way to constrain α, as a factor 3 smaller Ṁ (coming from
uncertainties on CO mass or from the CO photo dissociation time-
scale being longer than originally thought due to CO self shielding,
Matra et al., in preparation) would have the same effect as a factor 3
smaller α. Hence, for the lowest mass input rate, α could go as low
as 0.5 and still agree with observations. Fi/F0 could also be lower
if the C I spatial distribution is affected by the presence of planets.
Overall, taking into account the observational uncertainties and the
inherent model uncertainties, we estimate that α needs to be greater
than ∼0.1 in β Pic to explain all the observations.

3.6 Details of best-fit model

Fig. 9 provides a summary of the structure of the gas disc predicted
by our model in the case without extra oxygen coming from water.
The best-fit parameters are α = 1.5, Fi/F0 = 60 and an injection
rate equal to Ṁ0 = 0.1 M⊕ Myr−1 (see Table 2), which is the value
given by the ALMA CO observation (Dent et al. 2014).

Fig. 9(a) gives the spatial profile of C I in red, C II in black as
well as the oxygen density in yellow. The electron density is su-
perimposed on the C II density as all electrons come from the PI of
C I in our model. The C I density is smaller than that of C II when
R > 20 au due to the increasing ionization fraction with R. The O I

density is the sum of C I and C II as almost no oxygen gets ionized
and C/O = 1. In the case with extra oxygen coming from water, the
O I density shown on Fig. 9(a) should be multiplied by ∼2.5.

One of the specificities of the observed C II emission line is that
the velocity gradient is very steep and does not show broad wings
as would be expected from a naive accretion disc profile. Instead,
the C II density <80 au scales as R−1.15 (i.e. � ∝ nH ∝ R−0.15) as
can be seen on Fig. 9(a), which is shallower than the usual � ∝
R−1 assumed in other studies (e.g. Cataldi et al. 2014). This shallow
profile arises because of the decrease of ionization and increase in
temperature towards smaller radii. The reduced ionization fraction
in the inner regions (see Fig. 9c) is a consequence of the gas disc
becoming optically thicker to FUV radiation as the total C I density
increases (since C I absorbs the UV flux before it reaches the mid-
plane), which in turn reduces the amount of C II in the inner regions.
Thus, while Cataldi et al. (2014) concluded that the shape of the C II

line is inconsistent with an accretion disc profile, we find that the
profile from an accretion disc is a good fit to that observed.

The C II densities obtained with our best-fit model can be com-
pared to those derived from a previous simpler model. Fitting the C II

HIFI emission line with a series of four rings, Cataldi et al. (2014)
obtained a best fit to the total carbon mid-plane density (see their
table 3 and the large error bars associated). They obtained very high
ionization fractions (higher than 0.5) similar to that derived from
our model. The most reliable comparison is within their 30–150 au
annulus, where their error bars are smaller, where they find a density
of ∼100 cm−3, which is in good agreement with our best fit where
the density is equal to ∼110 cm−3 at ∼100 au. Our model extends
these values to a range of densities as a function of radius, giving

Table 3. Total gas mass for different species.

Element Best fit Best fit with extra hydrogen

C I 2 × 10−3 M⊕ 2 × 10−3 M⊕
C II 1.3 × 10−2 M⊕ 1.3 × 10−2 M⊕
O I 2 × 10−2 M⊕ 5 × 10−2 M⊕
H I ∼0 3.1 × 10−3 M⊕
H2O ∼0 2 × 10−9 M⊕

an electron and a C II density varying as R−1.15 when R < 100 au. It
then falls off quicker to reach 10 cm−3 at R ∼ 230 au.

Fig. 9(b) gives the temperature profile expected for the gas. From
10 to 20 au, the temperature scales as R−1/3 and then falls off as
R−0.8 up to 200 au before reaching a plateau at ∼20 K. This profile
can be explained by looking at the ionization profile, which shows
also three different regimes when <20 au, between 20 and 200 au
and when >200 au. The decrease in temperature is mainly due to
the ionization fraction becoming higher towards the outer region so
that cooling by C II increases. In the inner part, another complication
comes into play since the increased temperature means that O I also
contributes to the cooling reaching up to 40 per cent of the total
cooling rate.

The corresponding scale-height is given as a function of R on
Fig. 9(d). Here, also three regimes can be distinguished. Between
20 and 200 au, H/R is shallow and scales ∝ R0.1. A similar almost
linear variation of H with R was observed for Fe I with VLT and
gives an indication that the gas could be well mixed (Nilsson et al.
2012). However, H/R observed for Fe I is of the order of 0.2, which
is higher than expected by our model. This difference might imply
that the temperature of Fe is totally decoupled from the main gas
disc. In the inner region, as the temperature drops, H gets smaller,
and so does H/R reaching 0.028 at 10 au. Unfortunately, the regions
inwards of 40 au of the spatially resolved observation of Fe I are very
noisy due to the point spread function subtraction and a confident
H/R value could not be extracted here.

The electron density in β Pic is represented by the black line on
Fig. 9(a), and follows the C II density, since in the model all electrons
are found to come from the PI of carbon. Thus, the electron density
falls off as R−1.15. An alternative independent method to derive the
electron density involves using the ratio of CO J = 2−1 (Matrà
et al., in preparation) and CO J = 3−2 line fluxes, since this ratio is
set by the density of colliders. If these are assumed to be electrons,
the radial dependence of the electron density from our model agrees
with that derived using this alternative method within the error bars
of the observations (Matrà et al., in preparation). However, the
absolute electron density predicted by these two methods differs
by a factor ∼2, which could suggest that electrons are not the only
colliders with CO, and that C II and O I for instance could have an
impact on the overall CO excitation.

The cumulative masses of C I, C II and O I over the whole disc
are plotted on Fig. 9(e). The total mass observed for a given field
of view (FOV) or FWHM can be obtained by looking at the value
at which R roughly equals the maximum FOV, which can be useful
to compare to masses derived from observations. The total mass
over the whole gas disc of C I is 2 × 10−3 M⊕, 1.3 × 10−2 M⊕
for C II, and 2 × 10−2 M⊕ for O I (see Table 3). This should not
be compared directly to the millimetre dust mass of 6 × 10−2 M⊕
(Nilsson et al. 2009), since the bulk of C I is in the inner region,
and the dust mass is located mainly between 50 and 130 au. The
dependence of the dust-to-gas mass ratio is plotted on Fig. 9(f),
where we assumed a standard size distribution q = −3.5, from smin
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Figure 10. Synthesized ALMA (Cycle 3 in compact configuration)
moment-0 image for C I emission at 609 microns for our best-fit model. The
beam size is 0.84 arcsec × 0.83 arcsec and the total flux equals 12 Jy km s−1

(see the text for details).

= 5 μm (blow-out size) to smax = 1 mm and the optical depth profile
described in subsection 2.3.3.

We used the model to make predictions for ALMA observations
of C I. The setup is analogous to that employed for the ALMA
prediction in Cataldi et al. (2014), namely 1.24 h on-source time
spread between three pointings across the disc mid-plane (6 arc-
sec apart), in compact configuration, and standard weather condi-
tions for 492.16 GHz observations (0.472 mm precipitable water
vapour). We used the simobserve task within the CASA software ver-
sion 4.5.0 (McMullin et al. 2007) to produce the visibility data set,
then used the CLEAN algorithm (with natural weighting of the visi-
bilities) to produce a synthetic data cube with a final channel width
of 0.63 km s−1 and synthesized beam of 0.84 arcsec × 0.83 arcsec.
Fig. 10 shows the resulting spectrally integrated (i.e. moment-0)
image of the C I 3P1–3P0 emission from the disc for which the re-
covered integrated line flux is only slightly lower than predicted by
our model (12 as opposed to 13.5 Jy km s−1). Comparison with the
observed total flux and radial/vertical brightness distribution will
provide a strong test of the model predictions.

In subsection 3.4, we computed that to fit the O I Herschel line
requires an H/C ratio of ∼3. Thus, we can make predictions for
the total amount of hydrogen within the system. Fig. 11 shows the
derived density for hydrogen for our best-fit model, for which we
derive the total H I column density along the line of sight is ∼3 ×
1018 cm−2 (which may be observable as hydrogen absorption lines
in UV). We also derive the total H I mass to be 3.1 × 10−3 M⊕.

Another model prediction is that there should still be accretion
in β Pic at a rate which is roughly equal to the CO mass input
rate evaluated to be ∼1.4 × 1018 kg yr−1 (within a factor 2). This
value could be lower if β Pic b accretes some of the gas before
it reaches the star. However, this accretion rate assumes that only
CO contributes to the production of C and O, and so the accretion
rate could also be higher if some other molecules are produced at
the same time CO is released. Indeed, if H2O is also created, as
inferred in subsection 3.4 from the O I line, the accretion rate would
increase to ∼2.55 × 1018 kg yr−1. Usually, mid-A to mid-B type
stars are known to be X-ray dark but β Pic shows some weak X-
ray emission that could be coming from the thermal emission of a
cool corona or from some remnant accretion on to the star (Günther
et al. 2012). Hempel et al. (2005) estimates that an accretion rate

Figure 11. H I number density predicted for our best-fit model. The total
H I column density along the line of sight is ∼3 × 1018 cm−2.

between 2 × 1018 kg yr−1 and 2 × 1020 kg yr−1 can explain the
X-ray observation, which fits our model predictions.

3.7 Dust in β Pic

We use the dust density profile described in subsection 2.3.3 to
compute the effect of PEH on the temperature within the disc using
CLOUDY. When dust is added, we see no effects on the density profile
nor on the emission line predictions.

This can be explained in the following way. Using the definitions
of �PE and �ionC (photoelectric and PI heating rates) and the fact
that the photoelectric charging current per unit area on each dust
grain is equal to the thermal electron collection current (Zagorovsky
et al. 2010), one finds that to have �PE > �ionC requires that

τd > τcrit = HnC I〈Eion〉
√

2πkBT me

4tionC〈Edust〉seneeφ
, (5)

where nC I and ne are the C I and electron densities, respectively, me

is the electron mass, se ∼ 0.5 is the electron sticking coefficient,
〈Edust〉 is the mean energy imparted by the electrons to the gas (about
a few eV), 〈Eion〉 is the mean initial energy of the ejected electron
after a PI and tionC = nC I/RionC is the ionization time-scale. We also
assumed that eφ 
 kBT, φ being the charging potential of the grain,
as eφ is generally a few kBT�. This formula gives a good order of
magnitude for the amount of dust required for the PEH to be more
efficient than the PI heating.

All the values within equation (5) are given by our model so
that for a given R, one can work out the effect of PEH on the disc.
At R ∼ 120 au, where the dust density is maximum, H ∼ 5 au,
nC I ∼ 10 cm−3, ne ∼ 80 cm−3, T ∼ 40 K, tionC ∼ 2 yr and eφ ∼
8000 kB. 〈Edust〉, the energy gained for each electron ejected from
the dust grains is about a factor 2 greater than that ejected from C I

as the IP is higher than that needed to be ejected from the grain
(i.e. eφ + W, where W is the work function of the grains). The
result is that τ d > 10−2 is necessary for the photoelectric effect to
dominate over the PI of carbon. This value is never reached in β

Pic, and in debris discs in general, explaining why the inclusion of
photoelectric effect has no effects on our results.
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Figure 12. Dimensionless stopping time versus R for three different grain
sizes 0.1 (solid), 1 (dotted) and 10 microns (dashed). The thin solid line
shows when the stopping time equals 1.

Previous models had concluded that PEH was dominant in most
of the β Pic disc (Zagorovsky et al. 2010). However, the density of
carbon used in such models was a lot lower than now known to be
the case. Had we used the same densities as assumed in Zagorovsky
et al. (2010), we would also have concluded that PEH dominates PI
heating (as seen in their Fig. 1).

Although there is no thermal effect from the dust, gas could
have a dynamical effect on dust grains in these inner regions as
the gas density is rather high. To quantify this, we worked out the
dimensionless stopping time for our best-fit model. Fig. 12 shows
the stopping time as a function of R for three different grain sizes 0.1
(solid), 1 (dotted) and 10 microns (dashed). In β Pic, the blow-out
size due to radiation pressure is close to 5 microns. For the case
with extra oxygen coming from water, the stopping times shown
on Fig. 12 should be divided by a factor ∼3. One can see that the
grains need to be very small for the gas to brake them. Submicron
grains feel a drag from ∼200 au inwards. This means that the
grains produced in the main belt that are expected to be on unbound
trajectories (i.e. those below the blow-out limit) can instead become
coupled to the gas and be affected by gas drag so that they drift

inward instead of being ejected. However, bound grains just above
the blow-out limit should not be significantly affected by gas drag
even in the inner region.

The latest observations by GPI (Millar-Blanchaer et al. 2015)
show a dust density profile that falls off as R−0.85, with small grains
as close in as 23 au. Since the ALMA observations show that the
main belt is beyond ∼50 au, these small grains cannot be produced
in situ. The high gas density we predict and the resulting drag on
submicron grains may help to explain this observation. This may
also explain mid-IR observations which show material within 20 au
(Pantin, Lagage & Artymowicz 1997).

3.8 α model explained with MRI?

In Fig. 13 (left), we plot the Knudsen number Kn = λi, j/H for our
best-fit disc, where λi, j is the mean free path of element i with j. We
see that throughout most of the disc (where densities are higher than
10 cm−3), taking the mean free path between C+/C+ (solid line),
C+/C (dotted) or C/C (dashed), Kn < 1, and thus we conclude that
modelling this disc as a fluid should give an adequate description.

The value of the viscosity parameter that gives our best fit is
α ≈ 1.5 but if the spatial distribution of C I is affected by interactions
with the planet or if the input rate is higher than the value used in
our study (e.g. because of the inaccurate conversion of the CO flux
to a CO mass and the possibility that other molecules contribute to
the production of C, O or even H), it could be as low as 0.1 (see
subsection 3.5). This value is comparable to those found in highly
ionized accretion discs (e.g. dwarf novae in outburst; King et al.
2007) in which the magnetorotational instability is thought to be
operational. The condition for the ideal MRI to be operational is
usually taken to be that the magnetic Reynolds number ReM, given
by

ReM = csH

η
, (6)

where η is the magnetic diffusivity, exceeds some critical value
ReM(crit) [Fleming, Stone & Hawley (2000) or Martin et al. (2012)
suggest that ReM(crit) ≈ 104]. In Fig. 13 (right), we plot ReM against
radius for our best-fit accretion disc, which shows that the magnetic
Reynolds number exceeds this critical value by a large amount
throughout the disc. We conclude that the value of α that we obtain
is in line with the idea that the viscosity is provided by magnetohy-
drodynamic turbulence (MRI).

Figure 13. Left: Knudsen Kn number in β Pictoris for C+/C+ collisions (solid line), C+/C collisions (dashed), C/C collisions (dotted). Right: magnetic
Reynolds number ReM in β Pictoris (see equation 6).
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4 D ISCUSSION

This paper presents a new model for gas in debris discs. Previous
models had considered a static gas disc, whereas the model pre-
sented here couples its dynamical and thermal evolution, as well
as taking into account its optical thickness to ionizing radiation.
This allows for a better understanding of gas in debris discs. One
of the main outcomes is that the various observations of gas around
β Pic can be explained within the framework of a viscous evolu-
tion model. The model assumes that CO is produced from solid
bodies and quickly photodissociates into C and O that evolve vis-
cously. To explain the β Pic carbon and CO observations in a self-
consistent way, our gas model requires a CO mass input rate equal
to Ṁ ∼ 1.4 × 1018 kg, an α ∼ 1.5 for the viscous evolution and an
impinging UV flux Fi/F0 ∼ 60 times greater than the IRF.

The required value of Ṁ is consistent with the CO input rate
derived from observations (Dent et al. 2014).

The α value needed to fit the carbon observations is rather high.
We suggest that MRI is at work within this highly ionized medium,
which seems to agree with the high magnetic Reynolds number
that is found by our model. Hence, this work may provide the first
indirect measurement of α in a debris disc. We note that the α value
derived here is degenerate with Ṁ (as seen in subsection 3.2) so
that if Ṁ is smaller by a factor 3, α would go down to ∼0.5. This
value depends largely on the C I non-detection in our model and can
be refined when the C I flux is known. Due to the uncertainties on
C I and the uncertainties in our model, for now we put a lower limit
on α, which must be greater than 0.1. The high α value found in
our study is consistent with that inferred for dwarf novae and X-ray
outbursts, where discs are fully ionized, which suggest α values
ranging from 0.1 to 0.4 (King et al. 2007) and also with the value
of α = 1 ± 0.2 measured for the fully ionized disc in a Be star
(Carciofi et al. 2012). Note that the MRI conditions required to be
active can involve some complicated non-linear effects (and some
non-ideal MRI effects), a discussion of which exceeds the scope of
this paper (see Kral & Latter 2016, for more details).

We find that the overall UV flux (star+external radiation) im-
pinging on the gas disc required to explain the observations is of the
order of 60 times greater than the UV flux expected from the local
IRF. This is surprising, but β Pic is still young and seems very ac-
tive. Usually, mid-A to mid-B type stars are known to be X-ray dark
but β Pic shows some weak X-ray emission that could be coming
from the thermal emission of a cool corona (Günther et al. 2012).
Also, observations with FUSE in β Pic show the presence of highly
ionized elements such as C III (977 Å) and O VI (1032 Å) pointing
to the possible presence of an extended chromosphere or accretion
around β Pic (Deleuil et al. 2001). We recall that in protoplanetary
discs, the main ionization source is the X-rays produced in T Tauri
stars due to corona activity (Bai 2011). These X-rays are not present
around main-sequence stars but there could be some remnants in
the youngest systems (Rigliaco et al. 2015). Indeed, the flux of a
typical classical T Tauri star FUV radiation field at 1 au from the
central star is 107 times the IRF (France et al. 2014).

Also, the IRF impinging on the β Pic system is not well known.
The IRF consists of four components that are described in table A1
of Mathis et al. (1983) based on the well-observed spectrum of the
IRF in the solar neighbourhood. The close-by environment of β Pic
could be modelled to take account of the presence of nearby O and
B stars, but this represents an arduous task (e.g. Witt & Johnson
1973) and was not attempted in this study. The IRF can also differ
from that assumed in our model as the extinction curves of grains
in the Galaxy vary from one place to another (van Dishoeck 1994).

Another uncertainty comes from the stellar spectrum. Overall, β Pic
shows a very active environment, which translates as increasing the
ionizing flux from the star in our model or the value of Fi/F0. Having
a more active star than usual main-sequence A stars could explain
why we need such a high-radiation flux to fit the observations.

Previous work explaining the C II emission line observed towards
β Pic discarded the possibility of a viscous evolution because the
emission line shows a very steep velocity gradient implying an
absence of material in the inner region (Cataldi et al. 2014). We
showed that this is not the case as viscous evolution does not create
a continuous C II profile but rather one with a break resulting in
a lower amount of C II in the inner regions. Indeed, the continuum
optical thickness to ionizing radiation in the inner regions blocks PI,
which in turn lowers the ionization fraction and prevents C II from
accumulating too much in the inner regions (its radial profile scales
as R−1.15). Thus, in our model, viscous evolution naturally creates
the steep velocity gradient observed for the C II emission line.

5 SU M M A RY A N D C O N C L U S I O N S

We have developed a gas evolution model that couples the dynamics
of gas particles to their thermal state through a viscous evolution
that is modelled by an α prescription. Using a thermodynamical
self-consistent model, we are able to follow the evolution of the
gas from its production site to its steady state location. This gives
interesting insights on β Pic and on the magnetorotational instability
in general that can be summed up as follows.

(i) The model developed in this paper indicates that the dynam-
ical evolution of gas in β Pic is well represented through an α

model, where CO photodissociation produces C and O which diffuse
viscously.

(ii) The β Pic gas disc is well explained by a viscous evolution
with an α value greater than 0.1, a mass input rate of 0.1 M⊕ Myr−1

(as found by the ALMA CO observation) and a high-impinging UV
flux (see Table 2).

(iii) β Pic carbon observations are reproduced with our model
assuming that it comes from CO. This model also explains the
APEX non-detection of C I presented here and is in agreement with
the O I detection by Herschel and the electron density derived from
the CO J = 2−1 and J = 3−2 ratio.

(iv) We make predictions for the hydrogen content in the β Pic-
toris gas disc. We suggest that the H2O/CO ratio in the colliding
planetesimals is ∼1.5 (giving a predicted total H2O mass present in
the system of ∼2 × 10−9 M⊕) and that the total H I column density
along the line-of-sight is ∼3 × 1018 cm−2, with a total H I mass of
3.1 × 10−3 M⊕ (see Tables 3 and 4).

(v) The unexpected observed X-ray flux in β Pic may also be
explained with our model, which provides the right amount of ac-
cretion to explain the X-ray observation.

(vi) The ionization fraction of carbon is high in β Pic (>0.3).
The ionization fraction drops closer to the host star as the carbon

Table 4. Gas number density ratio when assuming extra
hydrogen in the disc.

H/C ∼3
In the gas disc O/C ∼2.5

O/H ∼1

In planetesimals H2O/CO 1.5
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density increases, which blocks more FUV flux from reaching the
mid-plane.

(vii) Due to the high ionization fraction and high Reynolds mag-
netic number throughout the disc, we suggest that the magnetoro-
tational instability is likely to be the physical mechanism that sets
the viscosity in the disc (Kral & Latter 2016).

(viii) We show that gas drag may be strong enough to affect the
small unbound dust grains in β Pic. This may help to explain the
presence of small grains in the inner regions of β Pic observed with
GPI or the mid-IR emission within 20 au.

(ix) PEH is never dominant throughout the whole gas disc com-
pared to PI of carbon. The conditions for when dust heating can
become important compared to carbon PI heating can be estimated
from equation (5).

Our model could be applied to other debris discs to make predictions
for C I, C II, O I, H I line fluxes and so assess their observability.
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