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Preliminaries

In order to keep this document as self-contained as possible we repeat the preliminaries from the main
text as well as the definitions for the iterated mean divergences and corresponding conditional entropies.
We define N to be the set of strictly positive integers. Let H be a Hilbert space; we denote the set
of linear operators on H by Z(H), the set of Hermitian operators on H by J#(H), the set of positive
semidefinite operators on H by &?(H) and the set of positive semidefinite operators with unit trace on H
by 2(H). All Hilbert spaces in this work are finite dimensional unless otherwise stated. Given a linear
map & : L(H1) — ZL(Ha), we say € is CPTP if it is completely positive and trace preserving. Given
two Hilbert spaces H and K we write HK as shorthand for H ® K. Given two operators A, B € Z(H)
we write A < B if B— A € &(H). The support of an operator A € Z(H), denoted supp(A), is the
orthogonal complement of its kernel, ker(A) = {x € H : Az = 0}. For A, B € .Z(H), we write A < B if
supp(A) C supp(B). For A € Z(H), A* denotes its adjoint and if A is nonsingular then A~! denotes its
inverse. If A is singular then A~! denotes the Moore-Penrose pseudo-inverse of A. We use the symbol
I to denote the identity operator. A collection of operators {Mq, ..., M,} forms an n-outcome POVM
on Hif > | M; =1 and M; € P(H) for all i = 1,...,n. Throughout this work we shall be interested
in classical systems that arise from measurements on some quantum system. To distinguish the classical
and quantum systems in this process we shall often write a single uppercase Roman character to denote
the classical system, e.g. A, and the denote the corresponding quantum system from which it is obtained
by Qa.
The geometric mean of two positive definite matrices A and B is defined as

A#B — A1/2(A_l/zBA_1/2)l/2A1/2. (1)

This definition can be extended to positive semidefinite matrices A, B as lim._,g A.#B. where X, =
X + el. The geometric mean has the property that if C' < D then A#C < A#D [1, Corollary 3.2.3].

Let o € (0,1)U(1,00), p € Z(H) and 0 € Z(H) with p < . The Petz-Rényi divergence [2] of order
« is defined as .

Da(pllo) = —— log Tr [p0 ] . (2)
The sandwiched Rényi divergence [3, 4] of order « is defined as
1 o e\ @

a_llogTr [((7127,00127) ] . (3)
In the limit o« — 1 both the Petz-Rényi divergence and the sandwiched Rényi divergence converge to the
Umegaki relative entropy [5]

Da(pllo) :=

D(pllo) == Tr[p(log p — log o)]. (4)
The geometric Rényi divergence [6] of order « is defined as
~ 1 _ B 11—«
Da(pllo) = — log Tr {pm (p YV2op 1/2) pl/z] : (5)



In the limit  — 1 the geometric Rényi divergence converges to the Belavkin-Staszewski relative entropy
Tr [plog(p*/?0~1p'/?)] [7]. The geometric Rényi divergence is the largest Rényi divergence satisfying
data-processing. The max divergence is defined as
Dinax(pllo) :=loginf{A > 0: p < Ao }. (6)
Finally, the measured Rényi divergence is defined as the largest classical divergence obtained from mea-
suring p and 0. For a € (1,00) this is formally defined as
1

Dy (pllo) == — log Sup > T [Mip)® Tr [Mio]' ™, (7)

where the supremum is taken over all POVMs {M;}. This divergence also admits the following variational
characterization [8]

DM(p|lo) = logiti% aTr [pwli} +(1-a)Trfow]. (8)

a—1

Given bipartite state pap € Z(AB) and a Rényi divergence D we define a corresponding conditional
entropy

H(A|B), = ~D(pas|la ® p5) (9)
and a corresponding optimized conditional entropy
H'(A|B), = sup —D(pag|lls®op). (10)
op€P(B)
The min-entropy is defined as
Hmin(AlB) = sup _Dmax(pAB”IA ®GB)~ (11)
ocB€P(B)
For the sequence oy := 1+ ﬁ for k € N, the iterated mean divergence of order ay, is defined as
1
Dy 9l10) i= —— 108 Qasy (o) (12
with
i+ Vv
Qay)(pllo) := max  a;Tr {p(ll)] —(ax — D)Tr[oZ]
Vi Vi, Z 2
st. Vi+V >0 (13)
I %! 1 Vs I Vg

where the optimization varies over V1,..., Vi € Z(H) and Z € Z(H). Additionally, we may assume that
Z < oand V; < o for each i € {1,2,...,k}. Furthermore, for a bipartite state psp the corresponding
optimized conditional entropy can be expressed as

1
H(T%)(A\B)p = mlog ank)(i)) (14)
where
1 _ Vi+VHN\™
Qay)(p) =  max (Tr {02
st. Tra ViV <1T
AV = o (15)
i+VvVi>0
I Vi I Vs I Vi_1
1% (VzJ;V;) >0 17 (VSJ;V;) =20 - Vk*fl (Vk;VI:) >0.



SDP implementation details

The NPA hierarchy

In this subsection we briefly describe how we can use NPA hierarchy to optimize polynomials of bounded
operators. For more details we refer the reader to the original paper [9]. Consider a Hilbert space H,
a collection of bounded operators on H, X = (Xi,...,X,) and a state |[¢)) € H. Call the elements in
the collection X letters, then a word consists of an arbitrary product of letters and their adjoints. The
length of a word is the number of letters in the product. We consider I to be the empty word and define
its length to be 0. Let Wy be the set of all words of length no larger than k. Now consider the matrix I'
whose elements are indexed by words in the set W and whose (W7, W5) element corresponds to

Cowy wyy = Tr [WIWa|ofe]]. (16)

It was shown in [9] that this matrix is PSD for all & € N. We refer to such a matrix as a certificate of
level k.

Now suppose we are given a conditional probability distribution p(a, b|z,y). We say p has a quantum
spatial realization if there exists a Hilbert space H, a state [¢)) € H and POVMs { M}, {Nyj,} with
[Myg)z, Nyjy] = 0 for all (a,b,x,y) such that p(a,blz,y) = Tr [MalmNb\y|¢X¢|]- The above construction
allows us to derive necessary conditions for a distribution to have a quantum spatial realization. That
is, we know if a quantum realization were to exist then for each k € N there exists a certificate of level
k. Thus, we can look for a positive semidefinite matrix I' indexed by words on length no larger than k
generated from the set {1} U {Mg,} U {Ny|,} which would be compatible with the distribution p. For
example, we know constraints such as

LMooy = Doy Mayo) = L0y Ny, 1) = P, 0]7,y) (17)

and
Lo =1 (18)

After imposing all such constraints, finding a completion of the matrix that is positive semidefinite is
an SDP and so can be computed efficiently. The authors of [9] also proved a converse statement: if for
each k € N there exists a certificate of level k then there exists a quantum realization of the probability
distribution.

This construction allows us to relax optimization problems of the form

max Tr [m(X)[e|] (19)

where m(X) is some Hermitian polynomial of bounded operators and the maximization is taken over all
Hilbert spaces H, all collections of bounded operators on that Hilbert space and all states |¢)) € H to
an SDP. We can add tracial constraints, e.g., Tr [n(X)|y)¢|] = ¢ for some polynomial n(X), and also
operator inequalities to the optimization (19). Given a Hermitian polynomial ¢(X) > 0, if we have a
quantum realization then the localizing matrix I'°° indexed by words in WW,; whose entries are given by

L way = Tr W7 q(X)Walihfa)] (20)

is also PSD. Therefore, for each operator inequality we add to (19) we can relax the optimization by
adding an additional localizing matrix.

Further constraints for H(g) (A|E)

The following proposition, taken from [10], provides a dilation theorem which can be used to simplify
some of our device-independent optimizations.

Proposition 1 (Proposition 1. [10]). Let n € N and let {V; : 1 < i < n} be a collection of bounded linear
operators on some Hilbert space H such that Y " | V;*V; < I. Then there exists a Hilbert space K, such
that H C K, and a collection of bounded linear operators {S; : 1 < i < n} on K satisfying



—_

. Si(H) C H for each i € {1,...,n}.
2. SZSJ* = 5ijIlC for each 1,] € {1, Ce ,TL}.

w

SO SES; < Ik

I

. PySi|ly =V, for each i € {1,...,n}.
where Py, is the projector onto the subspace H.

The proof of the above proposition, see [10], gives a construction of the operators S;. Briefly, it states
that we find can some (possibly infinite-dimensional) Hilbert space £ such that K = H @ £ and operators

S; of the form
Vi X
S; = (0 Yi> (21)

for some suitably chosen operators X; and Y;.
We now look to apply the this dilation theorem to improve convergence and efficiency of our device-

independent optimizations of H(Tak). Let us first describe how the above proposition can be used to im-

prove the optimization of H, (T2), afterwards we shall describe the general case. Recall that inf H (Tz) (AIE) =
-2 log(Q](DZI)) where

V, 4V
= s ST |0k Sl
VoA Mo Yo, [6X61,Q40 B 2
st > ViVa<lIg (22)

Vo+ V>0 for each a € A

where the optimization is over all joint Hilbert spaces Q4 F, all states |¢) € QaF, all POVMs {M,},
on Q4 and all collections of linear operators V, € Z(F). For the moment we will drop the operator
inequalities V, + V; > 0 from the optimization and later we shall discuss how to reinsert them. In
general this optimization would also be augmented with constraints on the local statistics generated by
the POVMs {M,} and likely would also include a second system Qp with further POVMs. However,
we deal with the simpler case here from which the general case follows readily. Furthermore, the SDP
relaxations of this problem [9] provide lower bounds on the optimization even when the Hilbert spaces
Q4 and FE are infinite dimensional.
Now consider a more restricted optimization

~ Sy + S;
Q) = sup W [(Ma ® ==t
{Sa}av{Ma}mW)(wLQA@E a
st Y SiS.<Ip (23)

SaSy = daplp  forall a,b e A

By Proposition 1, any feasible point of (22) can be transformed into a feasible point of (23) with the
same objective value. Indeed, the proposition states that we can find a larger Hilbert space £ = E @ B+,
Ve Xa

with operators of the form S, = (O Y,

) satisfying the constraints of (23). Moreover, we can use

Ig

an isometry W : £ — E to embed the state [y € Qa @ F in Q4 ® E, ie. W = (0
EBL

) . Defining



@X&\ = (I @W)|p)uw|(I ® W*) we see that the objective value remains unchanged,

ZTr{M o L5 0y - L 0,0 225w w0 W)

[ W*S,W + W*SxW
-y m|on e Sy o)

=50 | P

Thus we have @le) > Q?zl). However, as the optimizations range over all Hilbert spaces (assuming also
infinite dimensional) we have that any feasible point of (23) is trivially a feasible point of (22) and so
@](321) < Q](DQI). Therefore we conclude that (2) = ](321) and we can impose the additional restrictions
of (23) when we drop the constraints V,, + V. > 0.

Unfortunately, the dilation theorem does not immediately apply to the optimization that includes the
operator inequalities V, + V¥ > 0 as it need not hold that S, + S} > 0 if V, + V* > 0. One workaround
is to drop these constraints from the optimization, which is was what was done when computing the
rate plots from the main text. Alternatively, we can relax the constraint to a moment inequality as

Tr (Vo + VOOl 2 0 = Tr |(Sa + S5)l0fdl] = 0.

What remains is to consider how this dilation theorem may be used to impose additional constraints
on the other conditional entropies H (Tak). For simplicity, let us consider the case of ay = 4/3, for the
other aj the procedure remains the same. Recall that,

Vvla'i_vla*

Qs = sup > Tr {(Ma ® NED e
VisatadVa,ata{ Ma}ta [9X$1,.Qa®E
st Y Vi Vea < I (25)
Voo + V5,
Vlfavl,a < % for all a € A.

Following the previous construction we can define a larger Hilbert space E and some operators {S2.4}a
that play the role of {Va,} but satisfy the additional restriction of being coisometries with orthogonal
ranges. Unfortunately, we run mto similar problems to the ones that we faced with the operator inequal-
ities V,, + V* > 0 when dilating H(Q) If we embed {V1 .} and |[¢}3| using the isometry W as before, the

objective value remains unchanged but the constraints Vi", V1, < Yoot Voo 1yst be interpreted on the
subspace E. This is because Vy", V1 o < M = WV Vi JW* < m To see this note that
the left-hand-side of the second inequality has support only on the subspace E but the right-hand-side

may have support elsewhere and need not be positive semidefinite a priori.
Again, we can weaken this constraint from an operator inequality to a trace inequality

‘/2(1+ 2a

Te [V Vial)ol] < Tr [ wxw@ (26)

For this weaker constraint, its dilated counterpart Tr {WVl*aVlaVV*hZ)(zm} < Tr [Sz 2t 55

[0Xl| does
hold true as Tr [Sga‘{ﬁ\x{ﬂ\q = Tr Va4 |¢)9|]. However, after numerical testing we found that this weaker

constraint often lead to much weaker results and so for all of the numerical examples we decided not to
add any additional constraints to the optimizations of H (T4 /3)"

Sufficient relaxation level to observe ordering

We know for a given cg-state pag that HT (A|E) > H(T - )(A|E) > Hpin(A|E). However, when

we perform device-independent optlmlzatlons of these quantities we relax the optimization problem to



a semidefinite program via the NPA hierarchy [9]. For a given level of relaxation, the corresponding
relaxed problems need not always satisfy this ordering. However, it is possible to find a sufficient level of
relaxation such that the ordering holds.

For example, consider the commuting operator version of the min-entropy problem

— log max Z Tr [M We |1 )a|]

s.t. ZWa <

Wye>0 for all a € A (27)
S -1
a

M, >0 forallac A
[Mo, Wp] =0 forall a,b e A

and the corresponding problem for H (TQ)(A|E)

Vo 4V
—2log maxz Tr {MQG;GWXQM

st > ViV <T

V,+V*>0 forallae A (28)

M, >0 forallaec A
[M,, Vb(*)] =0 for all a,b € A.

By applying an appropriate Naimark dilation to the Hilbert space we may assume that {M,} forms
a projective measurement. Note that we could also make this assumption for {W,}. However, to then
establish ordering we would have to include the additional constraints that were introduced in the previous
section. For simplicity we do not consider this but the strategy for enforcing an ordering works in the

same manner.
We know from the main text that for an explicit state pag, H(T2)(A\E) and Hy,in (A|E) are related by

the Cauchy-Schwarz inequality

1 . .

ST (M (Ve + VI l) < Tr (Mo Vr Vi)' (20)
Now consider a certificate I" of (28) which has the monomials {M,, M,V,}, in its indexing set. Then as
I' > 0, for each a the submatrix

M MV,

M, (mMaﬁ/)xwu ] ) (30)
MV \Te MLV T MV Vo]

is positive semidefinite. Summing over a, the fact that each submatrix is PSD implies

> Tr [Ma|vel] 32, Tr[MaVa|y (o]
<ZGTY[MaV;wxw] ZaTr[MaV;Vawxwll)zO' (31)



By Lemma 2 and the fact that )" Tr[M,|¢)}?|] = 1 this implies that

Zn [MoV Valthfol] > ZTr (ML VX)) ZTr IAAT )
(32)
= ZTf [MaValwfwl))?

which is exactly the Cauchy-Schwarz relation. The final line follows from the fact that if ' is a real
symmetric matrix, which we can assume as if I" is a certificate then so is (I' +T')/2 (where T denotes the
entrywise complex conjugate of T'), then Tr [M,V,|[vXv|] = Tr [M, V. |¢))+|]. Thus, optimizing over such
certificates we will always have

1/2
ZTr[ V”w}xw} (ZTr[MaVa*VszDI]) . (33)

Now suppose I'; is a certificate for (27) and I'y is a certificate for (28) which implies the Cauchy-
Schwarz relation above. Then if for each monomial of the form X W, in the indexing set of I'y we add a
corresponding monomial XV *V, to the indexing set of I's we will always have

Vo + V)

1/2
max 3T [M |wxw|} < max (Z T M,V Vi |wxw|]>

I
a

12 (34)
< max (Z Tr [M, W, |¢)(¢|]> .

For example, when computing the plots from the main text we relaxed the Hp;, computations to the
second level of the hierarchy. Then a sufficient relaxation for the H T2 computations is the second level of
the hierarchy together with monomials { M, Vo Veta,e,e U{ Ny Vi Ve to,y,e where { Mg, }q,2 are operators
representing Alice’s measurements and {Nb‘y}b 4 are operators representing Bob’s measurements.

Let us now consider the case of H, (1/3)(A|E) from which the general case of H(, T o (A[E) follows readily.
For this optimization we have additional operator inequalities

Vaa+ Vs,

Vf:avl,a S 9

(35)
for each a € A. Operator inequalities are imposed within the NPA hierarchy via localizing matrices
(cf. (20)). That is, we take a collection of monomials Wi, = {X7,... X} indexing a localizing matrix
r'le¢ > 0 whose (X;, X;) entry corresponds to

V a + V* *
Tx {X: (222 - Vl,avl,a) Xﬂwxw@ : (36)

for each X;,X; € W. If the monomials {M,} corresponding to Alice’s measurement operators are
included in this localizing set Wi then I''°® > 0 enforces that

V27a + V*a %
a0 = T [ Mo (224522 = VWi ) ool 20 (37)

Vs a+V2

By linearity of the trace this implies that Tr [M < |1/)X1/1|} > Tr [Mavl*,avl,a|1/’x7/’|]~ As in the

above example for H (A|E) if we add enough monomlals to the indexing set of the certificate I' we can
enforce Cauchy—Schwarz relations (cf. (32)). The Cauchy-Schwarz relation allows us to conclude that

1/2
ST o, }) (39)

V1a+V1a

|¢X¢|} < max (Z Tr [Mo Vi Vi



and if we have sufficient monomials indexing the localizing matrices we can further conclude that

1/2 1/2
mlgx <Z Tr [Mavl*,avl,dewH) < max (Z Tr |: 2 < |¢X¢|}> (39)

which is the objective function for H (A|E) Note that we can move the max inside the exponentiation

as t — t'/? is monotonic. Furthermore the exponent can be taken outblde of the logarithm to cancel with
the extra multiplicative factor of 2 that H! (4/3) has. For general H! (o) this procedure can be repeated,
including enough monomials in the certificate to enforce all of the Cauchy-Schwarz relations and for each
operator inequality adding enough monomials to its corresponding localizing matrix to enforce the tracial
inequalities of the form (37).

Remark 1. It is important that all necessary monomials are included. For example, it is common when
certain variables in the optimization form a n-outcome POVM to remove one of them from the indexing
set, e.g., defining the final element as I — My — My —- - - — M,,_1. However, if this is done for the {M,} that
appear in the objective function of H(Tak)(A|E) then this will result in suboptimal rates as the relevant
Cauchy-Schwarz relations will not be imposed.

From SDPs to min-tradeoff functions

As noted in the main text, solutions to our device-independent optimizations may be combined with the
entropy accumulation theorem [11, 12] in order to prove security of the respective device-independent
protocols [13, 14]. The entropy accumulation theorem specifies that, under reasonable assumptions, the
total smooth min-entropy of a large system can be lower bounded by the total von Neumann entropy of
its subsystems minus some correction term that scales sublinearly in the number of subsystems, i.e.

AYBY | XTY'E) > ZH(AiBz‘\XiYiE) - O(vn), (40)

i=1

m1n (

where F|* = F1Fy ... F,. The total smooth min-entropy characterizes the number of random uniform
bits that can be extracted from AT B] and so operationally corresponds to the length of the raw secret
key for QKD (before losses due to error correction are taken into account) or the amount of gross uniform
randomness acquired in randomness expansion. In order to use the entropy accumulation theorem to
prove security of the protocol, one is required to construct min-tradeoff functions. Recall that these are
functions which lower bound the quantities H(A;B;|X;Y;F) in terms of some expected values of some
statistical test C' : ABXY — C, e.g. an expected Bell-inequality violation. In the following we will show
how it is possible to extract min-tradeoff functions directly from the solutions to our device-independent
optimizations.
Suppose we have a primal SDP of the following form

p*(b) := s;p Tr [C X]

st. Tr[F;X]>b; foralli=1,...r (41)
X>0
where C, FY, ..., F, are real symmetric matrices and b; € R. In the context with which we are concerned

X would correspond to a moment matrix of the NPA hierarchy and the inequality constraints impose the
various constraints of the relaxation as well as the statistical constraints, e.g. a Bell-inequality violation.
Note that we can impose equality constraints via two inequality constraints, i.e. ¢ > b and —a > —b
together imply a = b. We chose to use the primal form with inequality constraints as this is how we
implemented the SDPs, a similar computation could be done for an SDP with equality constraints.



The dual of this optimization problem can be expressed as

d*(b) == inf Y Nib,

<0
st. C=Y NF-Y <0 (42)
Y <.
Both the primal and the dual programs are parameterized by the constraint vector b = (by,...,b.). We

will now show that we can use any feasible point of the dual program parameterized by b to bound the
optimal solution to the primal program parameterized by some other constraint vector b € R”. Let (A,Y)

be a feasible point of (42) when parameterized by the constraint vector b and let X be a feasible point
of (41) when parameterized by the constraint vector b. Then we have

0>Tr|(C—> MNF-Y)X

> Ty 0)?} S AT [F)?} (43)

i
Z Tr _C)?i| - Z)\lih

Thus, taking the supremum over all feasible X we have Do b > p*(b).

In the context of our device-independent optimizations we only need to vary certain parts of the
constraint vector, i.e. the parts that correspond to the values of the statistical test. Therefore we can
order the constraint vector such that it partitions into two smaller constraint vectors bgx and by, which
are the fixed and varying parts of the full constraint vector respectively. We can also then partition the
dual solution vector A = (Afix, Avar) in the same way. Writing o = Ay - bix we have that the dual solution

provides us with an affine function g(b) := a + Avar - byar Which is always an upper bound on the primal

program, g(b) > p*(b).

Let us return to the task of constructing min-tradeoff functions. Recall that a statistical test is some
function C' : ABXY — C. Given a distribution ¢ : C — [0, 1], we say a strategy (Qa, @p, E, [¢), {Ma5}, {Nojy })
is compatible with the statistics ¢ if for all ¢ € C we have

> p(z,y)p(a, blz,y) = q(c), (44)

abxy:C(a,b,z,y)=c

where p is some probability distribution on X'Y. Then a function f : P(C) — R is a global min-tradeoff
function for the statistical test C if it satisfies

fl¢) < inf H(AB|XYE) (45)
Zo(q)

where the infimum is taken over all post-measurement states of all finite-dimensional strategies that are
compatible with statistics ¢. Similarly, we call f a local min-tradeoff function if f(q) <infy, () H(A|XE).

Let pipa(q) be the optimal solution to an NPA relaxation of Q?Ofk) (see (22) and (28)) with additional
constraints of the form

£ ) )T (Mo © Ny @ Ip)[0)el] = +q(e). (46)
abzy:C(a,b,z,y)=c



Then for any k € N and some fixed (9, yo) € XY we have

inf H(AB|XYE) > inf p(xo,y0)H(AB|X = z0,Y = yo, E)
Te(a) Zela)
ay

)1 —ag

_ : DI
= (o, Yo) Zlél(fq log Q(a,)

> w(zo,yo) log ppa(q)

Qg
1-— (677
Ak

> /i(fo,yo)l log(a+ A - q).

— ay,
That is, we can lower bound the von Neumann entropy with an iterated means entropy, solve the relaxed
optimization of the iterated means entropy and then extract from the dual solution a lower bounding
functional. Many device-independent protocols use a spot-checking procedure wherein the statistical
test is performed infrequently and with high probability some fixed inputs (xg,yo) are input to the
devices. Hence the probability u(zo, yo) will be close to one. In applications of the EAT the min-tradeoff
functions are restricted to be affine functions of the statistics. However, as —log(a + A - ¢) is a convex
function of ¢ and so one can derive an affine lower bound by taking a first order Taylor expansion of
w(zo,yo) 13&, log(aw+ A+ ¢q). The resulting function can then be used directly with the EAT. For example,
we could repeat the analysis of [15], which gave security proofs for randomness expansion using min-
tradeoff functions derived from the min-entropy program, using our iterated means entropies. Given the
comparisons between the iterated mean entropies and the min-entropy presented in the main text, redoing
the security proofs in [15] with the iterated mean entropies would likely give substantial improvements
on the finite round rates. For DI-QKD protocols one could look to adapt the analysis of [14], replacing
the tradeoff function derived for the CHSH game [16] with tradeoff functions derived from our SDPs.

Additional plots

Results for the bounds on local randomness for 2-input 2-output devices constrained by their full condi-
tional distribution are presented in Figure 1. As explained in the main text, for each detection efficiency
we allow ourselves to optimize over some class of two-qubit systems to find a conditional distribution
that maximizes the rate. We see a large difference between H(T2) (A|E) and Hpin(A|E). However, like
in the corresponding plot for global randomness presented in the main document, we see a negligible
improvement on the randomness certified when comparing H (T4 /3)(A|E) and H (TQ) (A|E). Comparing with
the analytical bound from [16] and the TSGPL bound from [17], we found our bounds are almost every-
where lower. An exception to this is in the regime of high detection efficiencies where our lower bounds
converge to the optimum value of one and so surpass the TSGPL bound.

Another interesting comparison is to see whether H (Tak) (A|E) converges to H(A|E) when the devices
are constrained only by a CHSH score. In this case we know tight analytical bounds on both H(A|E) [16]
and Hyin(A|E) [19]. In Figure 2 we include an additional plot that compares lower bounds the local
randomness as measured by H(A|E), H (TS 7 (A|E) and Hpin(A|E). Unfortunately, we find in this scenario
that our technique gives only a negligible improvement over Hy,;, for the entropies in the family which
we could compute.

We suspect that this lack of improvement may be related to evidence that both the Petz Fl (A|E)
and geometric ﬁg(A|E) may converge slowly in this scenario. For example, we know that FQ(A|E)
should converge to H(A|FE) as a — 1. However, we can show that when the devices are constrained by
an expected CHSH score that infﬁg(A|E) = inf Hppin(A|E). We provide a proof of these statements in
Lemma 1 and Corollary 1. It is also known that for the sandwiched entropies we have inf ﬁ% (A|E) =

inf Hyin(A|E) [20]. The fact that these entropies provide no improvement at all over Hp,(A|E) is
consistent with the results we see in Figure 2.

10



1 i
—_— gt
H(T4/3)(A|E)
08 | HplE)
Hyin(A|E)
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06l | — H(A|E) TSGPL bound |
=
0.4 .
0.2 .
O | | | |
0.7 0.75 0.8 0.85 0.9 0.95 1

Detection efficiency (n)

Figure 1: Local randomness vs. detection efficiency (1) in the 2222-scenario. We compare
lower bounds on different measures of the global randomness produced by 2-input 2-output devices that
have some fixed detection efficiency n € [0.7,1]. The curves for H(T4/3)(A|E), H(T2)(A|E) and Huy,in(A|E)
were computed numerically, the red curve representing inf H(A|E) was computed using the analytical
expression from [16] and the TSGPL bound uses data from the authors of [17]. The red curve (analytic)
was computed by maximizing the CHSH score over two-qubit systems with a fixed 7. All other curves
constrained the devices to satisfy some fixed probability distribution. For the TSGPL bound this dis-
tribution was chosen by maximizing the CHSH score for a fixed 1. For the remainder of the curves we
optimized our choice of distribution using the method of [18].
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Figure 2: Local randomness vs. expected CHSH score. The curve of H(T8/7) (A|E) was computed

numerically, the red curve representing inf H(A|E) was computed using the analytical expression from [16]
and the curve representing inf H,;,(A|E) was computed using the analytical expression from [19].

Proof of Proposition 2

For ease of reading recall that the iterated mean divergences are defined, for K € N and o, = 1+ ﬁ as

1
D(ay)(pllo) == po— log Qo) (pllo) (48)
where
i+ V&
Qa(pllo) == max oy Tr [p‘ R >] (o - )Tx [07]
Vi, Vi, Z 2
st. Vi+V>0 (49)
I %1 1 Vs IV
“ | > “ | > > 0.
(‘/1* (V2+2V2 )) — O (‘/2* (V3+2V3 )) — 0 (Vk:* Z) - O

Before we begin the proof of the proposition we make an observation that we can assume the support
of all operators within the optimization is contained within the support of o, i.e., 0 > Z and o > V; for
all 1 <4 < k. To see this consider the decomposition of the Hilbert space as H = supp(c) @ supp(o)*.
With respect to this decomposition we may write the operators in block matrix form as

o= ("5 0) o= (5" 0) = waw)e 2= (26 i) @

With this form the objective function may be written as

V1(0,0) + Vi*(0,0)
2

aTr {p(O, 0) } — (1 = ag)Tr[o(0,0)Z(0,0)] (51)

and so only depends on the restriction of the operators to the subspace supp(c). Now the positive-

semidefinite constraints in (49) may be rewritten as V;*V; < % for1<i<k—1land V)V, < Z.

12



By direct computation we find that

R o Vi 070)+Vi* (an * * *
ml;VZH v ( OOV OOy (0, 0)V4(0,0) — Vi (1,0)Vi*(1,0) *> (52)
*k *

and so
Vi+1(0,0)+V;",(0,0)

Vi1 +Vi, Vi41(0,0)+V% 1 (0,0)
2 2

-V, >0 = — V*(0,0)V;(0,0) — V;*(1,0)V;(1,0) > 0 =
5 — V;*(0,0)V;(0,0) > 0. The final implication holds because V;*(1,0)V;(1,0) > 0.
Similarly, for the positive semidefinite constraint involving Z we find Z > V)V, = Z(0,0) >
Vi#(0,0)V%(0,0). Finally Vi + V" > 0 = V4(0,0) + V{*(0,0) > 0. Thus, denoting the projec-
tor onto the subspace supp(c) by II, we have that for any feasible point (Vi,...,V%,Z), the point
(TIVA I, ... , TIV,IT, TIZT) is also feasible, obtains the same objective value and all operators have their
support contained in supp(c). We therefore assume henceforth that all operators in the optimization
have their support contained within supp(o).

Proposition 2. Let p € 2(H), 0 € #(H) and k € N. Then the following all hold:

1. (Rescaling)

_ (Vi + Vi)™
Qo (pllo) =, o ([
st. TrjoZ]=1
Vl + Vl* Z 0
I 1 I Vs IV
<V1* <v2+2v;>> 20 (‘/2 %;V;)) =0 (Vk* Z) =0
(53)
2. (Dual formulations) We have
L&
_ : k—i ,
Qanlpllo)=, — min o5 ;2 Tr[A,]
s.t. Cl Z 14 (54)
A O Ay Oy A, C
(@ a)zo (& &)=~ (& 9)=0
Or also
Quap(plle) =~ min ~  Trid]
st. Tr[A;] =Tr[As] = = Tr[A]
Ci>p (55)
A Gy Ay O A C
<01 02> =0 (02 03) 20 - (Ck o) =0
Finally and eponymously
Qo (pllo) = min Tr[A]
st Tr[A;] = Tr[Ag] = --- = Tr[4y] (56)
p < L#(Ao# (.. #(Ar#o)...)).
3. (Submultiplicativity) Let py € 2(H1), 01 € P(H1), p2 € P(Hz2) and o2 € P(Hsz). Then,
Diay) (1 ® pallor @ 02) < D(a)(p1llo1) + Diay)(p2llo2) - (57)

13



4. (Relation to other Rényi divergences)
DY (pllo) < Day (pllo) < Diay)(pllo) < Day(pllo) (58)
5. (Decreasing in k) For all k > 2,
Do) (pllo) < Dia,_1(pllo). (59)

6. (Data processing) Let K be another Hilbert space and let £ : Z(H) — Z(K) be a CPTP map,
then

Diay)(pllo) = D, (E(p)IE(0)). (60)

7. (Reduction to classical divergence) If [p, o] = 0 then

Dy (pllr) = = log Tr [ ~4]. (61)
Proof
Property 1. Rescaling

A B A (B . .
> >

For any 8 > 0 we have <B* C) >0 <= <BB* 520) > 0. It follows then that for any feasible point
(Vi,..., Vi, Z) of (49), (BV4,BVa, ..., % "Vi,3%" Z) is another feasible point. This new feasible point
has an objective value oy STr [p%} — (g — 1)52kTr [0Z]. We may also assume that Tr [p(VLQVH} >

0 and Tr[oZ] > 0 by the following argument. As V; +V;* > 0 we have Tr [p(V; + V;*)] > 0. Furthermore,
as Z > 0 and Z < o we have Tr[0cZ] = 0 <= Z = 0. However if Z = 0 then it follows from the
other constraints that we must also have V; = Vo = ... = V;, = 0 and in turn the objective value is
trivially 0. We also have that for any ¢ > 0, the point (cI,2¢2I,...,22" " =1¢2" "1 22" =1£2" ) is feasible
with an objective value aycTr [p] — (o — 1)22k_102kTr [c]. Rearranging we find that we have a strictly

1
positive objective value when we choose ¢ < (21’2’6%%)2’”1. Thus the choice of Z = 0 is always

suboptimal and we may also assume that Tr[ocZ] > 0. So with Tr [p%} >0 and Tr[cZ] > 0 we

may maximize over the choice of 5 > 0 and we find a unique maximum occurring at

1
(Vi+Vy") 2k —1
o T

= %(ay—1) Tr[oZ] ‘ (62)

For this choice of 8 the objective function simplifies to
7 Ok
Tr { pUitY: )}

; (63)
Tr [0 Z]2F 1

Note that after this rewriting, rescaling the operators as before with some 8 > 0 does not change the
objective value. Thus, we are free to rescale the operators so that Tr[0Z] = 1. Therefore we can rewrite
the optimization as

(V1+Vl*)]‘”°

Qany(pllo) = max Tr {p 5

.....

st. TrjeZ] =1

4
Vi VF >0 (64)
1 \%1 1 Vs I W
X > . > > 0.
(v wiin)zo (i win)2o = (7)o

14



Property 2a. Dual form (a)
We start by establishing the following dual form, which is not included in the statement for brevity:

k
Qaw(pllo) =, min ;Tr [A
st. Ci>p (65)
A FG A, & A, &
> 2 | > 2 > 0.
(s, )20 (2 d)=0 G o) =P

Introducing the dual variables Ai Bi
Bi Ci+1

the dual variable Cy for the constraint Vi + V;* > 0 we can write the Lagrangian of the problem (49) as

) for 1 < i < k for the positive-semidefinite constraints and

Vi+W)
2
+ Tr[Ay + BiVi + BiVi + Co(Va + V5') /2] + -+ - 4+ Tr [Ag + Be Vi + BjVi + Cry1 Z]

L = aiTr [p } —(ax — DTr[oZ] + T (Vi + V)]

—ZTr J4+ T [Vi(%p+Cr+ BY) + Vi (%p+Cr+ B)] 4+ Tr [Vi(3Ck + B;) + Vil (ACr + By)]
+TI‘[ (kaH—(ak—l)U)]

= ZI&« | +2% (Tr [Vi(%p+ Cr+ BY)]) + -+ 2% (Tr [Vi(3Ck + By)]) + Tr [Z(3Chq1 — (o — 1)0)]

(66)
where for the third equality we used the identity Tr [X + X*] = 22(Tr [X]). Now if we take a maximiza-
tion over the variables Vi,..., V4 and Z, we find that the Lagrangian is finite only if Cy + %p + B = 0,
B, = — CZ 1 for 2 < 1 < k and Cp = (o — 1)o. Note that the condition Cy + %*p + Bf = 0 can be
rewrltten as —By > %p as C; does not appear elsewhere. We relabel —Bj to <+ C’l Also, note that it

follows from Lemma 2 that (_A _B> >0 «— (A B> > 0. Therefore we can write the dual

B* C B* C
problem as
k
Qe (pllo) =, min Z;Tr [44]
st. Ci1>p (67)
A1 %Cl A2 02 Ak S
o >0 >0 e 2 >0.
<2"Cl CQ - % 03 % (ak — ].)U -
It remains to show that we have strong duality. In order to show this we observe that for any ¢ > 0 the
assignment Vi = cI, Vo = 2¢21, ..., Vi, = 22" =1c2" 7' and Z = 22" ~1c2" T constitutes a strictly feasible

C Cerl

o1
point of the primal program. In the dual problem, for 2 < ¢ < k — 1 the constraints ( Ai Cl) >0
have a strictly feasible assignment C; = Cjy1 = 2I and A; = I for any ¢ > 1. Then the assignment

A = c% and Cy7 = 27 satisfies the first positive semidefinite constraint and C; > p strictly. Now
recall that we may assume that we work in the subspace supp(c) and so we have o > 0. Therefore,
the assignment Ay = ﬁo’l satisfies the final constraint strictly. As we have demonstrated strictly
feasible points to both the primal and the dual problems, it follows that we have strong duality.
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Property 2b. Dual form (b)
Firstly, note that it follows from Lemma 2 that for any 8 > 0 we have ( Bg* 55 ) >0 <=

1A B
(ﬁ 1 ) > 0. Then we can rewrite the block matrix constraints of the dual problem (67) as

B
24 o 44 Al0 2" A 210

o ') >0 <ak 2 a2 2>>0 ar ka2 ) S g0 (68
(Cl 0102)_ aikécé %03 - %%Ck z—lak—l)a - (68)

Making the change of variables g,- = Z—LA,- and @- = 2701 for 2 < i < k, we find that the dual
program (67) is equivalent to

k
i 1 k—i _
a Ao 7 22 A
A G Az o A Ck
<01 Cz>20 (cg 03>20 (Ck U)zo,

where we also used the fact that the coefficient of o simplifies as i—’;(ak -1 =1
Property 2c. Dual form (c)
We now derive the third dual form from the second dual form (69). Firstly, let 44 > 0 and note that it

follows from Lemma 2 that for any feasible point (41, ..., Ag,C1,...,Ck) of (69),
(71A17%12A2;A37~"5Ak501a%027"'5016) (70)

1/3
is also a feasible point. By setting v; = (%%‘2?%) we have Tr [y, 4] = Tr [%AQ}. Furthermore, we
have for this choice of ; that

OTr [y1A;] + Tr [%AJ Ty (AL Ty (4] o
S 2Tr [Al] + Tr [AQ] s
where the second line follows from the arithmetic-geometric mean inequality. This shows that for any
feasible point we can transform it to another feasible point such that Tr [A;] = Tr[A3] and the objective
value does not increase under the transformation.

We shall now demonstrate that we can inductively transform any feasible point into another such that
the objective value does not increase and the transformed point satisfies Tr [A;] = Tr[Ag] = - - - = Tr [A].
Suppose we have a feasible point (A1, ... A, Cy,...,Ck) such that Tr[A;] = Tr[As] = -+ = Tr[A;_4]
for some 2 < ¢ < k. Then by Lemma 2 the point

(’YiA177iA2a s 7FYiAi—1’rY7j_2(21_1)Ai’ Ai+17 ) Aka 01777;_102a’7i_3037 s aV;(Ql_l)Civ Ci-i-lv RS Ck)
(72)

N A i
is also feasible. By setting v; = (:g[[ﬁl]]) 2T e get Tr[y;A;] = Tr [7;2(2 71)AZ}. Furthermore, for

this choice of ; we have
2'Tr [v; A1) + 2" " Tr [, Ag] + -+ 4 2Tr [y; Aiq] + Tr {%—72(2@71)&} =2(2' = )Tr [y A1) + Tr [%—72(2171)141}
= (271~ 1) Tr[A)] T Ty 4] T
< 2(2" — 1)Tr [Ay] + Tr [A;]
]

= 2'Tr [Ay] + 271 Tr [Ag] + - -- + Tr [4)],
(73)
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where on the first line we used Tr[A;] = Tr[Az] = --- = Tr[A;_1], the second line we substituted in
our choice of 7; and the third line is another application of the arithmetic-geometric mean inequality.
This shows that the objective value of the transformed point is no larger than that of the original
point. It then follows by induction that we can transform any feasible point of (69) into one which

satisfies Tr [A;] = Tr[As] = --- = Tr[A;] without increasing the objective value. Finally, noting that
s 0 2P Tr [A;] = Tr [A;] we find that we can rewrite (69) as
min Tr[A44]
Ay, Ag,C,...,C
sit. Tr[A;] =Tr[As] = - = Tr[A]
Ci=zp (74)
A Oy Ay Oy A, C
> > >
@ a)=r (@ &)= (@ %)=

Property 2d. Dual form (d) We derive the final dual form from the third dual form (74) — an alter-
native dual form could be derived by starting at (69). Consider any feasible point (A, ... Ak, C1,...Ck)
of (74). By Lemma 3 we know that

A G

Therefore the block matrix constraints of (74) imply the operator inequalities
Cl S Al#CQ 02 S AQ#Cg N C]g S Ak#O’. (76)

Using the fact that if C < D then A#C < A#D, we can combine these inequalities together with p < C
to conclude that any feasible point of (74) is also a feasible point of the optimization problem

min  Tr[A,]

Lyeos Ak
st Tr[Ay] = Tr[Ag] = - = Tr[A] (77)
p < A#(Asd (... #(Arto)..).
Moreover, the objective value remains unchanged. Now consider a feasible point (Aj,... Ag) of (77). As

(AﬁB A§B> > 0 it follows that by choosing C; = A;#A;4+1 ... #Ax#0 for each i = 1,...,k that

(Ay,..., A, C1,...,C%) is a feasible point of (74) with the same objective value. Therefore (74) and (77)
are equal.

Property 3. Submultiplicativity
Let (Ay,...,A,C1,...,Ck) be the optimal point of the optimization (74) for the parameter pair (p, o)

~ ~

and let (A4i,...,A,C1,...,Ck) be the optimal point of (74) for the parameter pair (p,5). Then
(A ® Ay,..., Ak ® A, C1 @ C1,...,Cr ® Cy) is a feasible point of (74) for the pair (p ® p,o ® 7).
Moreover, we then have

Qe (0 pllr ©7) < Tr [Ar @ 4]
= Tr[A;] Tr [1’4\1] (78)

= Qo) (Pl0)Q(ay) (P11T),
and s0 D4, (p ® pllo ®7) < D(a,)(pllo) + Day) (p110).

Property 4. Relation to other Rényi divergences
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Recall that D (p|lo) = — logmaxyso apTr [pw] + (1 — ay)Tr {oka}. Any w > 0 defines a feasi-

Oékfl

k

ble choice V; = w® ' and Z = w?". This gives us immediately Doy (pllo) = DX (pllo). Then by
submultiplicativity, for any integer n > 1,

1 n n
Diay)(pllo) = —D(ay) (0" 0°")

1 (79)

v

3|
>
=

(2" lo®") .

ag
Taking the limit as n — oo, we get the sandwiched Rényi divergence and so D4, )(pllo) > Da, (pllo) [21].

Property 5. Decreasing in &
To show the fact that D,,) is decreasing in k, we write using the Cauchy-Schwarz inequality and the
fact that Tr[p] = 1,

Diay(pllo) = 2*1og max T [o(Vi + V)2

Vi, Vi,
< 2k *
< 2¥log , max Tr [pVi V1]
o : (30)
<2%log  max \/Tr [p(V2 +V5) /2]

=2""og max Tr[p(Va+Vy)/2]

Va,oo Vi,
= D(a,_y)(pllo)
where the third line follows from the operator inequality constraint V*V; < VQJFTV"’*

Property 6. Data processing
Let €' be the adjoint channel of some CPTP map £ : .Z(A) — Z(B). Note that £ is unital and
completely positive. Now consider the optimization

(opewasem)

q¢ = max
Wi,...,\Wy,

st Tr[o€1(Y)] =1
ETW) + ETW)* >0

I EHWh) I EN(Wa) I EtW)
<5T(W1)* et | 20 | g,y Eovaretovgs | 200 <5T(Wk)* gT(y))ZO’

81)
where the optimization is over linear operators on B. Identifying V; = £T(W;) and Z = £T(Y") we see t(hat
every feasible point for the above optimization defines a feasible point for the optimization @4, )(pllo)
with the same objective value. Therefore we must have Q(q,)(pll0) > q. Now as £ is completely positive
it also preserves adjoints, i.e., £T(W*) = ET(W)*. Therefore, using the fact that £T is also unital, we can
rewrite g as

0= mas (1o DN

Wi, ., Wi, Y 2
st. Tr[€(0)Y] =1,
ENWL + W) >0
I W; I W- I W,
t L t 2, T k
(12®5)<W1* (W2;W2)>ZO (12®5)<W2* (W3;W3)>20 (12®5)<W,j Y)ZO-

(82)
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Writing

Qo) (E(P)||E(0)) = max (Tr [5<p>w] > :

Wi,... ., Wi, Y 2
st. Tr[€(0)Y] =1,
* (83)
Wi+W;:>0
I Wi I Wy I Wy
- > * > e >
(o) 20 (i wih) 20 o (i )20

we see that we must also have ¢ > Q(4,)(E(p)[|€(0)) as they have the same objective function but each
feasible point of the latter is a feasible point of the former as £ is completely positive. Hence, we have
Qan)(pllo) > ¢ > Qo) (E(p)|E(0)) and as akl_l log(+) is monotonically increasing for all k£ € N the result
follows.

Property 7. Reduction to classical divergence
If [p,0] = 0 then there exists a common eigenbasis of p and o, i.e. there exists an orthonormal basis

{lz)} such that p = > pylefz| and 0 = ) q.|efz| with py,q, > 0and > p, = >, ¢ = 1. Let
P L(H) — ZL(H) be the pinching map

P(4) =) lafel Al (84)

defined by this common eigenbasis. Now consider any feasible point (A1, ... A, Cy,...,C) of the dual
problem (69). As the pinching map P is completely positive, p = P(p) and o = P(0), it follows that
(P(A1),...,P(Ar), P(Ch),...,P(Ck)) is another feasible point of the dual problem. Moreover, this new
feasible point has the same objective value as the original point. Therefore, when p and ¢ commute we
may assume that all variables in the optimization also commute.

Now we know that [1, Proposition 3.3.4]

(A1 Cy

o Cz) >0 = O < A#C, = 4120y (85)

where the final equality holds as all operators are assumed to commute. Similarly, we have

(Az Cs

1/2 ~1/2
c 03) >0 = O < Ay#Cs = AY?CY2. (86)

As all operators commute, these inequalities, together with p < C4, imply that p < Ai/zA;/‘lC’;/‘l.
k
Repeating this for the remaining PSD constraints in the dual problem we find that p < A}/Q e Ai/2 o1/

. —1/2* 1/2 1/2" . E . .
or equivalently po < AYT L0 AT . Noting that —ay /2% = 1 — oy, by taking both sides of the
inequality to the power of oy we arrive at

« —« 2 o /28
prrgtTon < AGK/Z A0/ (87)

It follows that .
Tr [po"“glfo"“] < Tr [A(fk/z . ..AZ"“/Q ]

k
<y
=1

k

1 i

= 73 Y M (A,
i=1

‘ e

STy [A))

[\

(83)
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where the second line follows from the arithmetic-geometric mean inequality. Thus, when [p, o] = 0 we
know that D(a,)(pllo) > = log Tr [p™ o' k],

-1
It remains to show th(gjc there always exists a feasible point that achieves this bound. For this we
choose A} = Ay = --- = Ay = p® a1~ It can be verified that this choice satisfies the inequality
p < L#(Ao# (.. #(Ar#o)...)) (89)

as well as the other constraints of the dual form (77). Therefore, there exists a feasible point of (77)
achieving the lower bound Tr [p®*¢'~*F] and so the result follows.

Additional Lemmas

Lemma 1. For each w € [3/4, 2+T‘ﬁ] and each x € {0, 1}, there exists a state pg,g,r € 2(C*®C? ® C?)
and POVMs {{Mg|z }a}z, {{Ns|y}o}y such that the system (pg,qs; {{Majz}ate, {{Nojy}o}y) achieves a

CHSH score of w and
_ 1 1
HYA|IX =2,E) = —log <2+1/4w(1—w)—2>, (90)

where A denotes the classical register recording the outcomes of the measurements {M,|, }, on the system

Qa.

Proof. To show this we exhibit an explicit set of states and measurements, the choices of which are
inspired by [16, 20]. Let pg,0pr = [¥)¢| where

) = \/§(|00> +]11)) @ [0) + \/?(0@ - 1)) ® 1) (91)

for some A € [1/2,1]. Furthermore, let

I+o0,

Moo = 5

o I+ o0,

T (92)

I+ cos(f)o, + sin(f)o,

Nojo = >
I+ cos(0)o, —sin(0)o,

N = Lo — 000

with 0 = atan(2X — 1). A direct calculation shows that measuring these POVMs with the reduced state
PQ.qp Tesults in an expected CHSH score of w = 1 + /1 —2A(1 — \).
Now in [22] it was shown that the optimized Petz conditional entropies had an explicit form

(07

HL(AJE) = —=—log Tr [ Tra [p5]'/*] - (93)

—Q

Computing this quantity for a = 2 and the cq-state pag, where A is the register recording the outcome
of the measurement {M,)o} on the system @, we find that

HLAX =0,E) = —log (; +/(1— )\))\) . (94)

Solving the equation w = 1 4 /1 — 2A(1 — A) for A and substituting into the above expression we arrive
at the expression stated in the lemma. For the case X = 1 we can repeat the above argument with
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measurements defined by the projectors

I —o0,

Moo = 5

Y I+ 0,

1= 5 (95)

I + cos(f)o, — sin(f)o,

Nojo = >
I —cos(f)o, —sin(6)o,

Ny = L os(O) =it

Corollary 1. Let Ycgsu(w) be the collection of tuples (Qa,@p, E, [1{v|, { M)z}, {Np|y}) such that on
expectation the bipartite system (Trg [[¢)|],{ Mgz}, {No}y}) achieves a CHSH score of w. Then for

each w € [3/4, 21—‘/5] and each x € {0,1} we have

_ 1 1
inf  Hy(AX =2,E) = —log | = + /4wl —w) — = | | (96)
ScHasH(W) 2 2

where A denotes the classical register recording the outcomes of the measurement {M,), }, on the system

Qa-

Proof. In [19] the authors showed that for each 2 € {0,1} and each w € [3/4, 2+4\/§] we have

1 1
inf Hmin AlX = ,E =-—1lo —|—\/i . 97
sennl () Huin(AX = 2. ) ¢ (2 w(l—w) 2> (97)

Now as ﬁ;(A|X =x,FE) > Huin(A|X = z, E) we must have ianCHSH(w)F;(A\X =xz,E) > —log(3 +

VAw(l —w) — %) However, by Lemma 1 we know there exists an explicit strategy achieving this lower
bound and so we have equality.

The following lemma provides a useful characterization of positive semidefiniteness for block matrices.

Lemma 2 (Schur complement). Let A, B,C € £(#H). Then the following are all equivalent:

A B
LA B

2. A>0,(I-—AA"Y)B=0and C > B*A~'B.
3.C>0,(I-CC~Y)B*=0and A> BC~'B*.
Furthermore, if we restrict to positive-definite matrices then the following are equivalent:
L (A )ee
2. A>0and C > B*A~!'B.
3. C>0and A> BC~'B*.

The following lemma relates block positive semidefinite matrices to the matrix geometric mean.

Lemma 3. Let A,B € Z(H) and T € 5 (H). Then A#B > T <= 3IW € s (H) such that W > T
and
A W
(W B) > 0. (98)
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Proof. Tt is well-known that (see e.g., [1, Proposition 3.3.4]) that for A, B € #(H) and W € 5 (H) then
(A W) >0 = A#DB > W. Therefore if in addition W > T we have A# B > T. Additionally, they

W B
A A#B

also show that (A#B B

) > 0 and so the converse holds also.
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