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## Preliminaries

In order to keep this document as self-contained as possible we repeat the preliminaries from the main text as well as the definitions for the iterated mean divergences and corresponding conditional entropies. We define $\mathbb{N}$ to be the set of strictly positive integers. Let $\mathcal{H}$ be a Hilbert space; we denote the set of linear operators on $\mathcal{H}$ by $\mathscr{L}(\mathcal{H})$, the set of Hermitian operators on $\mathcal{H}$ by $\mathscr{H}(\mathcal{H})$, the set of positive semidefinite operators on $\mathcal{H}$ by $\mathscr{P}(\mathcal{H})$ and the set of positive semidefinite operators with unit trace on $\mathcal{H}$ by $\mathscr{D}(\mathcal{H})$. All Hilbert spaces in this work are finite dimensional unless otherwise stated. Given a linear $\operatorname{map} \mathcal{E}: \mathscr{L}\left(\mathcal{H}_{1}\right) \rightarrow \mathscr{L}\left(\mathcal{H}_{2}\right)$, we say $\mathcal{E}$ is CPTP if it is completely positive and trace preserving. Given two Hilbert spaces $\mathcal{H}$ and $\mathcal{K}$ we write $\mathcal{H} \mathcal{K}$ as shorthand for $\mathcal{H} \otimes \mathcal{K}$. Given two operators $A, B \in \mathscr{L}(\mathcal{H})$ we write $A \leq B$ if $B-A \in \mathscr{P}(\mathcal{H})$. The support of an operator $A \in \mathscr{L}(\mathcal{H})$, denoted $\operatorname{supp}(A)$, is the orthogonal complement of its kernel, $\operatorname{ker}(A)=\{x \in \mathcal{H}: A x=0\}$. For $A, B \in \mathscr{L}(\mathcal{H})$, we write $A \ll B$ if $\operatorname{supp}(A) \subseteq \operatorname{supp}(B)$. For $A \in \mathscr{L}(\mathcal{H}), A^{*}$ denotes its adjoint and if $A$ is nonsingular then $A^{-1}$ denotes its inverse. If $A$ is singular then $A^{-1}$ denotes the Moore-Penrose pseudo-inverse of $A$. We use the symbol $I$ to denote the identity operator. A collection of operators $\left\{M_{1}, \ldots, M_{n}\right\}$ forms an $n$-outcome POVM on $\mathcal{H}$ if $\sum_{i=1}^{n} M_{i}=I$ and $M_{i} \in \mathscr{P}(\mathcal{H})$ for all $i=1, \ldots, n$. Throughout this work we shall be interested in classical systems that arise from measurements on some quantum system. To distinguish the classical and quantum systems in this process we shall often write a single uppercase Roman character to denote the classical system, e.g. $A$, and the denote the corresponding quantum system from which it is obtained by $Q_{A}$.

The geometric mean of two positive definite matrices $A$ and $B$ is defined as

$$
\begin{equation*}
A \# B=A^{1 / 2}\left(A^{-1 / 2} B A^{-1 / 2}\right)^{1 / 2} A^{1 / 2} \tag{1}
\end{equation*}
$$

This definition can be extended to positive semidefinite matrices $A, B$ as $\lim _{\epsilon \rightarrow 0} A_{\epsilon} \# B_{\epsilon}$ where $X_{\epsilon}=$ $X+\epsilon I$. The geometric mean has the property that if $C \leq D$ then $A \# C \leq A \# D$ [1, Corollary 3.2.3].

Let $\alpha \in(0,1) \cup(1, \infty), \rho \in \mathscr{D}(\mathcal{H})$ and $\sigma \in \mathscr{P}(\mathcal{H})$ with $\rho \ll \sigma$. The Petz-Rényi divergence [2] of order $\alpha$ is defined as

$$
\begin{equation*}
\bar{D}_{\alpha}(\rho \| \sigma):=\frac{1}{\alpha-1} \log \operatorname{Tr}\left[\rho^{\alpha} \sigma^{1-\alpha}\right] \tag{2}
\end{equation*}
$$

The sandwiched Rényi divergence [3, 4] of order $\alpha$ is defined as

$$
\begin{equation*}
\widetilde{D}_{\alpha}(\rho \| \sigma):=\frac{1}{\alpha-1} \log \operatorname{Tr}\left[\left(\sigma^{\frac{1-\alpha}{2 \alpha}} \rho \sigma^{\frac{1-\alpha}{2 \alpha}}\right)^{\alpha}\right] \tag{3}
\end{equation*}
$$

In the limit $\alpha \rightarrow 1$ both the Petz-Rényi divergence and the sandwiched Rényi divergence converge to the Umegaki relative entropy [5]

$$
\begin{equation*}
D(\rho \| \sigma):=\operatorname{Tr}[\rho(\log \rho-\log \sigma)] \tag{4}
\end{equation*}
$$

The geometric Rényi divergence [6] of order $\alpha$ is defined as

$$
\begin{equation*}
\widehat{D}_{\alpha}(\rho \| \sigma):=\frac{1}{\alpha-1} \log \operatorname{Tr}\left[\rho^{1 / 2}\left(\rho^{-1 / 2} \sigma \rho^{-1 / 2}\right)^{1-\alpha} \rho^{1 / 2}\right] \tag{5}
\end{equation*}
$$

In the limit $\alpha \rightarrow 1$ the geometric Rényi divergence converges to the Belavkin-Staszewski relative entropy $\operatorname{Tr}\left[\rho \log \left(\rho^{1 / 2} \sigma^{-1} \rho^{1 / 2}\right)\right]$ [7]. The geometric Rényi divergence is the largest Rényi divergence satisfying data-processing. The max divergence is defined as

$$
\begin{equation*}
D_{\max }(\rho \| \sigma):=\log \inf \{\lambda>0: \rho \leq \lambda \sigma\} \tag{6}
\end{equation*}
$$

Finally, the measured Rényi divergence is defined as the largest classical divergence obtained from measuring $\rho$ and $\sigma$. For $\alpha \in(1, \infty)$ this is formally defined as

$$
\begin{equation*}
D_{\alpha}^{\mathbb{M}}(\rho \| \sigma):=\frac{1}{\alpha-1} \log \sup _{\left\{M_{i}\right\}_{i}} \sum_{i} \operatorname{Tr}\left[M_{i} \rho\right]^{\alpha} \operatorname{Tr}\left[M_{i} \sigma\right]^{1-\alpha}, \tag{7}
\end{equation*}
$$

where the supremum is taken over all POVMs $\left\{M_{i}\right\}$. This divergence also admits the following variational characterization [8]

$$
\begin{equation*}
D_{\alpha}^{\mathbb{M}}(\rho \| \sigma)=\frac{1}{\alpha-1} \log \sup _{\omega>0} \alpha \operatorname{Tr}\left[\rho \omega^{1-\frac{1}{\alpha}}\right]+(1-\alpha) \operatorname{Tr}[\sigma \omega] . \tag{8}
\end{equation*}
$$

Given bipartite state $\rho_{A B} \in \mathscr{D}(A B)$ and a Rényi divergence $\mathbb{D}$ we define a corresponding conditional entropy

$$
\begin{equation*}
\mathbb{H}^{\downarrow}(A \mid B)_{\rho}:=-\mathbb{D}\left(\rho_{A B} \| I_{A} \otimes \rho_{B}\right) \tag{9}
\end{equation*}
$$

and a corresponding optimized conditional entropy

$$
\begin{equation*}
\mathbb{H}^{\uparrow}(A \mid B)_{\rho}:=\sup _{\sigma_{B} \in \mathscr{D}(B)}-\mathbb{D}\left(\rho_{A B} \| I_{A} \otimes \sigma_{B}\right) \tag{10}
\end{equation*}
$$

The min-entropy is defined as

$$
\begin{equation*}
H_{\min }(A \mid B)=\sup _{\sigma_{B} \in \mathscr{D}(B)}-D_{\max }\left(\rho_{A B} \| I_{A} \otimes \sigma_{B}\right) \tag{11}
\end{equation*}
$$

For the sequence $\alpha_{k}:=1+\frac{1}{2^{k}-1}$ for $k \in \mathbb{N}$, the iterated mean divergence of order $\alpha_{k}$ is defined as

$$
\begin{equation*}
D_{\left(\alpha_{k}\right)}(\rho \| \sigma):=\frac{1}{\alpha_{k}-1} \log Q_{\left(\alpha_{k}\right)}(\rho \| \sigma) \tag{12}
\end{equation*}
$$

with

$$
\begin{align*}
& Q_{\left(\alpha_{k}\right)}(\rho \| \sigma):=\max _{V_{1}, \ldots, V_{k}, Z} \alpha_{k} \operatorname{Tr}\left[\rho \frac{\left(V_{1}+V_{1}^{*}\right)}{2}\right]-\left(\alpha_{k}-1\right) \operatorname{Tr}[\sigma Z] \\
& \text { s.t. } V_{1}+V_{1}^{*} \geq 0  \tag{13}\\
& \left(\begin{array}{cc}
I & V_{1} \\
V_{1}^{*} & \frac{\left(V_{2}+V_{2}^{*}\right)}{2}
\end{array}\right) \geq 0 \quad\left(\begin{array}{cc}
I & V_{2} \\
V_{2}^{*} & \frac{\left(V_{3}+V_{3}^{*}\right)}{2}
\end{array}\right) \geq 0 \quad \cdots \quad\left(\begin{array}{cc}
I & V_{k} \\
V_{k}^{*} & Z
\end{array}\right) \geq 0,
\end{align*}
$$

where the optimization varies over $V_{1}, \ldots, V_{k} \in \mathscr{L}(\mathcal{H})$ and $Z \in \mathscr{P}(\mathcal{H})$. Additionally, we may assume that $Z \ll \sigma$ and $V_{i} \ll \sigma$ for each $i \in\{1,2, \ldots, k\}$. Furthermore, for a bipartite state $\rho_{A B}$ the corresponding optimized conditional entropy can be expressed as

$$
\begin{equation*}
H_{\left(\alpha_{k}\right)}^{\uparrow}(A \mid B)_{\rho}=\frac{1}{1-\alpha_{k}} \log Q_{\left(\alpha_{k}\right)}^{\uparrow}(\rho) \tag{14}
\end{equation*}
$$

where

$$
\begin{align*}
& Q_{\left(\alpha_{k}\right)}^{\uparrow}(\rho)=\max _{V_{1}, \ldots, V_{k}}\left(\operatorname{Tr}\left[\rho \frac{\left(V_{1}+V_{1}^{*}\right)}{2}\right]\right)^{\alpha_{k}} \\
& \text { s.t. } \operatorname{Tr}_{A}\left[V_{k}^{*} V_{k}\right] \leq I_{B} \\
& V_{1}+V_{1}^{*} \geq 0  \tag{15}\\
& \left(\begin{array}{cc}
I & V_{1} \\
V_{1}^{*} & \frac{\left(V_{2}+V_{2}^{*}\right)}{2}
\end{array}\right) \geq 0 \quad\left(\begin{array}{cc}
I & V_{2} \\
V_{2}^{*} & \frac{\left(V_{3}+V_{3}^{*}\right)}{2}
\end{array}\right) \geq 0 \quad \cdots \quad\left(\begin{array}{cc}
I & V_{k-1} \\
V_{k-1}^{*} & \frac{\left(V_{k}+V_{k}^{*}\right)}{2}
\end{array}\right) \geq 0 .
\end{align*}
$$

## SDP implementation details

## The NPA hierarchy

In this subsection we briefly describe how we can use NPA hierarchy to optimize polynomials of bounded operators. For more details we refer the reader to the original paper [9]. Consider a Hilbert space $\mathcal{H}$, a collection of bounded operators on $\mathcal{H}, X=\left(X_{1}, \ldots, X_{n}\right)$ and a state $|\psi\rangle \in \mathcal{H}$. Call the elements in the collection $X$ letters, then a word consists of an arbitrary product of letters and their adjoints. The length of a word is the number of letters in the product. We consider $I$ to be the empty word and define its length to be 0 . Let $\mathcal{W}_{k}$ be the set of all words of length no larger than $k$. Now consider the matrix $\Gamma$ whose elements are indexed by words in the set $\mathcal{W}$ and whose ( $W_{1}, W_{2}$ ) element corresponds to

$$
\begin{equation*}
\Gamma_{\left(W_{1}, W_{2}\right)}=\operatorname{Tr}\left[W_{1}^{*} W_{2}|\psi \chi \psi|\right] . \tag{16}
\end{equation*}
$$

It was shown in [9] that this matrix is PSD for all $k \in \mathbb{N}$. We refer to such a matrix as a certificate of level $k$.

Now suppose we are given a conditional probability distribution $p(a, b \mid x, y)$. We say $p$ has a quantum spatial realization if there exists a Hilbert space $\mathcal{H}$, a state $|\psi\rangle \in \mathcal{H}$ and POVMs $\left\{M_{a \mid x}\right\},\left\{N_{b \mid y}\right\}$ with $\left[M_{a \mid x}, N_{b \mid y}\right]=0$ for all $(a, b, x, y)$ such that $p(a, b \mid x, y)=\operatorname{Tr}\left[M_{a \mid x} N_{b \mid y}|\psi \chi \psi|\right]$. The above construction allows us to derive necessary conditions for a distribution to have a quantum spatial realization. That is, we know if a quantum realization were to exist then for each $k \in \mathbb{N}$ there exists a certificate of level $k$. Thus, we can look for a positive semidefinite matrix $\Gamma$ indexed by words on length no larger than $k$ generated from the set $\{I\} \cup\left\{M_{a \mid x}\right\} \cup\left\{N_{b \mid y}\right\}$ which would be compatible with the distribution $p$. For example, we know constraints such as

$$
\begin{equation*}
\Gamma_{\left(M_{a \mid x}, N_{b \mid y}\right)}=\Gamma_{\left(N_{b \mid y}, M_{a \mid x}\right)}=\Gamma_{\left(M_{a \mid x} N_{b \mid y}, I\right)}=p(a, b \mid x, y) \tag{17}
\end{equation*}
$$

and

$$
\begin{equation*}
\Gamma_{(I, I)}=1 \tag{18}
\end{equation*}
$$

After imposing all such constraints, finding a completion of the matrix that is positive semidefinite is an SDP and so can be computed efficiently. The authors of [9] also proved a converse statement: if for each $k \in \mathbb{N}$ there exists a certificate of level $k$ then there exists a quantum realization of the probability distribution.

This construction allows us to relax optimization problems of the form

$$
\begin{equation*}
\max \operatorname{Tr}[m(X)|\psi \chi \chi \psi|] \tag{19}
\end{equation*}
$$

where $m(X)$ is some Hermitian polynomial of bounded operators and the maximization is taken over all Hilbert spaces $\mathcal{H}$, all collections of bounded operators on that Hilbert space and all states $|\psi\rangle \in \mathcal{H}$ to an SDP. We can add tracial constraints, e.g., $\operatorname{Tr}[n(X)|\psi \chi \chi|]=c$ for some polynomial $n(X)$, and also operator inequalities to the optimization (19). Given a Hermitian polynomial $q(X) \geq 0$, if we have a quantum realization then the localizing matrix $\Gamma^{\mathrm{loc}}$ indexed by words in $\mathcal{W}_{d}$ whose entries are given by

$$
\begin{equation*}
\Gamma_{\left(W_{1}, W_{2}\right)}^{\mathrm{Ioc}}=\operatorname{Tr}\left[W_{1}^{*} q(X) W_{2}|\psi \chi \chi \psi|\right] \tag{20}
\end{equation*}
$$

is also PSD. Therefore, for each operator inequality we add to (19) we can relax the optimization by adding an additional localizing matrix.

## Further constraints for $H_{(2)}^{\uparrow}(A \mid E)$

The following proposition, taken from [10], provides a dilation theorem which can be used to simplify some of our device-independent optimizations.

Proposition 1 (Proposition 1. [10]). Let $n \in \mathbb{N}$ and let $\left\{V_{i}: 1 \leq i \leq n\right\}$ be a collection of bounded linear operators on some Hilbert space $\mathcal{H}$ such that $\sum_{i=1}^{n} V_{i}^{*} V_{i} \leq I$. Then there exists a Hilbert space $\mathcal{K}$, such that $\mathcal{H} \subseteq \mathcal{K}$, and a collection of bounded linear operators $\left\{S_{i}: 1 \leq i \leq n\right\}$ on $\mathcal{K}$ satisfying

1. $S_{i}(\mathcal{H}) \subseteq \mathcal{H}$ for each $i \in\{1, \ldots, n\}$.
2. $S_{i} S_{j}^{*}=\delta_{i j} I_{\mathcal{K}}$ for each $i, j \in\{1, \ldots, n\}$.
3. $\sum_{i=1}^{n} S_{i}^{*} S_{i} \leq I_{\mathcal{K}}$.
4. $\left.P_{\mathcal{H}} S_{i}\right|_{\mathcal{H}}=V_{i}$ for each $i \in\{1, \ldots, n\}$.
where $P_{\mathcal{H}}$ is the projector onto the subspace $\mathcal{H}$.
The proof of the above proposition, see [10], gives a construction of the operators $S_{i}$. Briefly, it states that we find can some (possibly infinite-dimensional) Hilbert space $\mathcal{L}$ such that $\mathcal{K}=\mathcal{H} \oplus \mathcal{L}$ and operators $S_{i}$ of the form

$$
S_{i}=\left(\begin{array}{cc}
V_{i} & X_{i}  \tag{21}\\
0 & Y_{i}
\end{array}\right)
$$

for some suitably chosen operators $X_{i}$ and $Y_{i}$.
We now look to apply the this dilation theorem to improve convergence and efficiency of our deviceindependent optimizations of $H_{\left(\alpha_{k}\right)}^{\uparrow}$. Let us first describe how the above proposition can be used to improve the optimization of $H_{(2)}^{\uparrow}$, afterwards we shall describe the general case. Recall that inf $H_{(2)}^{\uparrow}(A \mid E)=$ $-2 \log \left(Q_{(2)}^{\mathrm{DI}}\right)$ where

$$
\begin{align*}
& Q_{(2)}^{\mathrm{DI}}= \sup _{\left\{V_{a}\right\}_{a},\left\{M_{a}\right\}_{a},|\psi \chi \chi \psi|, Q_{A} \otimes E} \sum_{a} \operatorname{Tr}\left[\left.\left(M_{a} \otimes \frac{V_{a}+V_{a}^{*}}{2}\right) \right\rvert\, \psi \chi\langle\psi|\right] \\
& \text { s.t. } \quad \sum_{a} V_{a}^{*} V_{a} \leq I_{E}  \tag{22}\\
& V_{a}+V_{a}^{*} \geq 0 \quad \text { for each } a \in \mathcal{A}
\end{align*}
$$

where the optimization is over all joint Hilbert spaces $Q_{A} E$, all states $|\psi\rangle \in Q_{A} E$, all POVMs $\left\{M_{a}\right\}_{a}$ on $Q_{A}$ and all collections of linear operators $V_{a} \in \mathscr{L}(E)$. For the moment we will drop the operator inequalities $V_{a}+V_{a}^{*} \geq 0$ from the optimization and later we shall discuss how to reinsert them. In general this optimization would also be augmented with constraints on the local statistics generated by the POVMs $\left\{M_{a}\right\}$ and likely would also include a second system $Q_{B}$ with further POVMs. However, we deal with the simpler case here from which the general case follows readily. Furthermore, the SDP relaxations of this problem [9] provide lower bounds on the optimization even when the Hilbert spaces $Q_{A}$ and $E$ are infinite dimensional.

Now consider a more restricted optimization

$$
\begin{align*}
\widehat{Q}_{(2)}^{\mathrm{DI}}= & \sup _{\left\{S_{a}\right\}_{a},\left\{M_{a}\right\}_{a}, \mid \psi \chi\langle\psi|, Q_{A} \otimes \widehat{E}} \\
\text { s.t. } & \sum_{a} \operatorname{Tr}\left[\left(M_{a} \otimes \frac{S_{a}+S_{a}^{*}}{2}\right)|\psi \nmid \psi|\right]  \tag{23}\\
& \sum_{a} S_{a}^{*} S_{a} \leq I_{\widehat{E}} \\
& S_{a} S_{b}^{*}=\delta_{a b} I_{\widehat{E}} \quad \text { for all } a, b \in \mathcal{A} .
\end{align*}
$$

By Proposition 1, any feasible point of (22) can be transformed into a feasible point of (23) with the same objective value. Indeed, the proposition states that we can find a larger Hilbert space $\widehat{E}=E \oplus E^{\perp}$, with operators of the form $S_{a}=\left(\begin{array}{cc}V_{a} & X_{a} \\ 0 & Y_{a}\end{array}\right)$ satisfying the constraints of (23). Moreover, we can use an isometry $W: E \rightarrow \widehat{E}$ to embed the state $|\psi\rangle \in Q_{A} \otimes E$ in $Q_{A} \otimes \widehat{E}$, i.e. $W=\binom{I_{E}}{0_{E^{\perp}}}$. Defining
$|\widehat{\psi} \times \widehat{\psi}|=(I \otimes W)|\psi\rangle\langle\psi|\left(I \otimes W^{*}\right)$ we see that the objective value remains unchanged,

$$
\begin{align*}
\sum_{a} \operatorname{Tr}\left[\left(M_{a} \otimes \frac{S_{a}+S_{a}^{*}}{2}\right)|\widehat{\psi} \nmid \widehat{\psi}|\right] & =\sum_{a} \operatorname{Tr}\left[\left(M_{a} \otimes \frac{S_{a}+S_{a}^{*}}{2}\right)(I \otimes W)|\psi \chi \chi \psi|\left(I \otimes W^{*}\right)\right] \\
& =\sum_{a} \operatorname{Tr}\left[\left.\left(M_{a} \otimes \frac{W^{*} S_{a} W+W^{*} S_{a}^{*} W}{2}\right) \right\rvert\, \psi \chi\langle\psi|\right]  \tag{24}\\
& =\sum_{a} \operatorname{Tr}\left[\left.\left(M_{a} \otimes \frac{V_{a}+V_{a}^{*}}{2}\right) \right\rvert\, \psi \chi\langle\psi|\right]
\end{align*}
$$

Thus we have $\widehat{Q}_{(2)}^{\mathrm{DI}} \geq Q_{(2)}^{\mathrm{DI}}$. However, as the optimizations range over all Hilbert spaces (assuming also infinite dimensional) we have that any feasible point of (23) is trivially a feasible point of (22) and so $\widehat{Q}_{(2)}^{\mathrm{DI}} \leq Q_{(2)}^{\mathrm{DI}}$. Therefore we conclude that $\widehat{Q}_{(2)}^{\mathrm{DI}}=Q_{(2)}^{\mathrm{DI}}$ and we can impose the additional restrictions of (23) when we drop the constraints $V_{a}+V_{a}^{*} \geq 0$.

Unfortunately, the dilation theorem does not immediately apply to the optimization that includes the operator inequalities $V_{a}+V_{a}^{*} \geq 0$ as it need not hold that $S_{a}+S_{a}^{*} \geq 0$ if $V_{a}+V_{a}^{*} \geq 0$. One workaround is to drop these constraints from the optimization, which is was what was done when computing the rate plots from the main text. Alternatively, we can relax the constraint to a moment inequality as $\operatorname{Tr}\left[\left(V_{a}+V_{a}^{*}\right) \mid \psi \chi\langle\psi|\right] \geq 0 \Longrightarrow \operatorname{Tr}\left[\left(S_{a}+S_{a}^{*}\right)|\widehat{\psi} \backslash \widehat{\psi}|\right] \geq 0$.

What remains is to consider how this dilation theorem may be used to impose additional constraints on the other conditional entropies $H_{\left(\alpha_{k}\right)}^{\uparrow}$. For simplicity, let us consider the case of $\alpha_{k}=4 / 3$, for the other $\alpha_{k}$ the procedure remains the same. Recall that,

$$
\begin{align*}
Q_{(4 / 3)}^{\mathrm{DI}}= & \sup _{\left\{V_{1, a}\right\}_{a},\left\{V_{2, a}\right\}_{a},\left\{M_{a}\right\}_{a},|\psi \chi \chi \psi|, Q_{A} \otimes E} \sum_{a} \operatorname{Tr}\left[\left(M_{a} \otimes \frac{V_{1, a}+V_{1, a^{*}}}{2}\right)|\psi \chi \psi|\right] \\
\text { s.t. } \quad & \sum_{a} V_{2, a}^{*} V_{2, a} \leq I_{E}  \tag{25}\\
& V_{1, a}^{*} V_{1, a} \leq \frac{V_{2, a}+V_{2, a}^{*}}{2} \quad \text { for all } a \in \mathcal{A} .
\end{align*}
$$

Following the previous construction we can define a larger Hilbert space $\widehat{E}$ and some operators $\left\{S_{2, a}\right\}_{a}$ that play the role of $\left\{V_{2, a}\right\}$ but satisfy the additional restriction of being coisometries with orthogonal ranges. Unfortunately, we run into similar problems to the ones that we faced with the operator inequalities $V_{a}+V_{a}^{*} \geq 0$ when dilating $H_{(2)}^{\uparrow}$. If we embed $\left\{V_{1, a}\right\}$ and $|\psi\rangle \psi \psi \mid$ using the isometry $W$ as before, the objective value remains unchanged but the constraints $V_{1, a}^{*} V_{1, a} \leq \frac{V_{2, a}+V_{2, a}}{2}$ must be interpreted on the subspace $E$. This is because $V_{1, a}^{*} V_{1, a} \leq \frac{V_{2, a}+V_{2, a}^{*}}{2} \nRightarrow W V_{1, a}^{*} V_{1, a} W^{*} \leq \frac{S_{2, a}+S_{2, a}^{*}}{2}$. To see this note that the left-hand-side of the second inequality has support only on the subspace $E$ but the right-hand-side may have support elsewhere and need not be positive semidefinite a priori.

Again, we can weaken this constraint from an operator inequality to a trace inequality

$$
\begin{equation*}
\operatorname{Tr}\left[V_{1, a}^{*} V_{1, a}|\psi \chi \psi|\right] \leq \operatorname{Tr}\left[\left.\frac{V_{2, a}+V_{2, a}^{*}}{2} \right\rvert\, \psi \chi\langle\psi|\right] \tag{26}
\end{equation*}
$$

For this weaker constraint, its dilated counterpart $\operatorname{Tr}\left[W V_{1, a}^{*} V_{1, a} W^{*}|\widehat{\psi}\rangle \widehat{\psi} \mid\right] \leq \operatorname{Tr}\left[\frac{S_{2, a}+S_{2, a}^{*}}{2}|\widehat{\psi} X \widehat{\psi}|\right]$ does hold true as $\operatorname{Tr}\left[S_{2, a}|\widehat{\psi}\rangle \widehat{\psi} \mid\right]=\operatorname{Tr}\left[V_{2, a}|\psi \nmid \psi|\right]$. However, after numerical testing we found that this weaker constraint often lead to much weaker results and so for all of the numerical examples we decided not to add any additional constraints to the optimizations of $H_{(4 / 3)}^{\uparrow}$.

## Sufficient relaxation level to observe ordering

We know for a given cq-state $\rho_{A E}$ that $H_{\left(\alpha_{k}\right)}^{\uparrow}(A \mid E) \geq H_{\left(\alpha_{k-1}\right)}^{\uparrow}(A \mid E) \geq H_{\min }(A \mid E)$. However, when we perform device-independent optimizations of these quantities we relax the optimization problem to
a semidefinite program via the NPA hierarchy [9]. For a given level of relaxation, the corresponding relaxed problems need not always satisfy this ordering. However, it is possible to find a sufficient level of relaxation such that the ordering holds.

For example, consider the commuting operator version of the min-entropy problem

$$
\begin{align*}
-\log \max & \sum_{a} \operatorname{Tr}\left[M_{a} W_{a}|\psi \nmid \psi|\right] \\
\text { s.t. } & \sum_{a} W_{a} \leq I \\
& W_{a} \geq 0 \quad \text { for all } a \in \mathcal{A}  \tag{27}\\
& \sum_{a} M_{a}=I \\
& M_{a} \geq 0 \quad \text { for all } a \in \mathcal{A} \\
& {\left[M_{a}, W_{b}\right]=0 \quad \text { for all } a, b \in \mathcal{A} }
\end{align*}
$$

and the corresponding problem for $H_{(2)}^{\uparrow}(A \mid E)$

$$
\begin{align*}
-2 \log \max & \sum_{a} \operatorname{Tr}\left[\left.M_{a} \frac{V_{a}+V_{a}^{*}}{2} \right\rvert\, \psi \chi\langle\psi|\right] \\
\text { s.t. } & \sum_{a} V_{a}^{*} V_{a} \leq I \\
& V_{a}+V_{a}^{*} \geq 0 \quad \text { for all } a \in \mathcal{A}  \tag{28}\\
& \sum_{a} M_{a}=I \\
& M_{a} \geq 0 \quad \text { for all } a \in \mathcal{A} \\
& {\left[M_{a}, V_{b}^{(*)}\right]=0 \quad \text { for all } a, b \in \mathcal{A} }
\end{align*}
$$

By applying an appropriate Naimark dilation to the Hilbert space we may assume that $\left\{M_{a}\right\}$ forms a projective measurement. Note that we could also make this assumption for $\left\{W_{a}\right\}$. However, to then establish ordering we would have to include the additional constraints that were introduced in the previous section. For simplicity we do not consider this but the strategy for enforcing an ordering works in the same manner.

We know from the main text that for an explicit state $\rho_{A E}, H_{(2)}^{\uparrow}(A \mid E)$ and $H_{\min }(A \mid E)$ are related by the Cauchy-Schwarz inequality

$$
\begin{equation*}
\frac{1}{2} \operatorname{Tr}\left[M_{a}\left(V_{a}+V_{a}^{*}\right)|\psi \nmid \psi|\right] \leq \operatorname{Tr}\left[M_{a} V_{a}^{*} V_{a}|\psi \chi \psi|\right]^{1 / 2} \tag{29}
\end{equation*}
$$

Now consider a certificate $\Gamma$ of (28) which has the monomials $\left\{M_{a}, M_{a} V_{a}\right\}_{a}$ in its indexing set. Then as $\Gamma \geq 0$, for each $a$ the submatrix

$$
\begin{array}{cc}
M_{a} & M_{a} V_{a} \\
M_{a}  \tag{30}\\
M_{a} V_{a}
\end{array}\left(\begin{array}{cc}
\operatorname{Tr}\left[M_{a}|\psi \chi \psi|\right] & \operatorname{Tr}\left[M_{a} V_{a}|\psi\rangle \psi \psi \mid\right] \\
\operatorname{Tr}\left[M_{a} V_{a}^{*}|\psi\rangle\langle\psi|\right] & \operatorname{Tr}\left[M_{a} V_{a}^{*} V_{a}|\psi \chi \psi|\right]
\end{array}\right)
$$

is positive semidefinite. Summing over $a$, the fact that each submatrix is PSD implies

$$
\left(\begin{array}{cc}
\sum_{a} \operatorname{Tr}\left[M_{a}|\psi \chi \psi|\right] & \sum_{a} \operatorname{Tr}\left[M_{a} V_{a}|\psi \chi\rangle \psi \mid\right]  \tag{31}\\
\sum_{a} \operatorname{Tr}\left[M_{a} V_{a}^{*}|\psi \chi\rangle \psi \mid\right] & \sum_{a} \operatorname{Tr}\left[M_{a} V_{a}^{*} V_{a}|\psi \chi\rangle \psi \mid\right]
\end{array}\right) \geq 0 .
$$

By Lemma 2 and the fact that $\sum_{a} \operatorname{Tr}\left[M_{a} \mid \psi \chi\langle\psi|\right]=1$ this implies that

$$
\begin{align*}
\sum_{a} \operatorname{Tr}\left[M_{a} V_{a}^{*} V_{a}|\psi \chi \chi \psi|\right] & \geq\left(\sum_{a} \operatorname{Tr}\left[M_{a} V_{a}^{*}|\psi \chi \chi \psi|\right]\right)\left(\sum_{a} \operatorname{Tr}\left[M_{a} V_{a}|\psi \chi \chi \psi|\right]\right) \\
& =\left(\sum_{a} \operatorname{Tr}\left[M_{a} V_{a}|\psi \chi \chi \psi|\right]\right)^{2} \tag{32}
\end{align*}
$$

which is exactly the Cauchy-Schwarz relation. The final line follows from the fact that if $\Gamma$ is a real symmetric matrix, which we can assume as if $\Gamma$ is a certificate then so is $(\Gamma+\bar{\Gamma}) / 2$ (where $\bar{\Gamma}$ denotes the entrywise complex conjugate of $\Gamma$ ), then $\operatorname{Tr}\left[M_{a} V_{a} \mid \psi \chi\langle\psi|\right]=\operatorname{Tr}\left[M_{a} V_{a}^{*}|\psi \chi \chi \psi|\right]$. Thus, optimizing over such certificates we will always have

$$
\begin{equation*}
\sum_{a} \operatorname{Tr}\left[M_{a} \frac{V_{a}+V_{a}^{*}}{2}|\psi \chi \psi|\right] \leq\left(\sum_{a} \operatorname{Tr}\left[M_{a} V_{a}^{*} V_{a} \mid \psi \chi\langle\psi|\right]\right)^{1 / 2} \tag{33}
\end{equation*}
$$

Now suppose $\Gamma_{1}$ is a certificate for (27) and $\Gamma_{2}$ is a certificate for (28) which implies the CauchySchwarz relation above. Then if for each monomial of the form $X W_{a}$ in the indexing set of $\Gamma_{1}$ we add a corresponding monomial $X V_{a}^{*} V_{a}$ to the indexing set of $\Gamma_{2}$ we will always have

$$
\begin{align*}
\max _{\Gamma_{2}} \sum_{a} \operatorname{Tr}\left[M_{a} \frac{V_{a}+V_{a}^{*}}{2}|\psi \chi \chi \psi|\right] & \leq \max _{\Gamma_{2}}\left(\sum_{a} \operatorname{Tr}\left[M_{a} V_{a}^{*} V_{a}|\psi \chi \chi \psi|\right]\right)^{1 / 2} \\
& \leq \max _{\Gamma_{1}}\left(\sum_{a} \operatorname{Tr}\left[M_{a} W_{a} \mid \psi \chi\langle\psi|\right]\right)^{1 / 2} \tag{34}
\end{align*}
$$

For example, when computing the plots from the main text we relaxed the $H_{\min }$ computations to the second level of the hierarchy. Then a sufficient relaxation for the $H_{(2)}^{\uparrow}$ computations is the second level of the hierarchy together with monomials $\left\{M_{a \mid x} V_{c}^{*} V_{c}\right\}_{a, x, c} \cup\left\{N_{b \mid y} V_{c}^{*} V_{c}\right\}_{b, y, c}$ where $\left\{M_{a \mid x}\right\}_{a, x}$ are operators representing Alice's measurements and $\left\{N_{b \mid y}\right\}_{b, y}$ are operators representing Bob's measurements.

Let us now consider the case of $H_{(4 / 3)}^{\uparrow}(A \mid E)$ from which the general case of $H_{\left(\alpha_{k}\right)}^{\uparrow}(A \mid E)$ follows readily. For this optimization we have additional operator inequalities

$$
\begin{equation*}
V_{1, a}^{*} V_{1, a} \leq \frac{V_{2, a}+V_{2, a}^{*}}{2} \tag{35}
\end{equation*}
$$

for each $a \in \mathcal{A}$. Operator inequalities are imposed within the NPA hierarchy via localizing matrices (cf. (20)). That is, we take a collection of monomials $\mathcal{W}_{\text {loc }}=\left\{X_{1}, \ldots X_{k}\right\}$ indexing a localizing matrix $\Gamma^{\text {loc }} \geq 0$ whose ( $X_{i}, X_{j}$ ) entry corresponds to

$$
\begin{equation*}
\operatorname{Tr}\left[X_{i}^{*}\left(\frac{V_{2, a}+V_{2, a}^{*}}{2}-V_{1, a}^{*} V_{1, a}\right) X_{j}|\psi \chi \psi \psi|\right] \tag{36}
\end{equation*}
$$

for each $X_{i}, X_{j} \in \mathcal{W}$. If the monomials $\left\{M_{a}\right\}$ corresponding to Alice's measurement operators are included in this localizing set $\mathcal{W}_{\text {loc }}$ then $\Gamma^{\text {loc }} \geq 0$ enforces that

$$
\begin{equation*}
\Gamma_{\left(M_{a}, M_{a}\right)}^{\mathrm{loc}}=\operatorname{Tr}\left[M_{a}\left(\frac{V_{2, a}+V_{2, a}^{*}}{2}-V_{1, a}^{*} V_{1, a}\right)|\psi \nmid \psi|\right] \geq 0 . \tag{37}
\end{equation*}
$$

By linearity of the trace this implies that $\operatorname{Tr}\left[\left.M_{a} \frac{V_{2, a}+V_{2, a}^{*}}{2} \right\rvert\, \psi \chi\langle\psi|\right] \geq \operatorname{Tr}\left[M_{a} V_{1, a}^{*} V_{1, a} \mid \psi \chi\langle\psi|\right]$. As in the above example for $H_{(2)}^{\uparrow}(A \mid E)$, if we add enough monomials to the indexing set of the certificate $\Gamma$ we can enforce Cauchy-Schwarz relations (cf. (32)). The Cauchy-Schwarz relation allows us to conclude that

$$
\begin{equation*}
\max _{\Gamma} \sum_{a} \operatorname{Tr}\left[\left.M_{a} \frac{V_{1, a}+V_{1, a}^{*}}{2} \right\rvert\, \psi \chi\langle\psi|\right] \leq \max _{\Gamma}\left(\sum_{a} \operatorname{Tr}\left[M_{a} V_{1, a}^{*} V_{1, a}|\psi \nmid \psi|\right]\right)^{1 / 2} \tag{38}
\end{equation*}
$$

and if we have sufficient monomials indexing the localizing matrices we can further conclude that

$$
\begin{equation*}
\max _{\Gamma}\left(\sum_{a} \operatorname{Tr}\left[M_{a} V_{1, a}^{*} V_{1, a}|\psi \nmid \psi|\right]\right)^{1 / 2} \leq \max _{\Gamma}\left(\sum_{a} \operatorname{Tr}\left[M_{a} \frac{V_{2, a}+V_{2, a}^{*}}{2}|\psi \nmid \psi|\right]\right)^{1 / 2} \tag{39}
\end{equation*}
$$

which is the objective function for $H_{(2)}^{\uparrow}(A \mid E)$. Note that we can move the max inside the exponentiation as $t \mapsto t^{1 / 2}$ is monotonic. Furthermore the exponent can be taken outside of the logarithm to cancel with the extra multiplicative factor of 2 that $H_{(4 / 3)}^{\uparrow}$ has. For general $H_{\left(\alpha_{k}\right)}^{\uparrow}$ this procedure can be repeated, including enough monomials in the certificate to enforce all of the Cauchy-Schwarz relations and for each operator inequality adding enough monomials to its corresponding localizing matrix to enforce the tracial inequalities of the form (37).

Remark 1. It is important that all necessary monomials are included. For example, it is common when certain variables in the optimization form a $n$-outcome POVM to remove one of them from the indexing set, e.g., defining the final element as $I-M_{1}-M_{2}-\cdots-M_{n-1}$. However, if this is done for the $\left\{M_{a}\right\}$ that appear in the objective function of $H_{\left(\alpha_{k}\right)}^{\uparrow}(A \mid E)$ then this will result in suboptimal rates as the relevant Cauchy-Schwarz relations will not be imposed.

## From SDPs to min-tradeoff functions

As noted in the main text, solutions to our device-independent optimizations may be combined with the entropy accumulation theorem $[11,12]$ in order to prove security of the respective device-independent protocols $[13,14]$. The entropy accumulation theorem specifies that, under reasonable assumptions, the total smooth min-entropy of a large system can be lower bounded by the total von Neumann entropy of its subsystems minus some correction term that scales sublinearly in the number of subsystems, i.e.

$$
\begin{equation*}
H_{\min }^{\epsilon}\left(A_{1}^{n} B_{1}^{n} \mid X_{1}^{n} Y_{1}^{n} E\right)>\sum_{i=1}^{n} H\left(A_{i} B_{i} \mid X_{i} Y_{i} E\right)-O(\sqrt{n}) \tag{40}
\end{equation*}
$$

where $F_{1}^{n}=F_{1} F_{2} \ldots F_{n}$. The total smooth min-entropy characterizes the number of random uniform bits that can be extracted from $A_{1}^{n} B_{1}^{n}$ and so operationally corresponds to the length of the raw secret key for QKD (before losses due to error correction are taken into account) or the amount of gross uniform randomness acquired in randomness expansion. In order to use the entropy accumulation theorem to prove security of the protocol, one is required to construct min-tradeoff functions. Recall that these are functions which lower bound the quantities $H\left(A_{i} B_{i} \mid X_{i} Y_{i} E\right)$ in terms of some expected values of some statistical test $C: \mathcal{A B X} \mathcal{Y} \rightarrow \mathcal{C}$, e.g. an expected Bell-inequality violation. In the following we will show how it is possible to extract min-tradeoff functions directly from the solutions to our device-independent optimizations.

Suppose we have a primal SDP of the following form

$$
\begin{align*}
p^{*}(b):=\sup _{X} & \operatorname{Tr}[C X] \\
\text { s.t. } & \operatorname{Tr}\left[F_{i} X\right] \geq b_{i} \quad \text { for all } i=1, \ldots r  \tag{41}\\
& X \geq 0
\end{align*}
$$

where $C, F_{1}, \ldots, F_{r}$ are real symmetric matrices and $b_{i} \in \mathbb{R}$. In the context with which we are concerned $X$ would correspond to a moment matrix of the NPA hierarchy and the inequality constraints impose the various constraints of the relaxation as well as the statistical constraints, e.g. a Bell-inequality violation. Note that we can impose equality constraints via two inequality constraints, i.e. $a \geq b$ and $-a \geq-b$ together imply $a=b$. We chose to use the primal form with inequality constraints as this is how we implemented the SDPs, a similar computation could be done for an SDP with equality constraints.

The dual of this optimization problem can be expressed as

$$
\begin{align*}
d^{*}(b):=\inf _{\lambda_{i} \leq 0} & \sum_{i} \lambda_{i} b_{i} \\
\text { s.t. } & C-\sum_{i} \lambda_{i} F_{i}-Y \leq 0  \tag{42}\\
& Y \leq 0
\end{align*}
$$

Both the primal and the dual programs are parameterized by the constraint vector $b=\left(b_{1}, \ldots, b_{r}\right)$. We will now show that we can use any feasible point of the dual program parameterized by $b$ to bound the optimal solution to the primal program parameterized by some other constraint vector $\hat{b} \in \mathbb{R}^{r}$. Let $(\lambda, Y)$ be a feasible point of (42) when parameterized by the constraint vector $b$ and let $\widehat{X}$ be a feasible point of (41) when parameterized by the constraint vector $\hat{b}$. Then we have

$$
\begin{align*}
0 & \geq \operatorname{Tr}\left[\left(C-\sum_{i} \lambda_{i} F_{i}-Y\right) \widehat{X}\right] \\
& \geq \operatorname{Tr}[C \widehat{X}]-\sum_{i} \lambda_{i} \operatorname{Tr}\left[F_{i} \widehat{X}\right]  \tag{43}\\
& \geq \operatorname{Tr}[C \widehat{X}]-\sum_{i} \lambda_{i} \hat{b}_{i} .
\end{align*}
$$

Thus, taking the supremum over all feasible $\widehat{X}$ we have $\sum_{i} \lambda_{i} \hat{b}_{i} \geq p^{*}(\hat{b})$.
In the context of our device-independent optimizations we only need to vary certain parts of the constraint vector, i.e. the parts that correspond to the values of the statistical test. Therefore we can order the constraint vector such that it partitions into two smaller constraint vectors $b_{\text {fix }}$ and $b_{\text {var }}$ which are the fixed and varying parts of the full constraint vector respectively. We can also then partition the dual solution vector $\lambda=\left(\lambda_{\text {fix }}, \lambda_{\text {var }}\right)$ in the same way. Writing $\alpha=\lambda_{\text {fix }} \cdot b_{\text {fix }}$ we have that the dual solution provides us with an affine function $g(\hat{b}):=\alpha+\lambda_{\text {var }} \cdot \hat{b}_{\text {var }}$ which is always an upper bound on the primal program, $g(\hat{b}) \geq p^{*}(\hat{b})$.

Let us return to the task of constructing min-tradeoff functions. Recall that a statistical test is some function $C: \mathcal{A B X} \mathcal{Y} \rightarrow \mathcal{C}$. Given a distribution $q: \mathcal{C} \rightarrow[0,1]$, we say a strategy $\left(Q_{A}, Q_{B}, E,|\psi\rangle,\left\{M_{a \mid x}\right\},\left\{N_{b \mid y}\right\}\right)$ is compatible with the statistics $q$ if for all $c \in \mathcal{C}$ we have

$$
\begin{equation*}
\sum_{a b x y: C(a, b, x, y)=c} \mu(x, y) p(a, b \mid x, y)=q(c), \tag{44}
\end{equation*}
$$

where $\mu$ is some probability distribution on $\mathcal{X} \mathcal{Y}$. Then a function $f: \mathcal{P}(\mathcal{C}) \rightarrow \mathbb{R}$ is a global min-tradeoff function for the statistical test $C$ if it satisfies

$$
\begin{equation*}
f(q) \leq \inf _{\Sigma_{C}(q)} H(A B \mid X Y E) \tag{45}
\end{equation*}
$$

where the infimum is taken over all post-measurement states of all finite-dimensional strategies that are compatible with statistics $q$. Similarly, we call $f$ a local min-tradeoff function if $f(q) \leq \inf _{\Sigma_{C}(q)} H(A \mid X E)$.

Let $p_{\text {NPA }}^{*}(q)$ be the optimal solution to an NPA relaxation of $Q_{\left(\alpha_{k}\right)}^{\mathrm{DI}}$ (see (22) and (28)) with additional constraints of the form

$$
\begin{equation*}
\pm \sum_{a b x y: C(a, b, x, y)=c} \mu(x, y) \operatorname{Tr}\left[\left(M_{a \mid x} \otimes N_{b \mid y} \otimes I_{E}\right) \mid \psi \chi\langle\psi|\right] \geq \pm q(c) \tag{46}
\end{equation*}
$$

Then for any $k \in \mathbb{N}$ and some fixed $\left(x_{0}, y_{0}\right) \in \mathcal{X} \mathcal{Y}$ we have

$$
\begin{align*}
\inf _{\Sigma_{C}(q)} H(A B \mid X Y E) & \geq \inf _{\Sigma_{C}(q)} \mu\left(x_{0}, y_{0}\right) H\left(A B \mid X=x_{0}, Y=y_{0}, E\right) \\
& =\mu\left(x_{0}, y_{0}\right) \inf _{\Sigma_{C}(q)} \frac{\alpha_{k}}{1-\alpha_{k}} \log Q_{\left(\alpha_{k}\right)}^{\mathrm{DI}} \\
& \geq \mu\left(x_{0}, y_{0}\right) \frac{\alpha_{k}}{1-\alpha_{k}} \log p_{\mathrm{NPA}}^{*}(q)  \tag{47}\\
& \geq \mu\left(x_{0}, y_{0}\right) \frac{\alpha_{k}}{1-\alpha_{k}} \log (\alpha+\lambda \cdot q) .
\end{align*}
$$

That is, we can lower bound the von Neumann entropy with an iterated means entropy, solve the relaxed optimization of the iterated means entropy and then extract from the dual solution a lower bounding functional. Many device-independent protocols use a spot-checking procedure wherein the statistical test is performed infrequently and with high probability some fixed inputs ( $x_{0}, y_{0}$ ) are input to the devices. Hence the probability $\mu\left(x_{0}, y_{0}\right)$ will be close to one. In applications of the EAT the min-tradeoff functions are restricted to be affine functions of the statistics. However, as $-\log (\alpha+\lambda \cdot q)$ is a convex function of $q$ and so one can derive an affine lower bound by taking a first order Taylor expansion of $\mu\left(x_{0}, y_{0}\right) \frac{\alpha_{k}}{1-\alpha_{k}} \log (\alpha+\lambda \cdot q)$. The resulting function can then be used directly with the EAT. For example, we could repeat the analysis of [15], which gave security proofs for randomness expansion using mintradeoff functions derived from the min-entropy program, using our iterated means entropies. Given the comparisons between the iterated mean entropies and the min-entropy presented in the main text, redoing the security proofs in [15] with the iterated mean entropies would likely give substantial improvements on the finite round rates. For DI-QKD protocols one could look to adapt the analysis of [14], replacing the tradeoff function derived for the CHSH game [16] with tradeoff functions derived from our SDPs.

## Additional plots

Results for the bounds on local randomness for 2-input 2-output devices constrained by their full conditional distribution are presented in Figure 1. As explained in the main text, for each detection efficiency we allow ourselves to optimize over some class of two-qubit systems to find a conditional distribution that maximizes the rate. We see a large difference between $H_{(2)}^{\uparrow}(A \mid E)$ and $H_{\min }(A \mid E)$. However, like in the corresponding plot for global randomness presented in the main document, we see a negligible improvement on the randomness certified when comparing $H_{(4 / 3)}^{\uparrow}(A \mid E)$ and $H_{(2)}^{\uparrow}(A \mid E)$. Comparing with the analytical bound from [16] and the TSGPL bound from [17], we found our bounds are almost everywhere lower. An exception to this is in the regime of high detection efficiencies where our lower bounds converge to the optimum value of one and so surpass the TSGPL bound.

Another interesting comparison is to see whether $H_{\left(\alpha_{k}\right)}^{\uparrow}(A \mid E)$ converges to $H(A \mid E)$ when the devices are constrained only by a CHSH score. In this case we know tight analytical bounds on both $H(A \mid E)[16]$ and $H_{\min }(A \mid E)$ [19]. In Figure 2 we include an additional plot that compares lower bounds the local randomness as measured by $H(A \mid E), H_{(8 / 7)}^{\uparrow}(A \mid E)$ and $H_{\min }(A \mid E)$. Unfortunately, we find in this scenario that our technique gives only a negligible improvement over $H_{\text {min }}$ for the entropies in the family which we could compute.

We suspect that this lack of improvement may be related to evidence that both the Petz $\bar{H}_{\alpha}^{\uparrow}(A \mid E)$ and geometric $\widehat{H}_{\alpha}^{\uparrow}(A \mid E)$ may converge slowly in this scenario. For example, we know that $\bar{H}_{\alpha}^{\uparrow}(A \mid E)$ should converge to $H(A \mid E)$ as $\alpha \rightarrow 1$. However, we can show that when the devices are constrained by an expected CHSH score that $\inf \bar{H}_{2}^{\uparrow}(A \mid E)=\inf H_{\min }(A \mid E)$. We provide a proof of these statements in Lemma 1 and Corollary 1. It is also known that for the sandwiched entropies we have inf $\widetilde{H}_{2}^{\downarrow}(A \mid E)=$ $\inf H_{\min }(A \mid E)$ [20]. The fact that these entropies provide no improvement at all over $H_{\min }(A \mid E)$ is consistent with the results we see in Figure 2.


Figure 1: Local randomness vs. detection efficiency ( $\eta$ ) in the 2222-scenario. We compare lower bounds on different measures of the global randomness produced by 2-input 2-output devices that have some fixed detection efficiency $\eta \in[0.7,1]$. The curves for $H_{(4 / 3)}^{\uparrow}(A \mid E), H_{(2)}^{\uparrow}(A \mid E)$ and $H_{\min }(A \mid E)$ were computed numerically, the red curve representing inf $H(A \mid E)$ was computed using the analytical expression from [16] and the TSGPL bound uses data from the authors of [17]. The red curve (analytic) was computed by maximizing the CHSH score over two-qubit systems with a fixed $\eta$. All other curves constrained the devices to satisfy some fixed probability distribution. For the TSGPL bound this distribution was chosen by maximizing the CHSH score for a fixed $\eta$. For the remainder of the curves we optimized our choice of distribution using the method of [18].


Figure 2: Local randomness vs. expected CHSH score. The curve of $H_{(8 / 7)}^{\uparrow}(A \mid E)$ was computed numerically, the red curve representing inf $H(A \mid E)$ was computed using the analytical expression from [16] and the curve representing inf $H_{\min }(A \mid E)$ was computed using the analytical expression from [19].

## Proof of Proposition 2

For ease of reading recall that the iterated mean divergences are defined, for $k \in \mathbb{N}$ and $\alpha_{k}=1+\frac{1}{2^{k}-1}$ as

$$
\begin{equation*}
D_{\left(\alpha_{k}\right)}(\rho \| \sigma):=\frac{1}{\alpha_{k}-1} \log Q_{\left(\alpha_{k}\right)}(\rho \| \sigma) \tag{48}
\end{equation*}
$$

where

$$
\begin{align*}
& Q_{\left(\alpha_{k}\right)}(\rho \| \sigma):=\max _{V_{1}, \ldots, V_{k}, Z} \alpha_{k} \operatorname{Tr}\left[\rho \frac{\left(V_{1}+V_{1}^{*}\right)}{2}\right]-\left(\alpha_{k}-1\right) \operatorname{Tr}[\sigma Z] \\
& \text { s.t. } V_{1}+V_{1}^{*} \geq 0  \tag{49}\\
& \left(\begin{array}{cc}
I & V_{1} \\
V_{1}^{*} & \frac{\left(V_{2}+V_{2}^{*}\right)}{2}
\end{array}\right) \geq 0 \quad\left(\begin{array}{cc}
I & V_{2} \\
V_{2}^{*} & \frac{\left(V_{3}+V_{3}^{*}\right)}{2}
\end{array}\right) \geq 0 \quad \cdots \quad\left(\begin{array}{cc}
I & V_{k} \\
V_{k}^{*} & Z
\end{array}\right) \geq 0 .
\end{align*}
$$

Before we begin the proof of the proposition we make an observation that we can assume the support of all operators within the optimization is contained within the support of $\sigma$, i.e., $\sigma \gg Z$ and $\sigma \gg V_{i}$ for all $1 \leq i \leq k$. To see this consider the decomposition of the Hilbert space as $\mathcal{H}=\operatorname{supp}(\sigma) \oplus \operatorname{supp}(\sigma)^{\perp}$. With respect to this decomposition we may write the operators in block matrix form as

$$
\rho=\left(\begin{array}{cc}
\rho(0,0) & 0  \tag{50}\\
0 & 0
\end{array}\right), \quad \sigma=\left(\begin{array}{cc}
\sigma(0,0) & 0 \\
0 & 0
\end{array}\right), \quad V_{i}=\left(\begin{array}{cc}
V_{i}(0,0) & V_{i}(0,1) \\
V_{i}(1,0) & V_{i}(1,1)
\end{array}\right), \quad Z=\left(\begin{array}{cc}
Z(0,0) & Z(0,1) \\
Z^{*}(0,1) & Z(1,1)
\end{array}\right)
$$

With this form the objective function may be written as

$$
\begin{equation*}
\alpha_{k} \operatorname{Tr}\left[\rho(0,0) \frac{V_{1}(0,0)+V_{1}^{*}(0,0)}{2}\right]-\left(1-\alpha_{k}\right) \operatorname{Tr}[\sigma(0,0) Z(0,0)] \tag{51}
\end{equation*}
$$

and so only depends on the restriction of the operators to the subspace $\operatorname{supp}(\sigma)$. Now the positivesemidefinite constraints in (49) may be rewritten as $V_{i}^{*} V_{i} \leq \frac{V_{i+1}+V_{i+1}^{*}}{2}$ for $1 \leq i \leq k-1$ and $V_{k}^{*} V_{k} \leq Z$.

By direct computation we find that

$$
\frac{V_{i+1}+V_{i+1}^{*}}{2}-V_{i}^{*} V_{i}=\left(\begin{array}{cc}
\frac{V_{i+1}(0,0)+V_{i+1}^{*}(0,0)}{2}-V_{i}^{*}(0,0) V_{i}(0,0)-V_{i}^{*}(1,0) V_{i}^{*}(1,0) & *  \tag{52}\\
* & *
\end{array}\right)
$$

and so $\frac{V_{i+1}+V_{i+1}^{*}}{2}-V_{i}^{*} V_{i} \geq 0 \Longrightarrow \frac{V_{i+1}(0,0)+V_{i+1}^{*}(0,0)}{2}-V_{i}^{*}(0,0) V_{i}(0,0)-V_{i}^{*}(1,0) V_{i}(1,0) \geq 0 \Longrightarrow$ $\frac{V_{i+1}(0,0)+V_{i+1}^{*}(0,0)}{2}-V_{i}^{*}(0,0) V_{i}(0,0) \geq 0$. The final implication holds because $V_{i}^{*}(1,0) V_{i}(1,0) \geq 0$. Similarly, for the positive semidefinite constraint involving $Z$ we find $Z \geq V_{k}^{*} V_{k} \Longrightarrow Z(0,0) \geq$ $V_{k}^{*}(0,0) V_{k}(0,0)$. Finally $V_{1}+V_{1}^{*} \geq 0 \Longrightarrow V_{1}(0,0)+V_{1}^{*}(0,0) \geq 0$. Thus, denoting the projector onto the $\operatorname{subspace} \operatorname{supp}(\sigma)$ by $\Pi$, we have that for any feasible point $\left(V_{1}, \ldots, V_{k}, Z\right)$, the point $\left(\Pi V_{1} \Pi, \ldots, \Pi V_{k} \Pi, \Pi Z \Pi\right)$ is also feasible, obtains the same objective value and all operators have their support contained in $\operatorname{supp}(\sigma)$. We therefore assume henceforth that all operators in the optimization have their support contained within $\operatorname{supp}(\sigma)$.

Proposition 2. Let $\rho \in \mathscr{D}(\mathcal{H}), \sigma \in \mathscr{P}(\mathcal{H})$ and $k \in \mathbb{N}$. Then the following all hold:

1. (Rescaling)

$$
\begin{align*}
& Q_{\left(\alpha_{k}\right)}(\rho \| \sigma)=\max _{V_{1}, \ldots, V_{k}, Z}\left(\operatorname{Tr}\left[\rho \frac{\left(V_{1}+V_{1}^{*}\right)}{2}\right]\right)^{\alpha_{k}} \\
& \text { s.t. } \operatorname{Tr}[\sigma Z]=1 \\
& V_{1}+V_{1}^{*} \geq 0 \\
& \left(\begin{array}{cc}
I & V_{1} \\
V_{1}^{*} & \frac{\left(V_{2}+V_{2}^{*}\right)}{2}
\end{array}\right) \geq 0 \quad\left(\begin{array}{cc}
I & V_{2} \\
V_{2}^{*} & \frac{\left(V_{3}+V_{3}^{*}\right)}{2}
\end{array}\right) \geq 0 \quad \cdots \quad\left(\begin{array}{cc}
I & V_{k} \\
V_{k}^{*} & Z
\end{array}\right) \geq 0 . \tag{53}
\end{align*}
$$

2. (Dual formulations) We have

$$
\begin{align*}
& Q_{\left(\alpha_{k}\right)}(\rho \| \sigma)=\min _{A_{1}, \ldots, A_{k}, C_{1}, \ldots, C_{k}} \frac{1}{2^{k}-1} \sum_{i=1}^{k} 2^{k-i} \operatorname{Tr}\left[A_{i}\right] \\
& \text { s.t. } \quad C_{1} \geq \rho  \tag{54}\\
& \quad\left(\begin{array}{ll}
A_{1} & C_{1} \\
C_{1} & C_{2}
\end{array}\right) \geq 0 \quad\left(\begin{array}{ll}
A_{2} & C_{2} \\
C_{2} & C_{3}
\end{array}\right) \geq 0 \quad \ldots \quad\left(\begin{array}{cc}
A_{k} & C_{k} \\
C_{k} & \sigma
\end{array}\right) \geq 0
\end{align*}
$$

Or also

$$
\begin{align*}
& Q_{\left(\alpha_{k}\right)}(\rho \| \sigma)=\min _{A_{1}, \ldots, A_{k}, C_{1}, \ldots, C_{k}} \operatorname{Tr}\left[A_{1}\right] \\
& \text { s.t. } \operatorname{Tr}\left[A_{1}\right]=\operatorname{Tr}\left[A_{2}\right]=\cdots=\operatorname{Tr}\left[A_{k}\right] \\
& \quad C_{1} \geq \rho  \tag{55}\\
& \quad\left(\begin{array}{ll}
A_{1} & C_{1} \\
C_{1} & C_{2}
\end{array}\right) \geq 0 \quad\left(\begin{array}{ll}
A_{2} & C_{2} \\
C_{2} & C_{3}
\end{array}\right) \geq 0 \quad \ldots \quad\left(\begin{array}{cc}
A_{k} & C_{k} \\
C_{k} & \sigma
\end{array}\right) \geq 0 .
\end{align*}
$$

Finally and eponymously

$$
\begin{align*}
Q_{\left(\alpha_{k}\right)}(\rho \| \sigma)=\min _{A_{1}, \ldots, A_{k}} & \operatorname{Tr}\left[A_{1}\right] \\
\text { s.t. } & \operatorname{Tr}\left[A_{1}\right]=\operatorname{Tr}\left[A_{2}\right]=\cdots=\operatorname{Tr}\left[A_{k}\right]  \tag{56}\\
& \rho \leq A_{1} \#\left(A_{2} \#\left(\ldots \#\left(A_{k} \# \sigma\right) \ldots\right)\right.
\end{align*}
$$

3. (Submultiplicativity) Let $\rho_{1} \in \mathscr{D}\left(\mathcal{H}_{1}\right), \sigma_{1} \in \mathscr{P}\left(\mathcal{H}_{1}\right), \rho_{2} \in \mathscr{D}\left(\mathcal{H}_{2}\right)$ and $\sigma_{2} \in \mathscr{P}\left(\mathcal{H}_{2}\right)$. Then,

$$
\begin{equation*}
D_{\left(\alpha_{k}\right)}\left(\rho_{1} \otimes \rho_{2} \| \sigma_{1} \otimes \sigma_{2}\right) \leq D_{\left(\alpha_{k}\right)}\left(\rho_{1} \| \sigma_{1}\right)+D_{\left(\alpha_{k}\right)}\left(\rho_{2} \| \sigma_{2}\right) \tag{57}
\end{equation*}
$$

4. (Relation to other Rényi divergences)

$$
\begin{equation*}
D_{\alpha_{k}}^{\mathbb{M}}(\rho \| \sigma) \leq \widetilde{D}_{\alpha_{k}}(\rho \| \sigma) \leq D_{\left(\alpha_{k}\right)}(\rho \| \sigma) \leq \widehat{D}_{\alpha_{k}}(\rho \| \sigma) \tag{58}
\end{equation*}
$$

5. (Decreasing in $k$ ) For all $k \geq 2$,

$$
\begin{equation*}
D_{\left(\alpha_{k}\right)}(\rho \| \sigma) \leq D_{\left(\alpha_{k-1}\right)}(\rho \| \sigma) \tag{59}
\end{equation*}
$$

6. (Data processing) Let $\mathcal{K}$ be another Hilbert space and let $\mathcal{E}: \mathscr{L}(\mathcal{H}) \rightarrow \mathscr{L}(\mathcal{K})$ be a CPTP map, then

$$
\begin{equation*}
D_{\left(\alpha_{k}\right)}(\rho \| \sigma) \geq D_{\left(\alpha_{k}\right)}(\mathcal{E}(\rho) \| \mathcal{E}(\sigma)) \tag{60}
\end{equation*}
$$

7. (Reduction to classical divergence) If $[\rho, \sigma]=0$ then

$$
\begin{equation*}
D_{\left(\alpha_{k}\right)}(\rho \| \sigma)=\frac{1}{\alpha_{k}-1} \log \operatorname{Tr}\left[\rho^{\alpha_{k}} \sigma^{1-\alpha_{k}}\right] \tag{61}
\end{equation*}
$$

## Proof

## Property 1. Rescaling

For any $\beta>0$ we have $\left(\begin{array}{cc}A & B \\ B^{*} & C\end{array}\right) \geq 0 \Longleftrightarrow\left(\begin{array}{cc}A & \beta B \\ \beta B^{*} & \beta^{2} C\end{array}\right) \geq 0$. It follows then that for any feasible point $\left(V_{1}, \ldots, V_{k}, Z\right)$ of (49), $\left(\beta V_{1}, \beta^{2} V_{2}, \ldots, \beta^{2^{k-1}} V_{k}, \beta^{2^{k}} Z\right)$ is another feasible point. This new feasible point has an objective value $\alpha_{k} \beta \operatorname{Tr}\left[\rho \frac{\left(V_{1}+V_{1}^{*}\right)}{2}\right]-\left(\alpha_{k}-1\right) \beta^{2^{k}} \operatorname{Tr}[\sigma Z]$. We may also assume that $\operatorname{Tr}\left[\rho \frac{\left(V_{1}+V_{1}^{*}\right)}{2}\right] \geq$ 0 and $\operatorname{Tr}[\sigma Z]>0$ by the following argument. As $V_{1}+V_{1}^{*} \geq 0$ we have $\operatorname{Tr}\left[\rho\left(V_{1}+V_{1}^{*}\right)\right] \geq 0$. Furthermore, as $Z \geq 0$ and $Z \ll \sigma$ we have $\operatorname{Tr}[\sigma Z]=0 \Longleftrightarrow Z=0$. However if $Z=0$ then it follows from the other constraints that we must also have $V_{1}=V_{2}=\cdots=V_{k}=0$ and in turn the objective value is trivially 0 . We also have that for any $c>0$, the point $\left(c I, 2 c^{2} I, \ldots, 2^{2^{k-1}-1} c^{2^{k-1}} I, 2^{2^{k}-1} c^{2^{k}} I\right)$ is feasible with an objective value $\alpha_{k} c \operatorname{Tr}[\rho]-\left(\alpha_{k}-1\right) 2^{2^{k}-1} c^{2^{k}} \operatorname{Tr}[\sigma]$. Rearranging we find that we have a strictly positive objective value when we choose $c<\left(2^{1-2^{k}} \frac{\alpha_{k}}{\alpha_{k}-1} \frac{\operatorname{Tr}[\rho]}{\operatorname{Tr}[\sigma]}\right)^{\frac{1}{2^{k}-1}}$. Thus the choice of $Z=0$ is always suboptimal and we may also assume that $\operatorname{Tr}[\sigma Z]>0$. So with $\operatorname{Tr}\left[\rho \frac{\left(V_{1}+V_{1}^{*}\right)}{2}\right] \geq 0$ and $\operatorname{Tr}[\sigma Z]>0$ we may maximize over the choice of $\beta>0$ and we find a unique maximum occurring at

$$
\begin{equation*}
\beta^{*}=\left(\frac{\alpha_{k}}{2^{k}\left(\alpha_{k}-1\right)} \frac{\operatorname{Tr}\left[\rho \frac{\left(V_{1}+V_{1}^{*}\right)}{2}\right]}{\operatorname{Tr}[\sigma Z]}\right)^{\frac{1}{2^{k}-1}} \tag{62}
\end{equation*}
$$

For this choice of $\beta$ the objective function simplifies to

$$
\begin{equation*}
\frac{\operatorname{Tr}\left[\rho \frac{\left(V_{1}+V_{1}^{*}\right)}{2}\right]^{\alpha_{k}}}{\operatorname{Tr}[\sigma Z]^{\frac{1}{2^{k}-1}}} . \tag{63}
\end{equation*}
$$

Note that after this rewriting, rescaling the operators as before with some $\beta>0$ does not change the objective value. Thus, we are free to rescale the operators so that $\operatorname{Tr}[\sigma Z]=1$. Therefore we can rewrite the optimization as

$$
\begin{align*}
Q_{\left(\alpha_{k}\right)}(\rho \| \sigma)= & \max _{V_{1}, \ldots, V_{k}, Z} \operatorname{Tr}\left[\rho \frac{\left(V_{1}+V_{1}^{*}\right)}{2}\right]^{\alpha_{k}} \\
& \text { s.t. } \operatorname{Tr}[\sigma Z]=1 \\
& V_{1}+V_{1}^{*} \geq 0  \tag{64}\\
& \left(\begin{array}{cc}
I & V_{1} \\
V_{1}^{*} & \frac{\left(V_{2}+V_{2}^{*}\right)}{2}
\end{array}\right) \geq 0 \quad\left(\begin{array}{cc}
I & V_{2} \\
V_{2}^{*} & \frac{\left(V_{3}+V_{3}^{*}\right)}{2}
\end{array}\right) \geq 0 \\
\cdots & \left(\begin{array}{cc}
I & V_{k} \\
V_{k}^{*} & Z
\end{array}\right) \geq 0 .
\end{align*}
$$

## Property 2a. Dual form (a)

We start by establishing the following dual form, which is not included in the statement for brevity:

$$
\begin{align*}
& Q_{\left(\alpha_{k}\right)}(\rho \| \sigma)=\min _{A_{1}, \ldots, A_{k}, C_{1}, \ldots, C_{k}} \sum_{i=1}^{k} \operatorname{Tr}\left[A_{i}\right] \\
& \text { s.t. } \quad C_{1} \geq \rho  \tag{65}\\
& \left(\begin{array}{cc}
A_{1} & \frac{\alpha_{k}}{2} C_{1} \\
\frac{\alpha_{k}}{2} C_{1} & C_{2}
\end{array}\right) \geq 0 \quad\left(\begin{array}{cc}
A_{2} & \frac{C_{2}}{2} \\
\frac{C_{2}}{2} & C_{3}
\end{array}\right) \geq 0 \quad \ldots \quad\left(\begin{array}{cc}
A_{k} & \frac{C_{k}}{2} \\
\frac{C_{k}}{2} & \frac{1}{2^{k}-1} \sigma
\end{array}\right) \geq 0 .
\end{align*}
$$

Introducing the dual variables $\left(\begin{array}{cc}A_{i} & B_{i} \\ B_{i}^{*} & C_{i+1}\end{array}\right)$ for $1 \leq i \leq k$ for the positive-semidefinite constraints and the dual variable $C_{1}$ for the constraint $V_{1}+V_{1}^{*} \geq 0$ we can write the Lagrangian of the problem (49) as

$$
\begin{align*}
L & =\alpha_{k} \operatorname{Tr}\left[\rho \frac{\left(V_{1}+V_{1}^{*}\right)}{2}\right]-\left(\alpha_{k}-1\right) \operatorname{Tr}[\sigma Z]+\operatorname{Tr}\left[\left(V_{1}+V_{1}^{*}\right) C_{1}\right] \\
& +\operatorname{Tr}\left[A_{1}+B_{1} V_{1}^{*}+B_{1}^{*} V_{1}+C_{2}\left(V_{2}+V_{2}^{*}\right) / 2\right]+\cdots+\operatorname{Tr}\left[A_{k}+B_{k} V_{1}^{*}+B_{k}^{*} V_{1}+C_{k+1} Z\right] \\
& =\sum_{i=1}^{k} \operatorname{Tr}\left[A_{i}\right]+\operatorname{Tr}\left[V_{1}\left(\frac{\alpha_{k}}{2} \rho+C_{1}+B_{1}^{*}\right)+V_{1}^{*}\left(\frac{\alpha_{k}}{2} \rho+C_{1}+B_{1}\right)\right]+\cdots+\operatorname{Tr}\left[V_{k}\left(\frac{1}{2} C_{k}+B_{k}^{*}\right)+V_{k}^{*}\left(\frac{1}{2} C_{k}+B_{k}\right)\right] \\
& +\operatorname{Tr}\left[Z\left(\frac{1}{2} C_{k+1}-\left(\alpha_{k}-1\right) \sigma\right)\right] \\
& =\sum_{i=1}^{k} \operatorname{Tr}\left[A_{i}\right]+2 \mathscr{R}\left(\operatorname{Tr}\left[V_{1}\left(\frac{\alpha_{k}}{2} \rho+C_{1}+B_{1}^{*}\right)\right]\right)+\cdots+2 \mathscr{R}\left(\operatorname{Tr}\left[V_{k}\left(\frac{1}{2} C_{k}+B_{k}^{*}\right)\right]\right)+\operatorname{Tr}\left[Z\left(\frac{1}{2} C_{k+1}-\left(\alpha_{k}-1\right) \sigma\right)\right] \tag{66}
\end{align*}
$$

where for the third equality we used the identity $\operatorname{Tr}\left[X+X^{*}\right]=2 \mathscr{R}(\operatorname{Tr}[X])$. Now if we take a maximization over the variables $V_{1}, \ldots, V_{k}$ and $Z$, we find that the Lagrangian is finite only if $C_{1}+\frac{\alpha_{k}}{2} \rho+B_{1}^{*}=0$, $B_{i}=-\frac{1}{2} C_{i-1}$ for $2 \leq i \leq k$ and $C_{k}=\left(\alpha_{k}-1\right) \sigma$. Note that the condition $C_{1}+\frac{\alpha_{k}}{2} \rho+B_{1}^{*}=0$ can be rewritten as $-B_{1}^{*} \geq \frac{\alpha_{k}}{2} \rho$ as $C_{1}$ does not appear elsewhere. We relabel $-B_{1}^{*}$ to $\frac{\alpha_{k}}{2} C_{1}$. Also, note that it follows from Lemma 2 that $\left(\begin{array}{cc}A & -B \\ -B^{*} & C\end{array}\right) \geq 0 \Longleftrightarrow\left(\begin{array}{cc}A & B \\ B^{*} & C\end{array}\right) \geq 0$. Therefore we can write the dual problem as

$$
\begin{align*}
& Q_{\left(\alpha_{k}\right)}(\rho \| \sigma)=\min _{A_{1}, \ldots, A_{k}, C_{1}, \ldots, C_{k}} \sum_{i=1}^{k} \operatorname{Tr}\left[A_{i}\right] \\
& \text { s.t. } \quad C_{1} \geq \rho  \tag{67}\\
& \left(\begin{array}{cc}
A_{1} & \frac{\alpha_{k}}{2} C_{1} \\
\frac{\alpha_{k}}{2} C_{1} & C_{2}
\end{array}\right) \geq 0 \quad\left(\begin{array}{cc}
A_{2} & \frac{C_{2}}{2} \\
\frac{C_{2}}{2} & C_{3}
\end{array}\right) \geq 0 \quad \ldots \quad\left(\begin{array}{cc}
A_{k} & \frac{C_{k}}{2} \\
\frac{C_{k}}{2} & \left(\alpha_{k}-1\right) \sigma
\end{array}\right) \geq 0 .
\end{align*}
$$

It remains to show that we have strong duality. In order to show this we observe that for any $c>0$ the assignment $V_{1}=c I, V_{2}=2 c^{2} I, \ldots, V_{k}=2^{2^{k-1}-1} c^{2^{k-1}} I$ and $Z=2^{2^{k}-1} c^{2^{k}} I$ constitutes a strictly feasible point of the primal program. In the dual problem, for $2 \leq i \leq k-1$ the constraints $\left(\begin{array}{cc}A_{i} & \frac{1}{2} C_{i} \\ \frac{1}{2} C_{i} & C_{i+1}\end{array}\right) \geq 0$ have a strictly feasible assignment $C_{i}=C_{i+1}=2 I$ and $A_{i}=\frac{c}{2} I$ for any $c>1$. Then the assignment $A_{1}=c \frac{\alpha_{k}^{2}}{2}$ and $C_{1}=2 I$ satisfies the first positive semidefinite constraint and $C_{1} \geq \rho$ strictly. Now recall that we may assume that we work in the $\operatorname{subspace} \operatorname{supp}(\sigma)$ and so we have $\sigma>0$. Therefore, the assignment $A_{k}=\frac{c}{\left(\alpha_{k}-1\right)} \sigma^{-1}$ satisfies the final constraint strictly. As we have demonstrated strictly feasible points to both the primal and the dual problems, it follows that we have strong duality.

## Property 2b. Dual form (b)

Firstly, note that it follows from Lemma 2 that for any $\beta>0$ we have $\left(\begin{array}{cc}A & \beta B \\ \beta B^{*} & C\end{array}\right) \geq 0 \Longleftrightarrow$ $\left(\begin{array}{cc}\frac{1}{\beta} A & B \\ B^{*} & \frac{1}{\beta} C\end{array}\right) \geq 0$. Then we can rewrite the block matrix constraints of the dual problem (67) as

$$
\left(\begin{array}{cc}
\frac{2}{\alpha_{k}} A_{1} & C_{1}  \tag{68}\\
C_{1} & \frac{2}{\alpha_{k}} C_{2}
\end{array}\right) \geq 0 \quad\left(\begin{array}{cc}
\frac{4}{\alpha_{k}} A_{2} & \frac{4}{\alpha_{k}} \frac{1}{2} C_{2} \\
\frac{4}{\alpha_{k}} \frac{1}{2} C_{2} & \frac{4}{\alpha_{k}} C_{3}
\end{array}\right) \geq 0 \quad \ldots \quad\left(\begin{array}{cc}
\frac{2^{k}}{\alpha_{k}} A_{k} & \frac{2^{k}}{} \frac{1}{2} C_{k} \\
\frac{2^{k}}{\alpha_{k}} \frac{1}{2} C_{k} & \frac{2^{k}}{\alpha_{k}}\left(\alpha_{k}-1\right) \sigma
\end{array}\right) \geq 0 .
$$

Making the change of variables $\widehat{A}_{i}=\frac{2^{i}}{\alpha_{k}} A_{i}$ and $\widehat{C}_{i}=\frac{2^{i}}{\alpha_{k}} C_{i}$ for $2 \leq i \leq k$, we find that the dual program (67) is equivalent to

$$
\begin{align*}
& \min _{A_{1}, \ldots, A_{k}, C_{1}, \ldots, C_{k}} \frac{1}{2^{k}-1} \sum_{i=1}^{k} 2^{k-i} \operatorname{Tr}\left[A_{i}\right] \\
& \text { s.t. } C_{1} \geq \rho  \tag{69}\\
& \quad\left(\begin{array}{ll}
A_{1} & C_{1} \\
C_{1} & C_{2}
\end{array}\right) \geq 0 \quad\left(\begin{array}{ll}
A_{2} & C_{2} \\
C_{2} & C_{3}
\end{array}\right) \geq 0 \quad \ldots \quad\left(\begin{array}{cc}
A_{k} & C_{k} \\
C_{k} & \sigma
\end{array}\right) \geq 0,
\end{align*}
$$

where we also used the fact that the coefficient of $\sigma$ simplifies as $\frac{2^{k}}{\alpha_{k}}\left(\alpha_{k}-1\right)=1$.

## Property 2c. Dual form (c)

We now derive the third dual form from the second dual form (69). Firstly, let $\gamma_{1}>0$ and note that it follows from Lemma 2 that for any feasible point $\left(A_{1}, \ldots, A_{k}, C_{1}, \ldots, C_{k}\right)$ of (69),

$$
\begin{equation*}
\left(\gamma_{1} A_{1}, \frac{1}{\gamma_{1}^{2}} A_{2}, A_{3}, \ldots, A_{k}, C_{1}, \frac{1}{\gamma_{1}} C_{2}, \ldots, C_{k}\right) \tag{70}
\end{equation*}
$$

is also a feasible point. By setting $\gamma_{1}=\left(\frac{\operatorname{Tr}\left[A_{2}\right]}{\operatorname{Tr}\left[A_{1}\right]}\right)^{1 / 3}$ we have $\operatorname{Tr}\left[\gamma_{1} A_{1}\right]=\operatorname{Tr}\left[\frac{1}{\gamma_{1}} A_{2}\right]$. Furthermore, we have for this choice of $\gamma_{1}$ that

$$
\begin{align*}
2 \operatorname{Tr}\left[\gamma_{1} A_{1}\right]+\operatorname{Tr}\left[\frac{1}{\gamma_{1}} A_{2}\right] & =3 \operatorname{Tr}\left[A_{1}\right]^{2 / 3} \operatorname{Tr}\left[A_{2}\right]^{1 / 3}  \tag{71}\\
& \leq 2 \operatorname{Tr}\left[A_{1}\right]+\operatorname{Tr}\left[A_{2}\right],
\end{align*}
$$

where the second line follows from the arithmetic-geometric mean inequality. This shows that for any feasible point we can transform it to another feasible point such that $\operatorname{Tr}\left[A_{1}\right]=\operatorname{Tr}\left[A_{2}\right]$ and the objective value does not increase under the transformation.

We shall now demonstrate that we can inductively transform any feasible point into another such that the objective value does not increase and the transformed point satisfies $\operatorname{Tr}\left[A_{1}\right]=\operatorname{Tr}\left[A_{2}\right]=\cdots=\operatorname{Tr}\left[A_{k}\right]$. Suppose we have a feasible point $\left(A_{1}, \ldots A_{k}, C_{1}, \ldots, C_{k}\right)$ such that $\operatorname{Tr}\left[A_{1}\right]=\operatorname{Tr}\left[A_{2}\right]=\cdots=\operatorname{Tr}\left[A_{i-1}\right]$ for some $2 \leq i \leq k$. Then by Lemma 2 the point

$$
\begin{equation*}
\left(\gamma_{i} A_{1}, \gamma_{i} A_{2}, \ldots, \gamma_{i} A_{i-1}, \gamma_{i}^{-2\left(2^{i}-1\right)} A_{i}, A_{i+1}, \ldots, A_{k}, C_{1}, \gamma_{i}^{-1} C_{2}, \gamma_{i}^{-3} C_{3}, \ldots, \gamma_{i}^{-\left(2^{i}-1\right)} C_{i}, C_{i+1}, \ldots, C_{k}\right) \tag{72}
\end{equation*}
$$

is also feasible. By setting $\gamma_{i}=\left(\frac{\operatorname{Tr}\left[A_{i}\right]}{\operatorname{Tr}\left[A_{1}\right]}\right)^{\frac{1}{2^{2+1}-1}}$ we get $\operatorname{Tr}\left[\gamma_{i} A_{1}\right]=\operatorname{Tr}\left[\gamma_{i}^{-2\left(2^{i}-1\right)} A_{i}\right]$. Furthermore, for this choice of $\gamma_{i}$ we have

$$
\begin{align*}
2^{i} \operatorname{Tr}\left[\gamma_{i} A_{1}\right]+2^{i-1} \operatorname{Tr}\left[\gamma_{i} A_{2}\right]+\cdots+2 \operatorname{Tr}\left[\gamma_{i} A_{i-1}\right]+\operatorname{Tr}\left[\gamma_{i}^{-2\left(2^{i}-1\right)} A_{i}\right] & =2\left(2^{i}-1\right) \operatorname{Tr}\left[\gamma_{i} A_{1}\right]+\operatorname{Tr}\left[\gamma_{i}^{-2\left(2^{i}-1\right)} A_{i}\right] \\
& =\left(2^{i+1}-1\right) \operatorname{Tr}\left[A_{1}\right]^{1-\frac{2^{i+1}-1}{2^{2}-1}} \operatorname{Tr}\left[A_{i}\right]^{\frac{\overline{2 d}}{}{ }^{i+1}-1} \\
& \leq 2\left(2^{i}-1\right) \operatorname{Tr}\left[A_{1}\right]+\operatorname{Tr}\left[A_{i}\right] \\
& =2^{i} \operatorname{Tr}\left[A_{1}\right]+2^{i-1} \operatorname{Tr}\left[A_{2}\right]+\cdots+\operatorname{Tr}\left[A_{i}\right], \tag{73}
\end{align*}
$$

where on the first line we used $\operatorname{Tr}\left[A_{1}\right]=\operatorname{Tr}\left[A_{2}\right]=\cdots=\operatorname{Tr}\left[A_{i-1}\right]$, the second line we substituted in our choice of $\gamma_{i}$ and the third line is another application of the arithmetic-geometric mean inequality. This shows that the objective value of the transformed point is no larger than that of the original point. It then follows by induction that we can transform any feasible point of (69) into one which satisfies $\operatorname{Tr}\left[A_{1}\right]=\operatorname{Tr}\left[A_{2}\right]=\cdots=\operatorname{Tr}\left[A_{k}\right]$ without increasing the objective value. Finally, noting that $\frac{1}{2^{k}-1} \sum_{i} 2^{k-i} \operatorname{Tr}\left[A_{1}\right]=\operatorname{Tr}\left[A_{1}\right]$ we find that we can rewrite (69) as

$$
\begin{align*}
& \min _{A_{1}, \ldots, A_{k}, C_{1}, \ldots, C_{k}} \operatorname{Tr}\left[A_{1}\right] \\
& \text { s.t. } \quad \operatorname{Tr}\left[A_{1}\right]=\operatorname{Tr}\left[A_{2}\right]=\cdots=\operatorname{Tr}\left[A_{k}\right] \\
&  \tag{74}\\
& \quad C_{1} \geq \rho \\
& \\
& \quad\left(\begin{array}{ll}
A_{1} & C_{1} \\
C_{1} & C_{2}
\end{array}\right) \geq 0 \quad\left(\begin{array}{ll}
A_{2} & C_{2} \\
C_{2} & C_{3}
\end{array}\right) \geq 0 \quad \ldots \quad\left(\begin{array}{cc}
A_{k} & C_{k} \\
C_{k} & \sigma
\end{array}\right) \geq 0
\end{align*}
$$

Property 2d. Dual form (d) We derive the final dual form from the third dual form (74) - an alternative dual form could be derived by starting at (69). Consider any feasible point ( $A_{1}, \ldots A_{k}, C_{1}, \ldots C_{k}$ ) of (74). By Lemma 3 we know that

$$
\left(\begin{array}{cc}
A_{i} & C_{i}  \tag{75}\\
C_{i} & C_{i+1}
\end{array}\right) \geq 0 \Longrightarrow C_{i} \leq A_{i} \# C_{i+1}
$$

Therefore the block matrix constraints of (74) imply the operator inequalities

$$
\begin{equation*}
C_{1} \leq A_{1} \# C_{2} \quad C_{2} \leq A_{2} \# C_{3} \quad \ldots \quad C_{k} \leq A_{k} \# \sigma \tag{76}
\end{equation*}
$$

Using the fact that if $C \leq D$ then $A \# C \leq A \# D$, we can combine these inequalities together with $\rho \leq C_{1}$ to conclude that any feasible point of (74) is also a feasible point of the optimization problem

$$
\begin{align*}
\min _{A_{1}, \ldots, A_{k}} & \operatorname{Tr}\left[A_{1}\right] \\
\text { s.t. } & \operatorname{Tr}\left[A_{1}\right]=\operatorname{Tr}\left[A_{2}\right]=\cdots=\operatorname{Tr}\left[A_{k}\right]  \tag{77}\\
& \rho \leq A_{1} \#\left(A_{2} \#\left(\ldots \#\left(A_{k} \# \sigma\right) \ldots\right)\right) .
\end{align*}
$$

Moreover, the objective value remains unchanged. Now consider a feasible point $\left(A_{1}, \ldots A_{k}\right)$ of (77). As $\left(\begin{array}{cc}A & A \# B \\ A \# B & B\end{array}\right) \geq 0$ it follows that by choosing $C_{i}=A_{i} \# A_{i+1} \ldots \# A_{k} \# \sigma$ for each $i=1, \ldots, k$ that $\left(A_{1}, \ldots, A_{k}, C_{1}, \ldots, C_{k}\right)$ is a feasible point of (74) with the same objective value. Therefore (74) and (77) are equal.

## Property 3. Submultiplicativity

Let $\left(A_{1}, \ldots, A_{k}, C_{1}, \ldots, C_{k}\right)$ be the optimal point of the optimization (74) for the parameter pair ( $\rho, \sigma$ ) and let $\left(\widehat{A}_{1}, \ldots, \widehat{A}_{k}, \widehat{C}_{1}, \ldots, \widehat{C}_{k}\right)$ be the optimal point of (74) for the parameter pair $(\widehat{\rho}, \widehat{\sigma})$. Then $\left(A_{1} \otimes \widehat{A}_{1}, \ldots, A_{k} \otimes \widehat{A}_{k}, C_{1} \otimes \widehat{C}_{1}, \ldots, C_{k} \otimes \widehat{C}_{k}\right)$ is a feasible point of (74) for the pair $(\rho \otimes \widehat{\rho}, \sigma \otimes \widehat{\sigma})$. Moreover, we then have

$$
\begin{align*}
Q_{\left(\alpha_{k}\right)}(\rho \otimes \widehat{\rho} \| \sigma \otimes \widehat{\sigma}) & \leq \operatorname{Tr}\left[A_{1} \otimes \widehat{A}_{1}\right] \\
& =\operatorname{Tr}\left[A_{1}\right] \operatorname{Tr}\left[\widehat{A}_{1}\right]  \tag{78}\\
& =Q_{\left(\alpha_{k}\right)}(\rho \| \sigma) Q_{\left(\alpha_{k}\right)}(\widehat{\rho} \| \widehat{\sigma}),
\end{align*}
$$

and so $D_{\left(\alpha_{k}\right)}(\rho \otimes \widehat{\rho} \| \sigma \otimes \widehat{\sigma}) \leq D_{\left(\alpha_{k}\right)}(\rho \| \sigma)+D_{\left(\alpha_{k}\right)}(\widehat{\rho} \| \widehat{\sigma})$.

## Property 4. Relation to other Rényi divergences

Recall that $D_{\alpha_{k}}^{\mathbb{M}}(\rho \| \sigma)=\frac{1}{\alpha_{k}-1} \log \max _{\omega>0} \alpha_{k} \operatorname{Tr}[\rho \omega]+\left(1-\alpha_{k}\right) \operatorname{Tr}\left[\sigma \omega^{2^{k}}\right]$. Any $\omega>0$ defines a feasible choice $V_{i}=\omega^{2^{i-1}}$ and $Z=\omega^{2^{k}}$. This gives us immediately $D_{\left(\alpha_{k}\right)}(\rho \| \sigma) \geq D_{\alpha_{k}}^{\mathbb{M}}(\rho \| \sigma)$. Then by submultiplicativity, for any integer $n \geq 1$,

$$
\begin{align*}
D_{\left(\alpha_{k}\right)}(\rho \| \sigma) & \geq \frac{1}{n} D_{\left(\alpha_{k}\right)}\left(\rho^{\otimes n} \| \sigma^{\otimes n}\right)  \tag{79}\\
& \geq \frac{1}{n} D_{\alpha_{k}}^{\mathbb{M}}\left(\rho^{\otimes n} \| \sigma^{\otimes n}\right) .
\end{align*}
$$

Taking the limit as $n \rightarrow \infty$, we get the sandwiched Rényi divergence and so $D_{\left(\alpha_{k}\right)}(\rho \| \sigma) \geq \widetilde{D}_{\alpha_{k}}(\rho \| \sigma)[21]$.

## Property 5. Decreasing in $k$

To show the fact that $D_{\left(\alpha_{k}\right)}$ is decreasing in $k$, we write using the Cauchy-Schwarz inequality and the fact that $\operatorname{Tr}[\rho]=1$,

$$
\begin{align*}
D_{\left(\alpha_{k}\right)}(\rho \| \sigma) & =2^{k} \log \max _{V_{1}, \ldots, V_{k}, Z} \operatorname{Tr}\left[\rho\left(V_{1}+V_{1}^{*}\right) / 2\right] \\
& \leq 2^{k} \log \max _{V_{1}, \ldots, V_{k}, Z} \sqrt{\operatorname{Tr}\left[\rho V_{1}^{*} V_{1}\right]} \\
& \leq 2^{k} \log \max _{V_{2}, \ldots, V_{k}, Z} \sqrt{\operatorname{Tr}\left[\rho\left(V_{2}+V_{2}^{*}\right) / 2\right]}  \tag{80}\\
& =2^{k-1} \log \max _{V_{2}, \ldots, V_{k}, Z} \operatorname{Tr}\left[\rho\left(V_{2}+V_{2}^{*}\right) / 2\right] \\
& =D_{\left(\alpha_{k-1}\right)}(\rho \| \sigma)
\end{align*}
$$

where the third line follows from the operator inequality constraint $V_{1}^{*} V_{1} \leq \frac{V_{2}+V_{2}^{*}}{2}$.

## Property 6. Data processing

Let $\mathcal{E}^{\dagger}$ be the adjoint channel of some CPTP map $\mathcal{E}: \mathscr{L}(A) \rightarrow \mathscr{L}(B)$. Note that $\mathcal{E}^{\dagger}$ is unital and completely positive. Now consider the optimization
where the optimization is over linear operators on $B$. Identifying $V_{i}=\mathcal{E}^{\dagger}\left(W_{i}\right)$ and $Z=\mathcal{E}^{\dagger}(Y)$ we see that every feasible point for the above optimization defines a feasible point for the optimization $Q_{\left(\alpha_{k}\right)}(\rho \| \sigma)$ with the same objective value. Therefore we must have $Q_{\left(\alpha_{k}\right)}(\rho \| \sigma) \geq q$. Now as $\mathcal{E}^{\dagger}$ is completely positive it also preserves adjoints, i.e., $\mathcal{E}^{\dagger}\left(W^{*}\right)=\mathcal{E}^{\dagger}(W)^{*}$. Therefore, using the fact that $\mathcal{E}^{\dagger}$ is also unital, we can rewrite $q$ as
$q=\max _{W_{1}, \ldots, W_{k}, Y}\left(\operatorname{Tr}\left[\mathcal{E}(\rho) \frac{\left(W_{1}+W_{1}^{*}\right)}{2}\right]\right)^{\alpha_{k}}$
s.t. $\operatorname{Tr}[\mathcal{E}(\sigma) Y]=1$,

$$
\mathcal{E}^{\dagger}\left(W_{1}+W_{1}^{*}\right) \geq 0
$$

$$
\left(\mathcal{I}_{2} \otimes \mathcal{E}^{\dagger}\right)\left(\begin{array}{cc}
I & W_{1}  \tag{82}\\
W_{1}^{*} & \frac{\left(W_{2}+W_{2}^{*}\right)}{2}
\end{array}\right) \geq 0 \quad\left(\mathcal{I}_{2} \otimes \mathcal{E}^{\dagger}\right)\left(\begin{array}{cc}
I & W_{2} \\
W_{2}^{*} & \frac{\left(W_{3}+W_{3}^{*}\right)}{2}
\end{array}\right) \geq 0 \quad \cdots \quad\left(\mathcal{I}_{2} \otimes \mathcal{E}^{\dagger}\right)\left(\begin{array}{cc}
I & W_{k} \\
W_{k}^{*} & Y
\end{array}\right) \geq 0 .
$$

$$
\begin{align*}
& q=\max _{W_{1}, \ldots, W_{k}, Y}\left(\operatorname{Tr}\left[\rho \frac{\left(\mathcal{E}^{\dagger}\left(W_{1}\right)+\mathcal{E}^{\dagger}\left(W_{1}\right)^{*}\right)}{2}\right]\right)^{\alpha_{k}} \\
& \text { s.t. } \operatorname{Tr}\left[\sigma \mathcal{E}^{\dagger}(Y)\right]=1 \\
& \mathcal{E}^{\dagger}\left(W_{1}\right)+\mathcal{E}^{\dagger}\left(W_{1}\right)^{*} \geq 0 \\
& \left(\begin{array}{cc}
I & \mathcal{E}^{\dagger}\left(W_{1}\right) \\
\mathcal{E}^{\dagger}\left(W_{1}\right)^{*} & \frac{\left(\mathcal{E}^{\dagger}\left(W_{2}\right)+\mathcal{E}^{\dagger}\left(W_{2}\right)^{*}\right)}{2}
\end{array}\right) \geq 0 \quad\left(\begin{array}{cc}
I & \mathcal{E}^{\dagger}\left(W_{2}\right) \\
\mathcal{E}^{\dagger}\left(W_{2}\right)^{*} & \frac{\left(\mathcal{E}^{\dagger}\left(W_{3}\right)+\mathcal{E}^{\dagger}\left(W_{3}\right)^{*}\right)}{2}
\end{array}\right) \geq 0 \quad \ldots \quad\left(\begin{array}{cc}
I & \mathcal{E}^{\dagger}\left(W_{k}\right) \\
\mathcal{E}^{\dagger}\left(W_{k}\right)^{*} & \mathcal{E}^{\dagger}(Y)
\end{array}\right) \geq 0, \tag{81}
\end{align*}
$$

Writing

$$
\begin{align*}
Q_{\left(\alpha_{k}\right)}(\mathcal{E}(\rho) \| \mathcal{E}(\sigma))= & \max _{W_{1}, \ldots, W_{k}, Y}\left(\operatorname{Tr}\left[\mathcal{E}(\rho) \frac{\left(W_{1}+W_{1}^{*}\right)}{2}\right]\right)^{\alpha_{k}} \\
& \text { s.t. } \quad \operatorname{Tr}[\mathcal{E}(\sigma) Y]=1, \\
& W_{1}+W_{1}^{*} \geq 0  \tag{83}\\
& \left(\begin{array}{cc}
I & W_{1} \\
W_{1}^{*} & \frac{\left(W_{2}+W_{2}^{*}\right)}{2}
\end{array}\right) \geq 0 \quad\left(\begin{array}{cc}
I & W_{2} \\
W_{2}^{*} & \frac{\left(W_{3}+W_{3}^{*}\right)}{2}
\end{array}\right) \geq 0 \quad \ldots \quad\left(\begin{array}{cc}
I & W_{k} \\
W_{k}^{*} & Y
\end{array}\right) \geq 0,
\end{align*}
$$

we see that we must also have $q \geq Q_{\left(\alpha_{k}\right)}(\mathcal{E}(\rho) \| \mathcal{E}(\sigma))$ as they have the same objective function but each feasible point of the latter is a feasible point of the former as $\mathcal{E}^{\dagger}$ is completely positive. Hence, we have $Q_{\left(\alpha_{k}\right)}(\rho \| \sigma) \geq q \geq Q_{\left(\alpha_{k}\right)}(\mathcal{E}(\rho) \| \mathcal{E}(\sigma))$ and as $\frac{1}{\alpha_{k}-1} \log (\cdot)$ is monotonically increasing for all $k \in \mathbb{N}$ the result follows.

## Property 7. Reduction to classical divergence

If $[\rho, \sigma]=0$ then there exists a common eigenbasis of $\rho$ and $\sigma$, i.e. there exists an orthonormal basis $\{|x\rangle\}$ such that $\rho=\sum_{x} p_{x}|x\rangle\langle x|$ and $\sigma=\sum_{x} q_{x}|x\rangle x \mid$ with $p_{x}, q_{x} \geq 0$ and $\sum_{x} p_{x}=\sum_{x} q_{x}=1$. Let $\mathcal{P}: \mathscr{L}(\mathcal{H}) \rightarrow \mathscr{L}(\mathcal{H})$ be the pinching map

$$
\begin{equation*}
\left.\mathcal{P}(A)=\sum_{x}|x\rangle x|A| x\right\rangle x \mid \tag{84}
\end{equation*}
$$

defined by this common eigenbasis. Now consider any feasible point $\left(A_{1}, \ldots A_{k}, C_{1}, \ldots, C_{k}\right)$ of the dual problem (69). As the pinching map $\mathcal{P}$ is completely positive, $\rho=\mathcal{P}(\rho)$ and $\sigma=\mathcal{P}(\sigma)$, it follows that $\left(\mathcal{P}\left(A_{1}\right), \ldots, \mathcal{P}\left(A_{k}\right), \mathcal{P}\left(C_{1}\right), \ldots, \mathcal{P}\left(C_{k}\right)\right)$ is another feasible point of the dual problem. Moreover, this new feasible point has the same objective value as the original point. Therefore, when $\rho$ and $\sigma$ commute we may assume that all variables in the optimization also commute.

Now we know that [1, Proposition 3.3.4]

$$
\left(\begin{array}{ll}
A_{1} & C_{1}  \tag{85}\\
C_{1} & C_{2}
\end{array}\right) \geq 0 \Longrightarrow C_{1} \leq A_{1} \# C_{2}=A_{1}^{1 / 2} C_{2}^{1 / 2}
$$

where the final equality holds as all operators are assumed to commute. Similarly, we have

$$
\left(\begin{array}{ll}
A_{2} & C_{2}  \tag{86}\\
C_{2} & C_{3}
\end{array}\right) \geq 0 \Longrightarrow C_{2} \leq A_{2} \# C_{3}=A_{2}^{1 / 2} C_{3}^{1 / 2}
$$

As all operators commute, these inequalities, together with $\rho \leq C_{1}$, imply that $\rho \leq A_{1}^{1 / 2} A_{2}^{1 / 4} C_{2}^{1 / 4}$. Repeating this for the remaining PSD constraints in the dual problem we find that $\rho \leq A_{1}^{1 / 2} \ldots A_{k}^{1 / 2^{k}} \sigma^{1 / 2^{k}}$ or equivalently $\rho \sigma^{-1 / 2^{k}} \leq A_{1}^{1 / 2} \ldots A_{k}^{1 / 2^{k}}$. Noting that $-\alpha_{k} / 2^{k}=1-\alpha_{k}$, by taking both sides of the inequality to the power of $\alpha_{k}$ we arrive at

$$
\begin{equation*}
\rho^{\alpha_{k}} \sigma^{1-\alpha_{k}} \leq A_{1}^{\alpha_{k} / 2} \ldots A_{k}^{\alpha_{k} / 2^{k}} \tag{87}
\end{equation*}
$$

It follows that

$$
\begin{align*}
\operatorname{Tr}\left[\rho^{\alpha_{k}} \sigma^{1-\alpha_{k}}\right] & \leq \operatorname{Tr}\left[A_{1}^{\alpha_{k} / 2} \ldots A_{k}^{\alpha_{k} / 2^{k}}\right] \\
& \leq \sum_{i=1}^{k} \frac{\alpha_{k}}{2^{i}} \operatorname{Tr}\left[A_{i}\right]  \tag{88}\\
& =\frac{1}{2^{k}-1} \sum_{i=1}^{k} 2^{k-i} \operatorname{Tr}\left[A_{i}\right]
\end{align*}
$$

where the second line follows from the arithmetic-geometric mean inequality. Thus, when $[\rho, \sigma]=0$ we know that $D_{\left(\alpha_{k}\right)}(\rho \| \sigma) \geq \frac{1}{\alpha_{k}-1} \log \operatorname{Tr}\left[\rho^{\alpha_{k}} \sigma^{1-\alpha_{k}}\right]$.

It remains to show that there always exists a feasible point that achieves this bound. For this we choose $A_{1}=A_{2}=\cdots=A_{k}=\rho^{\alpha_{k}} \sigma^{1-\alpha_{k}}$. It can be verified that this choice satisfies the inequality

$$
\begin{equation*}
\rho \leq A_{1} \#\left(A_{2} \#\left(\ldots \#\left(A_{k} \# \sigma\right) \ldots\right)\right) \tag{89}
\end{equation*}
$$

as well as the other constraints of the dual form (77). Therefore, there exists a feasible point of (77) achieving the lower bound $\operatorname{Tr}\left[\rho^{\alpha_{k}} \sigma^{1-\alpha_{k}}\right]$ and so the result follows.

## Additional Lemmas

Lemma 1. For each $\omega \in\left[3 / 4, \frac{2+\sqrt{2}}{4}\right]$ and each $x \in\{0,1\}$, there exists a state $\rho_{Q_{A} Q_{B} E} \in \mathscr{D}\left(\mathbb{C}^{2} \otimes \mathbb{C}^{2} \otimes \mathbb{C}^{2}\right)$ and POVMs $\left\{\left\{M_{a \mid x}\right\}_{a}\right\}_{x},\left\{\left\{N_{b \mid y}\right\}_{b}\right\}_{y}$ such that the system $\left(\rho_{Q_{A} Q_{B}},\left\{\left\{M_{a \mid x}\right\}_{a}\right\}_{x},\left\{\left\{N_{b \mid y}\right\}_{b}\right\}_{y}\right)$ achieves a CHSH score of $\omega$ and

$$
\begin{equation*}
\bar{H}_{2}^{\uparrow}(A \mid X=x, E)=-\log \left(\frac{1}{2}+\sqrt{4 \omega(1-\omega)-\frac{1}{2}}\right), \tag{90}
\end{equation*}
$$

where $A$ denotes the classical register recording the outcomes of the measurements $\left\{M_{a \mid x}\right\}_{a}$ on the system $Q_{A}$.

Proof. To show this we exhibit an explicit set of states and measurements, the choices of which are inspired by $[16,20]$. Let $\rho_{Q_{A} Q_{B} E}=|\psi\rangle\langle\psi|$ where

$$
\begin{equation*}
|\psi\rangle=\sqrt{\frac{\lambda}{2}}(|00\rangle+|11\rangle) \otimes|0\rangle+\sqrt{\frac{1-\lambda}{2}}(|00\rangle-|11\rangle) \otimes|1\rangle \tag{91}
\end{equation*}
$$

for some $\lambda \in[1 / 2,1]$. Furthermore, let

$$
\begin{align*}
& M_{0 \mid 0}=\frac{I+\sigma_{z}}{2} \\
& M_{0 \mid 1}=\frac{I+\sigma_{x}}{2} \\
& N_{0 \mid 0}=\frac{I+\cos (\theta) \sigma_{z}+\sin (\theta) \sigma_{x}}{2}  \tag{92}\\
& N_{0 \mid 1}=\frac{I+\cos (\theta) \sigma_{z}-\sin (\theta) \sigma_{x}}{2}
\end{align*}
$$

with $\theta=\operatorname{atan}(2 \lambda-1)$. A direct calculation shows that measuring these POVMs with the reduced state $\rho_{Q_{A} Q_{B}}$ results in an expected CHSH score of $\omega=\frac{1}{2}+\sqrt{1-2 \lambda(1-\lambda)}$.

Now in [22] it was shown that the optimized Petz conditional entropies had an explicit form

$$
\begin{equation*}
\bar{H}_{\alpha}^{\uparrow}(A \mid E)=\frac{\alpha}{1-\alpha} \log \operatorname{Tr}\left[\operatorname{Tr}_{A}\left[\rho_{A E}^{\alpha}\right]^{1 / \alpha}\right] \tag{93}
\end{equation*}
$$

Computing this quantity for $\alpha=2$ and the cq-state $\rho_{A E}$, where $A$ is the register recording the outcome of the measurement $\left\{M_{a \mid 0}\right\}$ on the system $Q_{A}$, we find that

$$
\begin{equation*}
\bar{H}_{2}^{\uparrow}(A \mid X=0, E)=-\log \left(\frac{1}{2}+\sqrt{(1-\lambda) \lambda}\right) \tag{94}
\end{equation*}
$$

Solving the equation $\omega=\frac{1}{2}+\sqrt{1-2 \lambda(1-\lambda)}$ for $\lambda$ and substituting into the above expression we arrive at the expression stated in the lemma. For the case $X=1$ we can repeat the above argument with
measurements defined by the projectors

$$
\begin{align*}
& M_{0 \mid 0}=\frac{I-\sigma_{x}}{2} \\
& M_{0 \mid 1}=\frac{I+\sigma_{z}}{2} \\
& N_{0 \mid 0}=\frac{I+\cos (\theta) \sigma_{z}-\sin (\theta) \sigma_{x}}{2}  \tag{95}\\
& N_{0 \mid 1}=\frac{I-\cos (\theta) \sigma_{z}-\sin (\theta) \sigma_{x}}{2}
\end{align*}
$$

Corollary 1. Let $\Sigma_{C H S H}(\omega)$ be the collection of tuples $\left(Q_{A}, Q_{B}, E,|\psi \chi \chi \psi|,\left\{M_{a \mid x}\right\},\left\{N_{b \mid y}\right\}\right)$ such that on expectation the bipartite system $\left(\operatorname{Tr}_{E}[|\psi\rangle\langle\psi|],\left\{M_{a \mid x}\right\},\left\{N_{b \mid y}\right\}\right)$ achieves a CHSH score of $\omega$. Then for each $\omega \in\left[3 / 4, \frac{2+\sqrt{2}}{4}\right]$ and each $x \in\{0,1\}$ we have

$$
\begin{equation*}
\inf _{\Sigma_{C H S H}(\omega)} \bar{H}_{2}^{\uparrow}(A \mid X=x, E)=-\log \left(\frac{1}{2}+\sqrt{4 \omega(1-\omega)-\frac{1}{2}}\right) \tag{96}
\end{equation*}
$$

where $A$ denotes the classical register recording the outcomes of the measurement $\left\{M_{a \mid x}\right\}_{a}$ on the system $Q_{A}$.

Proof. In [19] the authors showed that for each $x \in\{0,1\}$ and each $\omega \in\left[3 / 4, \frac{2+\sqrt{2}}{4}\right]$ we have

$$
\begin{equation*}
\inf _{\Sigma_{C H S H}(\omega)} H_{\min }(A \mid X=x, E)=-\log \left(\frac{1}{2}+\sqrt{4 \omega(1-\omega)-\frac{1}{2}}\right) . \tag{97}
\end{equation*}
$$

Now as $\bar{H}_{2}^{\uparrow}(A \mid X=x, E) \geq H_{\min }(A \mid X=x, E)$ we must have $\inf _{\Sigma_{C H S H}(\omega)} \bar{H}_{2}^{\uparrow}(A \mid X=x, E) \geq-\log \left(\frac{1}{2}+\right.$ $\left.\sqrt{4 \omega(1-\omega)-\frac{1}{2}}\right)$. However, by Lemma 1 we know there exists an explicit strategy achieving this lower bound and so we have equality.

The following lemma provides a useful characterization of positive semidefiniteness for block matrices.
Lemma 2 (Schur complement). Let $A, B, C \in \mathscr{L}(\mathcal{H})$. Then the following are all equivalent:

1. $\left(\begin{array}{cc}A & B \\ B^{*} & C\end{array}\right) \geq 0$.
2. $A \geq 0,\left(I-A A^{-1}\right) B=0$ and $C \geq B^{*} A^{-1} B$.
3. $C \geq 0,\left(I-C C^{-1}\right) B^{*}=0$ and $A \geq B C^{-1} B^{*}$.

Furthermore, if we restrict to positive-definite matrices then the following are equivalent:

1. $\left(\begin{array}{cc}A & B \\ B^{*} & C\end{array}\right)>0$.
2. $A>0$ and $C>B^{*} A^{-1} B$.
3. $C>0$ and $A>B C^{-1} B^{*}$.

The following lemma relates block positive semidefinite matrices to the matrix geometric mean.
Lemma 3. Let $A, B \in \mathscr{P}(\mathcal{H})$ and $T \in \mathscr{H}(\mathcal{H})$. Then $A \# B \geq T \Longleftrightarrow \exists W \in \mathscr{H}(\mathcal{H})$ such that $W \geq T$ and

$$
\left(\begin{array}{cc}
A & W  \tag{98}\\
W & B
\end{array}\right) \geq 0
$$

Proof. It is well-known that (see e.g., [1, Proposition 3.3.4]) that for $A, B \in \mathscr{P}(\mathcal{H})$ and $W \in \mathscr{H}(\mathcal{H})$ then $\left(\begin{array}{cc}A & W \\ W & B\end{array}\right) \geq 0 \Longrightarrow A \# B \geq W$. Therefore if in addition $W \geq T$ we have $A \# B \geq T$. Additionally, they also show that $\left(\begin{array}{cc}A & A \# B \\ A \# B & B\end{array}\right) \geq 0$ and so the converse holds also.
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