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Abstract

Fabrication of functional vascularised three-dimensional tissue constructs has been a long-
standing objective in the field of tissue engineering. Currently, the main limitation in this field
is the inability to produce fully vascularised tissue with an internal mass transport system
(vascular network) that can provide cells with nutrients and oxygen while removing waste,
to imitate the functions of human living tissue. Achieving such a system would allow the
development of large-scale tissue constructs and increase the potential for in vivo integration.
There are different approaches to attempt vascularisation, which use a diversity of techniques.
Among these, one of the most promising is additive manufacturing due to its versatility, re-
producibility, and compatibility with suitable materials. With the aim of contributing towards
the efforts in this field, the present work presents a method for the automatic generation of
physiologically-based vascular network structures as solid 3D models suitable for additive
manufacturing technologies. Considering the natural hierarchical branching vasculature as an
ideal solution, an algorithm was developed to generate branching tree structures connected at
the ends to form vascular networks. The implementation is based on previous work in the
field of computational bio-simulation of arterial tree growth. It consists of a space-filling
algorithm that connects all given points to a growing tree within a defined three-dimensional
volume, while fulfilling constraints associated with the physiological laws of circulation. The
networks are generated using a CAD environment and thus can be used in additive manufac-
turing processes. An investigation was carried out on the effect of three input parameters
(namely volumetric flow rate, pressure difference across the tree, and number of terminal
points) in order to find a suitable combination of parameters that would produce networks
with diameters above the fabrication threshold.

In order to demonstrate feasibility and functionality of the networks fabricated using
this proposed method, two network models were produced by 3D printing and subsequently
used as a sacrificial structure to produce PDMS blocks with the hollow vascular networks
embedded in it. Particle tracking was used to measure the flow velocity in the channels at
two different inlet flow rates. Comparisons were made with theoretical values obtained from
computational fluid dynamics simulations and show a good agreement between experiment
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and theory. From the measurements of maximum velocity, it was observed that at a lower
flow rate, the experimental values were closer to the theoretical values than at a higher
flow rate. This might be due to the challenges that higher flow rates represent, such as less
accurate particle tracking. Given the overall agreement, it is concluded that computational
fluid dynamics simulations are a fast and effective way to analyse flow in vascular network
models produced by the method here proposed.
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Chapter 1

Introduction

Shortage of organs for transplantation is one of the major challenges in global public
health [1]. In the United States (US) 20 people die every day waiting for an organ transplant,
and although the number of transplants increases slowly every year (reaching a record of
39,718 in 2019) there is still an important shortage of organs, as the number of patients on
the waiting list is currently over 112,000 [2] [3]. Figure 1.1 shows the number of patients
awaiting an organ, organ donors and organ transplants performed in the US every year in
the past 29 years. In a similar way, Figure 1.2 shows transplant data in the United Kingdom
(UK) for the past 10 years. It is evident in both cases that the number of people who require
an organ transplant is significantly greater than the number of organs available from donors.
In the UK in 2019, 400 people died waiting for a transplant and a further 777 were removed
from the transplant list for being deemed ineligible, mainly due to deteriorating health [4].

Fabrication of artificially engineered tissue has the potential to increase organ availability
through the generation of implantable organ tissue (parenchyma). In addition, engineering
of artificial tissue would not only benefit the clinical approach, but is also promising for
numerous applications such as providing alternatives towards the eradication or reduction
of animal testing in the pharmaceutical and chemical industries [5]. Currently, the greatest
limitation in the field of tissue engineering (TE) is the fabrication of vascularised three-
dimensional (3D) thick tissue constructs. Without access to nutrients, cells cannot survive,
as they develop a necrotic core [6]. Therefore, it is essential for tissue constructs to have
an internal mass transport system (vascular network) to provide the cells with nutrients and
oxygen, and remove waste, in order to imitate the functions of human living tissue. Adequate
vascularisation would increase the potential for large-scale organ tissue survival and in vivo
integration. However, achieving functional vascularised tissue remains a challenging task,
which is why it is often considered “the Holy Grail” of tissue engineering [7].
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Fig. 1.1 Comparison between the number of donors (including living and deceased) and the
transplants performed from them, versus the number of patients who are in waiting list, per
annum in the United States for the past 29 years. Created with data from US Government
Information on Organ Donation and Transplantation [2], originally retrieved from OPTN [3].

Fig. 1.2 Comparison between the number of donors, transplants performed and number of
patients on the waiting list, per annum in the United Kingdom for the past 10 years. Image
source: [4].
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1.1 Overview of vascularisation in tissue engineering

There are different approaches to achieve vascularisation in tissue engineering, which can be
categorised in three major categories [8]: i) cell-based strategies, ii) angiogenic factor-based
strategies, and iii) scaffold-based strategies. Figure 1.3 shows a summary of the current
approaches under their corresponding category. Cell-based and angiogenic factor-based
strategies depend on the expansion of endothelial cells (ECs) to form vessel connections and
are suitable for capillaries and micro-vascular network formation, whereas scaffold-based
strategies rely on the use of artificially designed or acquired vascular network models and
are more suitable for micro to meso scale vessel networks [9]. The present work aims to
construct vascular networks in the micro-meso scale (representing small arteries), therefore,
a scaffold-based strategy is used.

Fig. 1.3 Diagram showing the current vascularisation stategies for the development of 3D
tissue. Adapted from [8].

Commonly, artificial scaffold-based approaches use micro-channels in a lattice arrange-
ment (see Figure 1.4). These micro-channels are either single or multi-layered, to form
scaffold structures or simple-design branching networks with a variety of fabrication tech-
niques and materials [10]. Most of these network designs are not physiologically accurate,
as there is no clear differentiation between two vascular tree structures (one for nutrient
supply -arteries- and another for waste removal -veins-). In addition, the physiological
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pressure and flow components of blood circulation are often ignored. It is essential to achieve
physiologically relevant vascular structures based on the body’s natural hierarchical vascular
branching architecture, which consist of an interconnected network of an arterial tree and a
venous tree.

Fig. 1.4 Examples of approaches using a lattice arrangement and a branching arrangement.
Images from: 1⃝Network by Kolesky et al. [11]. 2⃝Network by Miller et al. [6]. 3⃝Network
by Wu et al. [12]. 4⃝Network by Justin et al. [13].

Regarding the fabrication of vascular networks for scaffold-based approaches, additive
manufacturing (AM), commonly known as “3D printing”, is a reliable and reproducible
method that has been widely used for this purpose [14] [15]. 3D printing-based techniques
are used in a variety of ways, including the production of moulds, sacrificial templates or for
the direct printing of the vascular structures. In order to generate the fabrication trajectories,
a 3D model of the object to be printed is required.

There are two basic approaches for obtaining 3D models of vascular networks that are
suitable for additive-manufacturing:

1. Depending on the organ or tissue to be engineered, one approach is to use a medical
imaging technique, such as a computerised tomography (CT) scan of a patient’s organ,
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and following image processing a 3D model is obtained in a printing format (STL1 file).
Previous studies show the possibility of obtaining a 3D computer-aided design (CAD)
model from the reconstruction of micro-CT data [16] [17]. However, the method used
to obtain the data is corrosion cast, which is an in vitro (ex vivo) technique, and is
unsuitable for patients. It is also possible to obtain CT data in vivo [18] [19]. Even
though this technique shows promising results, it still requires the use of contrast
agents. Currently, it is possible to visualise large arteries, but difficult to visualise
smaller vascular channels such as capillaries.

2. The second approach is to manually design the network model using a commercial
CAD software package (such as Autodesk® Inventor®, SolidWorks®, AutoCAD®,
etc.) by building the trees on a branch-by-branch basis. Using this approach would only
allow the design of simple networks that do not represent real hierarchical vascular
architecture nor fulfil physiological laws [13] [20–22].

In the present work, an alternative approach is proposed and developed: the combination of
algorithms for vascular tree simulations and CAD modelling in order to achieve the auto-
matic generation of physiologically relevant vascular network models in a format suitable for
additive manufacturing.

1.2 Research objectives

Considering the proposed approach, intended for the design and fabrication of large vascu-
larised tissue constructs, the main research question of the present work can be formulated
as:

Is it possible to design physiologically relevant vascular networks that fulfil
the laws of circulation and can be fabricated by additive manufacturing?

To answer the question, it is necessary to consider the possible methods that are currently
available for the creation of physiologically accurate vascular network models. Compu-
tational simulations allow very precise modelling of vascular structures. However, these

1STL is a file format widely used in CAD. It contains information about a 3D model’s surface geometry. It
was originally created for stereolithography software, and it is believed that the acronym STL is derived from
this, although it is also referred to as “standard tessellation language”.
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models are typically built with a mathematical basis and the graphic visualization of the
model is just a three dimensional visual representation of the computed data, and cannot be
exported as a solid 3D model. In order to 3D print vascular structures, a file in “STL” format
is required, which is created using a CAD software. There is a need for a method to generate
vascular structures using a CAD software. Thus, the general aim of the project is to find an
effective method of creating accurate blood vessel network structures as 3D solid models in
a CAD environment for 3D printing.

While pursuing the general aim, the specific goals of the research project are:

• To understand the physiological principles involved in human blood vessel networks.

• Development of an algorithm for the generation of vascular network structures within
a defined 3D space.

• Implementation of the algorithm in a computer programming environment that will
allow to automatically run and execute commands in a CAD package to create the
solid vascular model.

• To understand the effect of changing the input parameters in the algorithm on the
vascular network architecture.

• To prove the feasibility of the proposed approach by fabricating vascular networks via
3D printing.

• To analyse the flow behaviour in the fabricated networks experimentally.

• To analyse the flow behaviour in the 3D network models by computational fluid
dynamics analysis (CFD)

• To determine if the experimental flow analysis is in accordance with the CFD analysis
and with the theoretical model used to design the networks.

The development of an algorithm for the construction of physiologically accurate vas-
cular trees in a CAD environment is a complex task that requires the integration of three
areas of knowledge: computer programming (creation of algorithm), biomedical science
(vascular physiology) and engineering (CAD software). Because of this, some simplifications
are needed regarding the physiological constraints, such as assuming Newtonian flow with
constant viscosity and omitting certain realistic behavioural aspects of the blood networks
(e.g. the pulsatility of blood flow).
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1.3 Outline of the dissertation

The organisation of the thesis is as follows:
Chapter 2 - An overview on vascular physiology, flow in vascular networks and the design
principles used in the construction of vascular models, including assumptions to simplify the
modelling of vascular networks.
Chapter 3 - A review on the previous work on algorithms for the computational simulation
of arterial trees, and a summary of the current techniques used in tissue engineering for
attempting the production of vascularised tissue structures.
Chapter 4 - Description of the algorithm developed for the proposed approach for the auto-
matic generation of vascular network structures as 3D solid models in a CAD environment.
The chapter includes an analysis of input parameter effect on the vascular tree morphology.
Chapter 5 - Experimental flow analysis on simple planar networks fabricated by 3D printing,
including brief overview of current techniques used for experimental flow analysis in fluidic
channels. Fabrication, experimental setup, data processing and results are detailed.
Chapter 6 - CFD analysis of flow in the 3D planar vascular network models including brief
overview of recent work on CFD analysis in vasculature and fluidic channels. The main
analysis is carried out using the experimental parameters as well as the theoretical values.
Chapter 7 - Conclusions of the thesis including a summary, the main findings of the research,
main challenges and future work.





Chapter 2

Vascular physiology: review

2.1 Overview

In Chapter 1 it has been stated that the aim of the present work is the construction of vascular
networks which consider the human physiology in their design, with the purpose of using
them for additive manufacturing in tissue engineering applications. In order to attempt
to replicate the natural hierarchical branching structure of vasculature, it is important to
understand the basic physiological principles involved in the circulatory system. This chapter
presents a brief introduction to the physiology of vascular networks in the human body and
the haemodynamics of blood circulation, including the physiological laws that should be
considered when designing vascular network constructs.

Section 2.2 presents basic vascular network morphology and distribution data. Section
2.3 presents a summary of the physiological laws that are typically used to describe flow in
vessels and arterial branching. Section 2.4 presents a list of recommended design rules for
vascular networks.

Given the purpose of the present work, this brief review will additionally discuss the ap-
plicability of the physiological laws in vascular designs intended for additive manufacturing
techniques.
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2.2 Vascular physiology

The human circulatory system has a complex hierarchical network arrangement with multi-
scale vasculature ranging from a few micrometers of diameter to a few centimetres [23]. In
the macro-scale there is the aorta, with a diameter of approximately 2.5 cm, which is the
main vessel that conveys blood to the circulatory system. Also in the macro-scale are the
large arteries in a range of 1 to 4 mm in diameter, which distribute the blood to the organs.
Small arteries range from 0.2 to 1 mm in diameter (meso-scale) and their function is to
distribute the blood to all regions within the organs. As the small arteries branch, they become
arterioles, ranging from 10 to 200 µm in diameter (micro-scale) and their function, together
with the small arteries, is to regulate the blood flow and pressure in the organs. Finally, as
the arterioles branch they reduce their diameter until they become capillaries, which range
from 6 to10 µm, and their function is the exchange of oxygen, carbon dioxide, nutrients and
metabolic waste with the surrounding cells in the organ [24]. When pairs of capillaries join
they form venules, which in turn will join to form larger venules (up to 0.2 mm in diameter),
eventually becoming veins (from 0.2 to 5 mm in diameter). The vena cava, which transports
the blood back to the right atrium of the heart, has a typical diameter of 3.5 cm.

The branching architecture has a vascular pattern specific to each organ in the body, but
there are some rules that apply in a general way for the full circulatory system. The most
important of these rules is that vessel networks must branch in a way that every small group
of cells is supplied, at least, by one capillary [25]. Typical inter-capillary distances range
from 50 to 300 µm, which is a vital requirement for optimal metabolic exchanges [26], as
the diffusion limit distance of oxygen is about 100–200 µm [27].

Some vascular characteristics have been found to be organ specific. For example, in the
liver, there is a pressure/flow autoregulatory mechanism in the hepatic artery, which allows
the blood flow to remain constant through a vascular bed. However, this autoregulation is not
found in the vascular bed of the portal vein [28]. It has also been stated in recent years that
in different organs the micro-vasculature has different properties, for which it is considered
an organotypic vasculature, particularly referring to the differentiation of endothelial cells
(ECs) [29].

Arterial pressure is another important parameter to be accounted for in the design of
vasculature. The average pressure drop in the human body is shown in Figure 2.1. In the
aorta, the mean pressure is approximately 90 mm Hg. The largest pressure drop occurs at the
smaller arteries and capillaries, where the pressure is approximately 25 mm Hg [24].
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Fig. 2.1 Pressure drop across the circulatory system. The red curve indicates mean arterial
pressure. The upper limit from the grey area represents systolic pressure, and the lower limit
is the diastolic pressure. Image from Klabunde’s book [24].

In the context of AM, it is not yet possible to achieve the fabrication of full organs or large
biological constructs that fully reflect the complexity of the human vasculature with all its
characteristics. One major challenge is the multi-scale distribution of the vascular system. In
bio-printing, for example, a technique does not exist yet, that can allow the production of mi-
crometer (capillaries) as well as centimetre (major vessels) size features within a reasonable
time span to ensure survival of the printed cells in the structure. Depending on a combination
of factors relative to the AM process, such as the desired materials and the resolution of the
equipment, diverse results can be achieved in terms of vascular structure feature sizes. For
example, inkjet printing is a versatile technique that allows printing meso-scale features, and
depending on the resolution of the printer, also in the micro-scale. For the fabrication of
capillary size micro-channels, multi-photon polymerization (MPP) and electrospinning have
been proven useful [30].
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2.3 Physiological laws involved in blood circulation

This section presents a brief summary of widely accepted physical laws used to describe the
blood behaviour in the circulatory system and the assumptions required for their applicability
in the circulation. The main laws discussed here are Poiseuille’s law, Murray’s law, and the
optimality principles of arterial branching.

2.3.1 Poiseuille’s law and shear stress

Interested in the study of flow in tubes of small diameters, J.L. Poiseuille [31] performed
a series of experiments seeking to find a relationship linking the volumetric flow rate, the
pressure difference, the tube length and the tube diameter, under steady flow conditions
in a stiff tube. This work resulted in one of the most widely known laws to describe flow
behaviour in pipes or cylindrical channels: Poiseuille’s equation1 or Poiseuille’s law, which
is mathematically expressed as:

Q =
πD4∆P
128µL

(2.1)

where Q is the volumetric flow rate, D is the diameter of the pipe, L is the length of the pipe
segment over which the pressure drop ∆P is measured, and µ is the fluid kinetic viscosity. If
the pressure difference ∆P is expressed as the volumetric flow rate Q multiplied by the flow
resistance R, then the resistance can be expressed as:

R =
128µL
πD4 (2.2)

The vascular system is formed of branching arterial and venous trees, where each vessel
section in between two bifurcations can be considered a small tube. Thus, in a simple
approximation, blood flow in a single vessel can be compared to flow in a cylindrical pipe.
Considering a steady laminar flow (non-turbulent) in a rigid pipe and assuming blood as a
Newtonian fluid, Poiseuille’s law can be used to model the flow [35] [36]. Figure 2.2 shows
a schematic of Poiseuille’s flow: in accordance with Equation 2.1, L is the length of the pipe
and ∆P is the pressure difference across the pipe, while D corresponds to the pipe diameter.
The velocity profile is parabolic, and the maximum flow velocity is found at the central axis

1It is sometimes referred to as "Hagen-Poiseuille equation", as G.H.L. Hagen [32] published results similar
to those obtained by Poiseuille, around the same time his work was published. Later, it was E. Hagenbach [33]
who derived the most known form of the equation. For more on the history of Poiseuille’s law, refer to [34].
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of the pipe, with the flow being axisymmetric.

Fig. 2.2 Schematic of Poiseuille’s flow in a rigid pipe with laminar steady flow. L = length of
the pipe, D = diameter, ∆P = pressure difference. The velocity profile is parabolic in shape
and the maximum velocity is found at the central axis.

It is widely known that Poiseuille’s equation governs the flow in Newtonian fluids, in
which the viscosity is constant. Blood as a whole is a non-Newtonian fluid due to its multi-
phase composition. Despite this, according to numerous studies, blood can be regarded as a
Newtonian fluid in large vessels, where the scale of the microstructure (i.e. red blood cells,
white blood cells and platelets) is much smaller than that of the flow. However, while most
of the works on blood circulation agree that blood flow can be safely assumed Newtonian
in most arteries [37], the specific diameter threshold to consider a vessel ’large’ enough to
assume Newtonian flow is different according to various authors. In his book, T.J. Pedley [38]
suggested that flow in blood vessels of diameters larger than 100 µm can be assumed Newto-
nian (which is roughly the size in which vessels cannot be observed without a microscope).
However, in more recent studies, other authors use a vessel diameter threshold of 200 µm
[39], and even 500 µm [40]. On the other hand, in vessels considered small (less than
100 µm in diameter, which are typically arterioles, capillaries and venules), it is not possible
to assume a Newtonian flow because of the size of the vessels compared to the haematocrit2.
Thus, in the micro-circulation the blood viscosity dependence on the haematocrit is more
significant than in larger vessels [41]. This is known as the Fåhræus-Lindqvist effect [42].

In addition to the flow rate, pressure and resistance, another parameter of interest in the
study of flow in the vasculature is the shear stress at the vessel walls (WSS). Shear stress is a
clinically relevant parameter that has been studied extensively [43] [44], as abnormal levels

2Haematocrit refers to the percentage of red blood cells present in the blood.
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can be the cause for a diversity of negative effects in the circulation, such as atherosclerosis3,
vascular remodelling and endothelial cell damage [46]. The shear stress in a Newtonian fluid
is defined as the kinetic viscosity multipled by the velocity gradient (or shear rate). Thus,
using Poiseuille’s law, the shear stress can be expressed as:

τ =
4µ

πr3 Q (2.3)

This indicates that the shear stress in the vessel walls is directly proportional to the volumet-
ric flow rate and inversely proportional to the vessel diameter. This expression is relevant
because the volumetric flow rate and the vessel radius can be clinically measured using
non-invasive medical imaging techniques, such as magnetic resonance imaging (MRI) [47]
and ultrasound [48] [49].

The shear stress and Poiseuille’s equations can be implemented in the design of vascular
networks in order to produce models that represent healthy vascular conditions. In addition,
once the healthy 3D model from AM is achieved, it can be further modified in order to
resemble pathological conditions, such as the formation of plaque by atherosclerosis. This
would be useful to study and compare the changes in flow behaviour under normal and
pathological circumstances, using either computational simulations of the 3D models, or
physically studying the AM fabricated model.

2.3.2 Murray’s law and arterial branching

In 1926, C.D. Murray published a series of work in which it was proposed to consider the
application of the principle of minimum work to the operation of physiological systems, par-
ticularly to the vascular system [50–52]. This work resulted in Murray’s law being considered
one of the basic principles in the physiology of vascular networks, along with Poiseuille’s
law. Murray’s work is based on the premise that the work involved in the operation of an
arterial branch must be minimised. The total work consists of two terms: i) the work required
by the flow of blood to overcome friction (expressed by the product of the pressure difference
across the branch and the flow rate), and ii) the metabolic work to maintain the volume
of blood inside the branch (expressed by the product of the blood volume and a constant
representing the cost of blood). The equations for the calculations of work are based on

3Atherosclerosis is a condition in which the arteries become obstructed by plaque building up at the walls.
Its development is believed to be directly correlated to local haemodynamics, and particularly to the wall shear
stress [45].



2.3 Physiological laws involved in blood circulation 15

Poiseuille’s equation for flow in a cylindrical tube and assume steady state conditions.

Murray derived a series of equations regarding the branching angles of arteries, while
assuming that the work of circulation is to be a minimum. As a result, the well-known
statement of Murray’s law to achieve geometric optimality in a branching system was
determined: “The sum of the cubes of the radii of the branches equals the cube of the radius
of the main stem from which they arise.” (from [52]), which is typically expressed as:

r3
0 = r3

1 + r3
2 (2.4)

Murray’s law has been proven to be a fair approximation to the geometry of biological
networks [53] [54]. In an extensive review of Murray’s law, Sherman [55] compares studies
by different authors on different arterial branching diameters. From this, it is concluded that
their findings indicate agreement between the measurements and the predictions obtained by
Murray’s law. In addition, not only can Murray’s law be related to branching in the vascular
system, but also in other biological fluid transport systems, such as water transport in plants
[56].

Murray’s law has been comprehensively studied and is still extensively used in the
design of vascular networks, for which AM techniques are considered convenient, since
vessels and channels of circular cross-sectional shape can be easily achieved. However,
complementary research work has been reported, where modified or generalised forms of
the equation are proposed to overcome limitations mainly associated with network shape or
those derived from the purpose of application. As an example, in the field of microfluidics
it is not always possible to achieve such geometries, as the shapes are limited by the fabri-
cation method. This typically involves planar construction (such as in photolithography or
micro-machining), resulting in squared cross sections. Considering this, Emerson et al. [57]
proposed a generalised Murray’s law in which shear stress distribution in the network is
used as a design rule. It is used in microfluidic structures that have symmetric branching
and is applicable for channels with square, rectangular or trapezoidal cross sectional shapes.
With a similar purpose, Stephenson et al. proposed their own generalised version of Mur-
ray’s law that can be used for symmetric [58] and asymmetric [59] branching for channels
of any given cross sectional shape, as it is based on the ratio of parent to daughter branch area.

Another generalisation of Murray’s law was proposed by Zhou et al. [60] by considering
the full tree structure as a whole, as opposed to defining the branching relationship at every
single bifurcation. In this generalised law, they predict the correlation between a branch
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diameter and the total length and volume of its corresponding subtree. In later research
derived from this work, Kassab [61], extends the generalised law to include vascular tree
morphology predictions for different organs and tissue. Another variation to Murray’s law
was proposed by Alarcon et al. [62] to include the effects of blood rheology, by including in
the model complex parameters associated with the real behaviour of blood.

2.3.3 Optimisation principles

Following Murray’s work, Zamir [63] published a series of work in which it is established
that there are different optimality principles that dictate the branching angles of vessels.
Zamir’s optimality principles state that an arterial junction can be at an optimum state by
different criteria:

1. When the total lumen surface of the arteries involved is minimum.

2. When the total lumen volume of the arteries involved is minimum.

3. When the power required for pumping blood through that junction is minimum.

4. When the total drag force acting on its lumen walls is minimum.

The principles of minimum surface and minimum volume predict that the optimum angles in
the three modes depend only on the radii of the vessels. It must be noted that the principle
of minimum blood volume had been previously proposed by Kamiya and Togawa [64],
where the volume minimisation obeyed constraints for the pressure and flow rate at the
origin and terminals. On the contrary, the principles of minimum power and minimum drag
predict that they depend on the radii and on the flow in the vessels. However, it seems that
all optimality principles give numerical results that suggest a parent-daughter branching
relationship exponent of 3, in agreement with Murray’s law [25].

According to Zamir, branching can only occur in three situations, which were called
"branching modes". These situations are represented in Figure 2.3 and described below.

• Mode I: parent artery gives rise to a small branch and proceeds in its original course
without change in direction.

• Mode II: parent artery undergoes a bifurcation at the junction, and its original course
is discontinued at that point.
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(a) (b) (c)

Fig. 2.3 Branching modes proposed by Zamir (adapted from [63]). (a) Mode I. (b) Mode II.
(c) Mode III.

• Mode III: parent artery gives rise to two equal branches and also proceeds in its original
course without a change in direction. This case is rare.

The geometry of a junction can be specified either by specifying the angles at which the
centre lines meet, or by specifying the positions of the junction point and one end point of
each vessel. The analysis of optimum branching geometry does not depend on the actual
lengths of the vessels involved, but on the change in these lengths as a result of a change in
branching angles.

In the cardiovascular system, the number of junctions is of the order of billions. The
anatomy and function of particular tissues may influence the branching geometry of the
smaller blood vessels serving these tissues. In [65], Zamir and Brown performed a series of
measurements of arterial bifurcations from various parts of the cardiovascular network in the
human body, and some from animals (rabbit and pig). As it can be observed in Figure 2.4, at
each bifurcation, three diameter measurements were taken for each branch, and the central
points of such measurements were joined (dashed line) in an attempt to create a centre line
for the vessel. However, as the vessels presented a certain curvature, a tangential line to the
curvature was drawn (solid line) and this was used as the centreline. The lines were then used
to measure the branching angles. In the present work, the models are built following this
convention, by considering the network base form as comprised of straight lines representing
vessels, and the bifurcations consisting of the junction of the parent and daughter branches’
centrelines.

Additional work by Zamir was published on studies of the relationship between vessel
radius, flow and shear stress [66], arterial branching [67] [68], and the classification of arter-
ies according to their function and zone (distributing and delivering vessels) [69]. Several
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Fig. 2.4 Geometrical structure of arterial bifurcations, as measured by Zamir and Brown.
Image source: [65]

other authors have studied or reviewed a diversity of optimisation principles involved in the
vasculature [70], particularly in the branching angles [71–73] and for applications including
fluidic network design [74–76].

Razavi et al. [72] investigated the effect of wall shear stress (WSS) distribution on the
optimal design of vascular networks by establishing a relationship linking the branching
angle to the ratio of WSS of parent to daughter vessels. A constant WSS in parent and
daughter vessels was found to produce the minimum flow resistance and energy loss. A
numerical simulation of the model showed that flow resistance is decreased at the optimal bi-
furcation angle. Khamassi et al. [73] investigated the correlation between WSS in a vascular
bifurcation and two local parameters (asymmetry ratio and bifurcation angle). The models
included rigid and elastic vessels for comparison. Among their findings, they established
that for an optimal design, vessel elasticity has a major influence. For studies of rigid vessels
the optimum geometry is a symmetrical bifurcation with the branching angle as small as
possible. These studies are focused on the WSS to achieve geometrical optimisation on
individual bifurcations. However, it must be noted that at different scales, the vascular system
seems to have different optimisation principles associated with them and the use of a specific
principle in the design of a vascular network will depend on the application and requirements
of the system. In addition, the studies are carried out using single phase fluids. The use of
multi-phase fluids (such as blood) is still a challenge and could help in understanding the
cause of some pathological conditions such as platelet adhesion.

The study of flow in vascular networks can also benefit other areas of research such as
fluidic network design, as channels are typically fabricated on a similar scale as the small
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arteries and arterioles and an optimal branching design would improve their performance. In
[74], different geometries of microchannels for cooling applications were analysed. Results
indicated that smaller bifurcation angles are preferred in tree-shaped cooling networks, as
larger angles cause an increased pressure drop across the network and deteriorate the flow
field. In addition, the global distribution of the networks must also be considered, as different
zones could have different cooling needs. This approach could be applied in the design of
vascular systems, where different organs require different percentages of the total cardiac
output, with the liver requiring the largest supply (25%) [77].

2.4 Considerations in the design of vascular networks

It has been stated previously in Chapter 1 that achieving vascularisation is a key challenge in
tissue engineering. When designing a vascular construct it is essential that the requirements
of every cell in the tissue are fulfilled by ensuring the proximity of a network vessel. For
the adequate distribution of such vascular network, the use of design rules or principles that
are in accordance with the physiological laws of circulation is necessary. Hoganson et al.
[78] outlined a set of seven biomimetic principles to be established as the major guiding
technical design considerations in the development of branching vascular networks for tissue
engineering applications. These principles are based on the physiological laws studied above,
and can be summarised as:

1. Defined relationship between parent and daughter diameters:
From Murray’s Law, the relationship r3

0 = r3
1 + r3

2 holds for symmetric and asymmetric
relations. It was based on the principle of minimum work required to achieve flow
through a network. There is uniform shear stress through the network.

2. Physiological branching angle:
Bifurcation angle of vessels in the body is dictated by optimality principles. Bifurcation
angles are a central design feature of natural blood vessels to achieve uniform flow at
the site of bifurcations.

3. Biomimetic vessel length:
Smaller diameter vessels have shorter lengths. Diameter-to-length relationship may
minimise shear stress disturbances in the flow path.

4. 1:1 aspect ratio for all vascular channels:
Width to height aspect ratio. In the case of rectangular microfluidic channels, 1:1
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aspect ratio is desirable to achieve more uniform flow at the bifurcations, minimising
flow disturbances.

5. Venous scaling:
The decrease in flow resistance is achieved by an increase in vascular diameter.

6. Uniform flow at bifurcations:
Bifurcations are principal sites for disturbances in the arterial system. Uniform flow
must be achieved within a narrow range. This is a critical design criteria that must be
met to minimise platelet activation.

7. Physiological shear stress:
Areas of high shear stress can induce platelet activation and adherence, which may
lead to the formation of thrombus. Areas of low shear stress and flow velocity may
also lead to the formation of thrombus. Uniform shear stress should be maintained
within a narrow range throughout the vascular network.

Two parameters to consider in the design of vascular networks, although not listed by
Hoganson et al. [78] as principles but equally important, are the pressure and flow distribu-
tions across the network. Equal flow and pressure values at all terminal outlets of a branching
network are design constraints used by several authors when applying the principle of min-
imum blood volume for the optimisation of a network, to ensure a uniform blood supply
for the tissue [79–85]. The use of these design principles is encouraged when designing a
branching vascular network, although adjustments could be necessary to achieve the desired
network architecture for a particular application.

2.5 Conclusions

This chapter has presented a summary of the physiological laws involved in the blood cir-
culation, as understanding the basic principles is necessary for the design of functional
vasculature. One key aspect to consider when designing artificial tissue constructs is the
oxygen diffusion limit of the vessels and the inter-capillary distance in real vascular networks.
In the absence of a proper vascular system that can deliver nutrients and oxygen to all the
cells, necrotic regions may occur, leading to the eventual death of all cells in the tissue. Thus,
any good design for a vascular network should ensure that both arterial and venous trees have
branches that cover the entire volume of perfusion.
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In the present work, Poiseuille’s law is used, for which the following assumptions are fun-
damental [46]: i) laminar, steady flow (not pulsatile) in which the velocity at the wall is zero
(no slip condition); ii) blood is assumed a Newtonian fluid, in which the viscosity is constant;
iii) each vessel is regarded as a straight stiff tube of uniform radius. Poiseuille’s law indicates
that the radius is the most effective parameter that controls the blood flow. For a given
pressure drop, a change of 1% in vessel radius will produce a 4% change in blood flow and
vice versa. Thus, an effective way of controlling blood pressure is by altering a vessel’s radius.

Shear stress is an important parameter in the study of blood flow. Abnormal levels can
lead to the development of pathologies (e.g. atherosclerosis), thus it is clinically relevant.
Using AM, 3D model comparisons can be carried out between healthy and pathological
conditions of the vasculature.

Although the studied optimisation approaches are widely accepted and used for the design
of vascular networks, they certainly have some limitations. For instance, Murray’s law can
only be applied to branching systems under laminar flow conditions. Therefore, only in
vessels within an acceptable diameter range4, laminar flow could be assumed and therefore
could be accurately modelled using Murray’s law. In addition, it was noted that the majority
of the research work on the design and computer simulation of vascular networks is based on
the principle of minimum blood volume. Using this principle is convenient because, from
a perspective of cost optimisation, the metabolic cost of blood as a substance is high and
must be minimised [64]. However, there is little work using other optimality principles (e.g.
minimum lumen surface, minimum power, minimum wall shear stress). This could be a
potential area to explore, by creating vascular models using different optimisation principles
and comparing their performance using computer simulations.

In order to achieve optimisation of a vascular network, vessel branching architecture is
critical. A brief review on research work in this area has been presented, where the focus was
the study of the effect of WSS on vascular branching. While understanding the behaviour at
single bifurcations is crucial, it is also important to study branching in the vasculature either
as a whole or organ-specific branching architecture.

Most of the work studied here focuses mainly on the geometric aspect of optimisation of
vascular networks. However, there is a need for more realistic models that take into account

4According to Sayed and Shirani [72], Murray’s law seems appropriate in vessels of size between 50 µm
and 500 µm
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other physiological phenomena. For example, it could include the effect of vasculogenesis
and angiogenesis (i.e. vascular system growth), which could potentially be dictated by the
needs of the tissue. Similarly, the spatial distribution of vessels is another key to produce a
realistic vascular model. As noted by Zamir [69] when observing the branching vessels in
the heart, there are vessels with a distributing function which convey blood to the periphery
of myocardial zones, and inside these zones there are vessels with the actual function of
delivering blood to the tissue. The observed branching architecture is different for these two
types of vessels, as the delivering vessels have a more profuse branching and are shorter.
This could indicate that there is an optimal combination of distributing and delivering vessels
for every organ to ensure its supply.

The applicability of the physiological laws in vascular designs for AM has been dis-
cussed. From the perspective of a multi-scale hierarchical vasculature, and considering
that the physiological laws (i.e. Murray’s law and Poiseuille’s law assuming Newtonian
flow) can be used in channels of approximately the size of large vessels (>200 µm), a
versatile AM technique that allows the fabrication of models with feature sizes in the order
of hundreds of micrometers to a few millimetres should be considered, such as inkjet printing.

Physiological factors are extensively used in the computational simulation of arterial
tree growth. Having completed this brief review as a basis, the study of algorithms for the
development of vascular networks was carried out and is presented in the next chapter.



Chapter 3

Vascular tree modelling and fabrication:
review

3.1 Overview

Chapter 2 presented a brief introduction to the physiology of vascular networks and the
haemodynamics of blood circulation, which serve as a basis for the design of vascular
networks. These design principles for vascular physiology are extensively used in the com-
putational simulation of arterial trees, which has the aim of simulating realistic vascular
structures for a variety of purposes. Section 3.2 will present a diversity of algorithms from
different authors for the simulation of arterial trees. These algorithms can potentially be used
for 3D modelling of vascular networks.

On the other hand, there has been extensive research in the field of tissue engineering
regarding vascularisation, with the aim of artificially engineering fully vascularised tissue
constructs. Section 3.3 will present a brief summary of the current techniques used in tissue
engineering for attempting the production of vascularised tissue structures.

Considering that the current fabrication methods for vascularisation typically involve
additive manufacturing, it would be advantageous to use algorithmically generated vascular
network models that can be exported for use in AM, as a novel vascularisation approach.
Thus, in Section 3.4 it is discussed how 3D models can be used in AM technologies to solve
some of the main challenges from the current vascularisation techniques.
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3.2 Vascular tree modelling algorithms

The aim of the present work is to construct vascular network structures in a suitable envi-
ronment that would allow to export into an STL format for use in additive manufacturing
techniques. In order to automatically construct the structures with an iterative method, the
development of an algorithm is essential. In the past decades extensive research has been
done on the computational bio-simulation of arterial tree growth. Different vascular models
have been proposed, which can be categorised according to purpose, organ of interest, physi-
ological relevance, optimisation principle it serves, or method of construction.

Although there is a diversity of models, the focus of the present review is on algorithms
that produce three-dimensional vascular structures with a realistic architecture that is intended
to mimic the natural hierarchical branching vasculature in the human body. Despite the fact
that the models have different methods and input variables, the vast majority of them use
the approach of physiological law fulfilment and minimisation of a cost function (which in
most cases is the intra-vascular blood volume) as design constraints. In this section, a brief
description of the most relevant algorithms that have been developed over the past 25 years
is presented.

Table 3.1 shows a summary of the main features of the algorithms described in this
section. In the table, the column titled "Method" represents the approach for the development
of the algorithm. "Optimality criteria" shows the parameter that the algorithm seeks to
minimise in accordance with an optimality principle. "Network/Tree" is to define if the
method produces single vascular trees or a full vascular network with two interconnected
trees. "Construction environment" shows the development software or tools used to program
the algorithm and/or to produce the visual representation of the models. The column titled
"Assumptions" describes the main physiological constraints used in the algorithm. Finally,
"Applications" describes the main purpose for which the algorithm was developed.

Overall, one of the most commonly accepted methods for the simulation of vascular trees
is Constrained Constructive Optimisation (CCO). It is the first algorithm in the table and
was developed by Schreiner [86]. CCO is a method to simulate the generation of arterial
tree models by connecting a given number of points within the area of interest to the tree by
successively adding branches, while obeying a set of constraints that represent physiological
characteristics, such as a) equal pressure and flow values at all the terminal points; and b) a
bifurcation rule that sets the relationship between the radii of each branch and its daughter
branches. The model uses Poiseuille’s law of flow [31], which assumes a laminar flow in
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incompressible Newtonian fluids. A further optimisation method was developed by Schreiner
and Buxbaum [87] to optimise the tree geometrically and topologically, both achieved by
minimising a target function: total blood volume. The result is a binary branching tree that
extends within a specified circular area (Figure 3.1).

Fig. 3.1 Schreiner’s arterial tree model with 4000 terminal points. Source:[87]

Based on Schreiner’s work, Karch [88] extended the CCO method to three dimensions to
cover a spherical volume rather than a circular area, and included terminal flow variability in
the model. As in Schreiner’s model, Karch’s CCO method is based on a set of assumptions.
These include: (i) steady state laminar flow, (ii) blood as homogeneous Newtonian fluid, (iii)
a set of physiological constraints regarding pressures and flows, and (iv) a bifurcation law
to define the relationship between parent and daughter branches. The models are visually
represented using image-based direct volume rendering, as seen in Figure 3.2(a). Later, based
on the same principle, a variation of the method was implemented for the staged growth
of arterial tree models [79]. In this new model, the growth is restricted by domains in the
volume given by a time-dependent probability density function, allowing the positioning of
the main branches of the tree as convenient (see Figure 3.2(b)). The model uses simple shapes
as rectangles, triangles and circles to define the areas and volumes to perfuse, therefore,
anatomical shapes such as organs are not modelled.
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Table 3.1 Summary of arterial tree growth algorithms

Ref. Method Optimality
criteria

Network/
Tree

Construction
environment

Assumptions Applications

[86],
[87],
[88],
[79]

CCO/
Staged
growth

Minimum
volume

Single
tree

Image- based
rendering

- Laminar flow
- Omits resistance
due to branching
- Blood as Newtonian
fluid (µ = constant)

To produce realis-
tic models of arte-
rial trees for sub-
endocardium, sub-
epicardium.

[80],
[81],
[89],
[90]

Iterative
growth
by needs
of grow-
ing tissue

Minimum
volume

Network C++ - Blood as Newto-
nian fluid
- Flow conservation
- Equal terminal flow
and pressure

To simulate de-
velopment and
pathology of
vascular systems
in abdominal
organs.

[91] RWA
(growth
by oxy-
gen
demand)

Not
speci-
fied

Single
trees/
Cap-
illary
network

C++ - Vessels as straight
elastic pipes
- Fåhræus-Lindqvist
effect

To obtain realistic
models of vascu-
lature for surgical
simulations.

[92] GCO Minimum
volume

Single
tree

MeVisLab - Laminar flow
- Blood as Newtonian
fluid
- Omits effect of bi-
furcation and vessel
curvature

To obtain better
vascular models
for surgery plan-
ning and to assess
vascular image
analysis methods.

[93],
[94]

Algorithms
for
macro/
micro
vessels

Minimal
energy
loss

Single
tree

Swept
Volume
Modelling

- Blood as Newto-
nian fluid
-Laminar flow
- Murray’s law

Modelling vascu-
lar trees for use
in computer-aided
TE and surgical
planning.

[95] Improved
L-
systems

Minimum
volume

Single
tree

Not specified - Flow conservation
- Murray’s law
- Branching angles
rule

Generation of real-
istic blood vessels
for surgery simula-
tors.
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[82],
[83]

CCO Minimum
volume
(oxygen
de-
mand)

Single
tree

MIP - Flow conservation
- Equal terminal flow
and pressure
- Murray’s law
- Blood as Newtonian
fluid

To validate vas-
culature segmenta-
tion algorithms.

[96],
[97]

Iterative
tree con-
struction
algorithm

Minimum
building
material

Single
tree

Not specified - Vessels as rigid
cylindrical tubes
- Tissue assumed ho-
mogeneous
- Laminar flow

Validation of seg-
mentation and re-
construction of ar-
terial trees, and
understanding of
normal and patho-
logic vasculature.

[98] Karch’s
algorithm

Minimum
volume

Single
tree

3D visualiza-
tion by raster
images and
MIP

- Laminar flow
- Omits resistance
due to branching
- Blood as Newtonian
fluid

Demonstrate rela-
tionships between
physical parame-
ters of blood ves-
sels and numerical
parameters.

[84],
[99]

Improved
CCO

Minimum
intra-
vascular
volume

Indepen-
dent
trees

Not specified - Equal terminal flow
- Laminar flow
- Fåhræus-Lindqvist
effect

To extend mea-
sured vascular net-
works by more de-
tails than imaging
data.

[100] L-
systems

Not
speci-
fied

Single
tree

MIP - Stochastic and para-
metric rules for L-
systems

To validate vessel
segmentation tech-
niques.

[85] CCO +
Delunay
triangula-
tion

Minimum
volume

Network
with
capillar-
ies

Not specified - Equal terminal
flow.
- constraints to avoid
overlap

For the simula-
tion of cerebral
multi-scale vascu-
lar trees.

[101] ACCO Minimum
volume

Network C# - Laminar flow
- Omits resistance
due to branching
- Blood as Newtonian
fluid

For 3D printing of
vascular networks
in tissue engineer-
ing.
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(a) (b)

Fig. 3.2 Karch’s models by CCO. (a) Tree with 4000 terminals by CCO (Image source: [88]).
(b) Tree with 6000 terminals by CCO and staged growth (Image source: [79]).

Bezy-Wendling and Bruno [80] developed a three-dimensional dynamic vascular tree
model which grows in response to the needs of the surrounding tissue, within a defined 3D
volume which simulates an organ shape. The model growth depends on a set of physiological
constraints related to the pressure and flow in the tree and the law of matter preservation, as
well as anatomical constraints that define the shape of the tree as it grows. The optimality
criterion that is fulfilled is minimisation of total blood volume in the tree. Later, in [102],
changes were introduced in the model to simulate structural and geometrical variations in
the tree by simulating diverse changes such as cell density, cell properties (in the simulated
cells) and blood flow. By changing these properties, the model allows the simulation of
pathological conditions such as hyper-vascularisation (tumour).

Continuing Bezy-Wendling and Rolland’s work, Kretowski et al.[81] developed an
algorithm for fast updating of the vascular trees, which replaced the original method. The fast
updating method avoids repeating operations at all the nodes in the sub-trees during the tree
growth process by storing the relevant coefficient values at the root nodes of the sub-trees,
and after the tree is finished, the stored information is processed at once. The concept of
a "macro-cell" is introduced, representing a small cluster of capillaries, and has specific
properties to that small volume of tissue. Later, Kretowski et al. [89] presented the modelling
of two vascular trees connected at the macro-cell level, to simulate a complete vascular
network. The model finds the optimal geometry of the network by creating candidate vessels
from each tree for the connection of each macro-cell. The candidate vessel that provides the
minimum volume and that is not in collision with the opposite tree is selected as a permanent
vessel. A collision resolution method is proposed, which involves switching to the next pair
of candidate vessels with the smallest volume until no collision is found, or elimination of



3.2 Vascular tree modelling 29

the macro-cell if no suitable configuration was found. The model was used to simulate the
growth of liver vascular trees for medical image analysis applications. In [90] the model was
used to simulate a kidney vascular network (arterial and venous trees) and hepatic vascular
network constituted by three trees (hepatic artery, hepatic vein, portal vein) in normal and
pathological conditions (see Figure 3.3).

(a)
(b)

Fig. 3.3 Kretowski’s models. (a) Full vascular network structures of kidney and liver. (b)
Growth process of arterial and venous trees of kidney, shown separately. (Images source:
[90]).

Szczerba and Székely [91] proposed an algorithm for the simulation of vascular growth
that is mainly comprised of two parts: the creation of a preliminary capillary bed in the
simulated tissue, and the growth of vessels in accordance with physiological and haemody-
namic rules. The model, which is based on the random walk algorithm (RWA), considers
biophysical operations such as oxygen demand of tissue, flow and pressure in vessels (given
by Poiseuille’s law), vessel wall tension, shear stress and oxygen transport. Examples of
the structures generated with the code are shown in Figure 3.4. The model was created for
surgical simulation purposes.

Georg et al. [92] developed a model for the construction of macroscopic vascular struc-
tures with a global optimisation method, based on CCO, which they call Global Constructive
Optimisation (GCO). The model uses direct optimisation of a fully grown tree, as opposed
to simulating tree growth. Optimality criteria and physiological constraints are established,
such as Poiseuille’s law of flow and the principle of minimum intravascular volume. A cost
function is defined, that minimises the volume. The algorithm consists of a local optimisation
loop for the minimisation of the cost function and fulfilment of constraints, and an outer loop
that achieves global optimisation. The GCO method iterates using the data of previously
generated sub-optimal trees to optimise the new tree, until an optimal result is achieved. The
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(a) (b) (c)

Fig. 3.4 Examples of structures generated with Szczerba’s code. (Image source: [91]).

model presents single trees, but it considers the possibility of creating a vascular network by
creating two trees which are defined by the same set of input nodes, however, the challenges
of doing this (collisions between the trees and the inconsistency on pressure drops) are not
addressed in the model. The nodes of the tree are provided by the user, and can be obtained
from medical imaging sources. Figure 3.5 shows vascular tree models grown by GCO in a
liver-shaped volume.

(a)
(b)

Fig. 3.5 Models generated with Georg’s approach within a liver-shaped volume. The differ-
ences between the models are the initial root points and terminal points position. (a) Tree
simulating a portal vein. (b) Tree simulating a hepatic vein. (Images source: [92]).

Li et al.[93] [94] developed an algorithm for the feature-based modelling of vascular trees
for application in computer-aided tissue engineering. The approach creates two versions of
the vascular model: a macro-scale model that consists of coarse approximate morphology of
the structure which can be based on medical images, and a micro-scale model that is based
on the macro-scale model and has a detailed structure geometry and physiological properties.
The micro-scale model is constrained by physiological principles such as Poiseuille’s law
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of flow and Murray’s law. For the representation of micro-scale models with the swept
volume method, Non-uniform rational basis spline (NURBS) curves are used for the 3D
CAD representation of the model. Figure 3.6 shows a swept volume model for a tree with 70
terminal nodes.

Fig. 3.6 Li’s model of vascular tree with swept volumes. The tree has 70 terminal nodes
("leafs") (Images source: [93]).

Liu et al.[95] proposed a model based on L-systems (originated from Lindenmayer’s
work [103]). The model considers some physiological constraints such as flow conservation,
equal shear stress between blood and vessel walls (which implies a bifurcation exponent of 3,
or Murray’s law of bifurcation), ratio of the length of parent-daughter branches and rules
for branching angles. Figure 3.7 shows a simulated model for the human renal artery using
stochastic parameter L-systems.

Fig. 3.7 Liu’s model of human renal artery. (Images source: [95]).

Hamarneh and Jassi [82] [83] developed an open source software package (VascuSynth)
for the generation of volumetric images of vascular tree structures. The algorithm is based
on Karch’s CCO approach [88], explained previously. It consists of the iterative growth
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of a tree by connecting new terminal points, within a given volume. The model considers
physiological constraints including flow conservation, the bifurcations rule with a variable
exponent and equal terminal flow and pressure. The target function is proportional to the
volume of the tree, therefore, minimisation of the volume is sought. The algorithm simulates
tree growth given by an oxygen demand map for the available points in the volume. Figure 3.8
shows an example of vascular tree constructed with VascuSynth using rigid branches and the
same tree with curved non-rigid branches. The tree models are used mainly for the validation
of medical image analysis and segmentation.

(a) (b)

Fig. 3.8 Models generated with VascuSynth. (a) Vascular tree with rigid branches. (b)
Vascular tree with curved vasculature using B-splines. (Images source: [82]).

Schneider et al. [96] [97] developed a model for the simulation of multi-scale arterial
tree growth, including capillaries. In contrast with the previous methods, this model does not
consider the haemodynamic rules of blood flow as constraints and is purely based on structural
properties and physiological principles related to angiogenesis (formation of new vessels).
The model assumes rigid cylindrical tubes for the vessels and binary branching with Murray’s
law of bifurcations. The simulation of growth within the tissue is given by simulating
oxygen demand and angiogenesis factors (vascular endothelial growth factor, or VEGF). It
is, therefore, possible to simulate pathological conditions such as hyper-vascularisation and
increased demand of oxygen. Figure 3.9 shows a simulation of an arterial tree model using
this approach.

Kociński et al. [98] created a model based on Karch’s approach [88] for the simulation of
vascular tree structures for image texture analysis purposes. The model fulfils the haemody-
namic rules of blood flow and the main constraints of the algorithm are: the flow conservation
principle, Poiseuille’s law of flow and Murray’s law of bifurcations. The tree vessels are
represented by straight cylinders. The input parameters were varied in order to observe the
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Fig. 3.9 Simulated model in cylindric volume under uniform metabolic conditions. Image
source: [96].

effect in the image texture features. Viscosity was found to be one of the main parameters
that substantially affects the vessel images. Figure 3.10 shows a simulated arterial tree with
this approach.

Fig. 3.10 Simulation of arterial tree in spherical volume with 4000 terminal points and
nominal parameter values. Image source: [98].

Schwen and Preusser [84] present an improvement to the CCO method by calibrating
the model using measured vascular network data from CT imaging. The model fulfils
the physiological constraints associated with CCO and obeys the principle of minimum
intravascular volume. The model considers Fåhræus-Lindqvist effect, in which constant
viscosity is assumed for vessels >150 µm, and below this value viscosity is changing. The
bifurcation nodes are optimised using a gradient descent method (a first-order optimisation
algorithm to find the minimum of a function by taking steps proportional to the negative of
the gradient of the function). The tree is generated within a defined 3D volume in accordance
to the shape of the measured organ, in this case, the liver. Figure 3.11(a) shows a liver
portal vein model using this approach. Later, Schwen et al. [99] extended the approach to



34 Vascular tree modelling and fabrication: review

the modelling of rodent livers. Figure 3.11(b) shows the model of a mouse liver with two
vascular trees representing the portal vein and hepatic vein (there is no connection at the
end points). In both cases, the models were generated using base trees generated from their
respective CT scan data sets.

(a)
(b)

Fig. 3.11 Models generated with Schwen’s approach. (a) Human liver vascular tree (portal
vein) with 10,000 terminal nodes. Image source: [84]. (b) Mouse liver vascular trees (portal
vein and hepatic vein) with 6,281 terminal nodes. Image source: [99].

Galarreta-Valverde et al. [100] proposed a method for the construction of synthetic
vascular trees for the validation of segmentation algorithms. The proposed method is an
extension to the traditional L-systems by adding stochastic and parametric rules to the model.
This approach is similar to the work of Liu et al.[95], but the simulated model is extended to
3D with spatial constraints. It does not consider physiological constraints of blood circulation.
When the tree node points are defined by L-systems, the tree skeleton is created using a
modified version of Bresenham’s line-drawing algorithm. B-Spline interpolation function are
used to avoid sharp angles in the tree. Figure 3.12 shows a vascular model generated with
this approach, within a simulated liver volume.

Fig. 3.12 Synthetic vessel structure generated with L-systems in a liver-shaped volume.
Image source: [100].
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Linninger et al. [85] proposed a model for the simulation of cerebral multi-scale vascular
trees, particularly the microcirculation. 3D imaging techniques were used to generate a
reconstruction of the pial arteries (intracranial vessels located on the surface of the brain).
Using the reconstructed arterial trees as a backbone, penetrating arteries and arterioles
are modelled using a vasculature growth algorithm based on CCO and is governed by the
principle of minimum volume and the physiological constraints of blood flow. Under this
approach, optimisation of the tree volume represents a ’non-linear constrained optimisation
problem’ (in which the objective function is non-linear and/or has non-linear constraints)
and is given by the geometric optimisation of the bifurcation points. As segments are added
to the tree, repeated solutions to the optimisation problem are required. For this purpose,
non-linear constrained optimisation algorithms previously developed in their research group
were used. For the creation of capillary beds, a method was implemented by dividing the
volume with a mesh by Delaunay triangulation and using the corresponding Voronoi mesh
(dual of the Delaunay mesh) to define the capillary segments as the edges of the Voronoi
mesh. Figure 3.13 shows a subsection of the secondary cortex with multi-scale vasculature.

(a) (b)

Fig. 3.13 Simulation of subsection of the cerebral secondary cortex with Linninger’s approach.
(a) Without capillary bed. (b) With capillary bed. (Images source: [85])

The final algorithm in Table 3.1 was developed within the Materials Engineering &
Material-Tissue Interactions (MEMTI) research group as an extension to the algorithmic
method here proposed. Guy et al. [101] propose an improved algorithm which has been de-
nominated "Accelerated Constrained Constructive Optimisation" (ACCO) and is intended for
the construction of vascular networks with the aim of maximising the volume of useful tissue
(minimisation of network volume). The method is divided in three main stages of network
development: 1) construction, 2) optimisation, and 3) collision resolution. Construction is the
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process of adding new branches to the network by creating a new bifurcation to connect the
new point. In order to select the best branch candidate for the new bifurcation, a new method
is proposed, called "counted" selection process, where the tree is analysed in a downstream
manner discarding groups of branches that are considered less suitable according to a set
of rules. Optimisation is the process of finding the optimal position for each bifurcation
node in terms of the minimisation of tree volume. There are 3 types of optimisation: i)
accelerated incremental optimization, for optimising individual bifurcation nodes of a new
branch, it is stated that the total volume downstream of a given branch can be expressed
as a function of its effective length, therefore, allowing a faster calculation of the optimal
bifurcation position; ii) batch optimisation, which is used in models with a large number of
nodes (where the effect of moving a single bifurcation node is negligible), is a method that
calculates an approximation to the gradient descent method (which is the simplest method of
minimisation, but is computationally expensive to use for each bifurcation) and results in a
faster calculation; and iii) initial bifurcation position, which is a method that calculates the
optimal position of a bifurcation node upon its creation, based on a weighted arithmetic mean
that uses the flow rate of the branches involved. Finally, collision resolution is a method to
address the problem of colliding branches of opposite trees. It consists of three potential
courses of action: i) inserting a transient node in the colliding branch and moving it to create
a small deviation, ii) moving a bifurcation or transient node, or iii) removing a terminal
branch where necessary. Collision resolution is based on the assumption that the branches
are small relative to the volumes they serve. Therefore if a collision is detected, it can most
likely be resolved by making small perturbations around the contact site, normal to the plane
created by the intersecting branches. With this algorithm, it is possible to model complex
arterio-venous structures with a large number of terminal points with a very efficient com-
puting time (i.e. for trees of sizes where previous authors have reported days of computing,
ACCO allows to construct in minutes). In addition, multiple interconnected vascular trees
can be constructed within the given volume. Example of the vascular structures generated
with ACCO are shown in Figure 3.14.

3.3 Fabrication of vascular structures

In the past decades, there has been extensive research in the field of Tissue Engineering
regarding vascularisation, where the main aim is the creation of artificially engineered fully
vascularised tissue constructs. There is particular focus on techniques involving bioprinter
technologies [104] [105], especially for the bio-fabrication of vascularised tissue [10] [106–
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(a)

(b)

Fig. 3.14 Arterio-venous networks generated by ACCO. (a) Spacing between terminals is
5 mm, with 2000 terminals (1.95 seconds to produce). (b) 4-tree network with liver-like
dimensions, 750 terminals spaced by 10 mm (1.22 seconds to produce). (Images source:
[101])

108]. This section presents a brief review of the current techniques used for attempting
the production of vascularised tissue or vascular networks embedded in relevant biologic
materials.

From the Lewis research group in Harvard, there have been some relevant attempts at
vascularised tissues. Wu et al. [12] presented a method for achieving omni-directional
printing of vascular networks by using a direct ink writing technique that prints sacrificial
ink filaments within a gel volume. This is depicted in Figure 3.15. The advantage of this
method is the freedom of movement in the given 3D space, which enables the creation of
complex vascular network structures inside the gel. However, after printing the ink, the
structure requires chemical cross-linking, which means it is not possible to seed cells in the
gel material from the beginning.

Kolesky et al. [109] presented a multi-material printing approach that allows the bio-
printing of tissue that includes perfusable vasculature, two different types of cells and an
Extra Cellular Matrix (ECM) by using different types of inks. To print the vasculature in
different sizes, they modify the ink filament printing parameters such as pressure, speed
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(a) (b)

Fig. 3.15 Schematics of Wu’s direct ink writing method for vascular networks. (a) Depiction
of printing of sacrificial ink filaments into gel volume. (b) Finished model with embedded
network after flushing of sacrificial ink. (Images source: [12])

or nozzle height. They present two models that have an embedded vascular network: one
in 2D and one in 3D, and they are shown in Figure 3.16. The 2D vascular network design
has a hierarchical branching structure, but the design is very simple and not physiologically
relevant. The 3D network is comprised of sets of tubular channels of uniform diameter
printed in layers and alternating the direction of printing. While the 2D and 3D structures
might be functional, their shapes do not resemble physiological vasculature, and therefore
are not ideal solutions. Later, in [11] Kolesky et al. extended their work by improving the
process and the composition of the inks involved. With this approach, the creation of thick
vascularised tissue constructs (≥ 1 cm) is possible, ensuring as well cell viability over the
span of several weeks. However, the vascular structure design, shown in Figure 3.17 is still
formed by tubular channels and overall does not represent a physiological structure.

(a) (b)

Fig. 3.16 Schematics of Kolesky’s approach for vascular networks by sacrificial ink printing.
(a) 2D network design. (b) 3D network design. (Images source: [109])

Huang et al. [110] achieved embedding of vascular-like tree structures in plastic materials
by applying a high electric charge that vaporises and fractures the material into tree shapes.
Although the tree structures look realistic in architecture (see Figure 3.18), this method is not
reproducible due to the nature of the process. In addition, the end points of the trees are not
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Fig. 3.17 Schematic of vascular network design from Kolesky’s improved process. Image
source: [11].

necessarily all connected to a branch of the opposite tree, therefore many dead ends occur,
which is not desirable. The main limitation of this technique is the range of materials on
which it can be successfully performed (i.e. it could not be applied for biological materials),
and the lack of control over the shape and size of the tree branches.

(a) (b)

Fig. 3.18 Tree-shaped networks formed by Huang’s method with two different techniques.
(a) Tree generated by ground contact method, where a grounded electrode is in contact with
the substrate surface. (b) Spontaneous discharge method, where a small defect is created
on the substrate surface to act as a nucleation site for spontaneous energy release. (Images
source: [110])

Miller et al. [6] proposed a method in which a carbohydrate glass sacrificial template
is printed and used to produce tissue constructs with an embedded fluidic network. The
template, which represents the vasculature of the tissue, is formed by interconnected vertical
and horizontal cylindrical channels in a scaffold shape. The fabrication process is shown in
Figure 3.19. The use of carbohydrate glass as a sacrificial material makes this process com-
patible with different cell types and extra cellular matrices. However it could be considered
potentially negative for the cells due to cytotoxicity from the dissolution of the carbohydrate
glass, and it requires a coating layer of poly (d-lactide-co-glycolide) (PDLGA) before casting
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the ECM to avoid osmotic damage in the cells. In addition, the shape of the network is not
representative of native tissue vasculature.

Fig. 3.19 Schematic of Miller’s method for obtaining perfusable vascularised tissue. Image
source: [6].

From the Khademhosseini group at the UCLA, Bertassoni et al. [111] reported a bio-
printing approach using agarose as a template material for the fabrication of vascularised
hydrogel constructs. Agarose fibers are printed in a predefined 3D architecture to form a
network structure, simultaneously controlling the material dispensing speed and the motion
of the X-Y-Z stages of the printer. Figure 3.20 shows two models printed with agarose fibres.
A hydrogel is then cast over the printed agarose models, surrounding it completely. The
hydrogel is photo polymerised using UV light and after this the agarose fibres can be easily
removed by aspiration with vacuum or manually pulling them. The result is a hydrogel
structure with an embedded network. While the process seems to have compatibility with
diverse hydrogels and to be innocuous to cells, there are disadvantages. The fact that it
is necessary to remove the solidified agarose fibres one by one probably means that the
production of complex branching vascular structures is not possible. Also, the 3D network
that is presented is in the shape of a lattice or scaffold, which is not in accordance with real
vascular structures.

(a) (b)

Fig. 3.20 Example of bio-printed agarose fibre networks created with Bertassoni’s method.
(a) Planar bifurcating design. (b) 3D lattice design. (Images source: [111])
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Heintz [20] developed a novel method for the fabrication of microfluidic networks em-
bedded in poly(ethylene glycol) diacrylate (PEGDA) hydrogels. The method combines a
laser-based hydrogel degradation process with image-guide laser control and it can create
complex 3D structures. Localised degradation in the hydrogels is achieved using a femtosec-
ond pulsed laser focused through a water immersion objective. The degraded geometries
are created by guiding the position of the laser within a region of interest given by a virtual
mask. Such regions of interest can be created from complex 3D models generated by CAD
software, as shown in Figure 3.21. This seems like a promising approach for the fabrication
of micro-vasculature in engineered tissue given the high resolution of the process. However,
for meso-scale vasculature it could require a much larger fabrication time. In addition, this
is one of the processes where the seeding of cells needs to be done after the vasculature
creation.

(a) (b) (c)

Fig. 3.21 Heintz’s network model by femtosecond laser-based hydrogel degradation. (a)
Biomimetic microfluidic network in a PEGDA hydrogel, with vasculature produced from
a stack of cerebral cortex images. (b) Same model showing an inset. (c) Inset from (b).
(Images source: [20])

Wang et al. [112] proposed a method for creating vascular networks in hydrogels by
using a sodium alginate lattice as a sacrificial template. The template is fabricated using a
patterned PDMS mould created by photo-lithography. After the sodium alginate solution is
injected in the mould it is chemically cross-linked for stability. The alginate template is then
encapsulated by a hydrogel and is later dissolved by injecting ethylene diamine tetra-acetic
acid (EDTA). Figure 3.22 shows an alginate template and its corresponding network after
dissolving the alginate. It is also reported that it is possible to stack multiple alginate template
layers to form a multi-layer network. A disadvantage of this method is that the network shape
is only planar and does not seem to be applicable for the creation of thicker 3D interconnected
structures. Also, as with most of the methods, the seeding of cells in the model is done after
the hydrogel is cross-linked.
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(a) (b)

Fig. 3.22 Example of printed networks created with Wang’s method. (a) Sodium alginate
template. (b) Microfluidic network in gelatin hydrogel. (Images source: [112])

Morgan et al. [21] developed a protocol for the formation of 3D cell cultures which
include perfusable endothelialised micro-vessels embedded in a hydrogel (type I collagen).
A schematic illustration of the network is shown in Figure 3.23. For the fabrication of
the vascular network a 3D model is created in a CAD software and used to fabricate a
photo-lithographic plate (mask) as the first step in the micro-fabrication process. The main
limitation of this approach is that the network can only be a planar representation with
a simple 2D geometry, and that the channels produced by this method are limited to a
rectangular cross section.

(a) (b)

Fig. 3.23 Microfluidic networks created with Morgan’s method. (a) Schematic of a microflu-
idic network in a cell-ladden collagen construct. The network is coated with endothelial cells.
(b) Inset of (a) showing angiogenic sprouting from the channel. (Images source: [21])

Hinton et al. [22] presented a 3D bioprinting technique, which they denominate "free-
form reversible embedding of suspended hydrogels" (FRESH), for the creation of complex
3D structures by embedding a printed hydrogel ink into a gelatin hydrogel bath as a temporary
support. A variety of hydrogel inks can be used in this technique, including alginate, fibrin,
collagen and Matrigel. Bioprinting of CAD models is reported, including a section of the
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right coronary artery vascular tree, which was printed in alginate as a hollow structure
with a wall thickness of less than 1 mm and is shown in Figure 3.24. This seems like a
promising technique for the fabrication of biological structures, however, construction of
hydrogel structures with functional embedded networks to supply the full volume has not
been demonstrated. In addition, the vessel diameters were in the order of millimetres, which
limits its application to the larger vessels in the circulatory system, unless the technique is
refined to obtain a higher resolution.

(a) (b)

Fig. 3.24 Model of right coronary artery created by Hinton’s technique. (a) Model printed in
alginate with fluorescence. (b) Inset of (a) showing the internal wall at a bifurcation. (Images
source: [22])

Justin et al. [13] developed a method for the production of a three-dimensional perfusable
vascular network structure within a hydrogel. The 3D model of the network is fabricated by
3D printing using a thermoplastic material. The printed network model is embedded in a
cast alginate gel inside a special chamber and subsequently the thermoplastic is dissolved,
leaving the network shape embedded inside. The network is filled with gelatin to produce
a solid temporary template and the alginate gel is removed. An ECM hydrogel is cast in
the chamber to surround the gelatin model and the gelatin is later flushed out, leaving a
fully perfusable network within the hydrogel. Figure 3.25 shows the model and the network
embedded inside the alginate. This fabrication method is highly convenient, as it ensures the
reproducibility of the models and it can be produced using different materials according to the
intended application. One disadvantage in this approach is that the 3D model that was used
was generated manually in a CAD software package and does not consider physiological
flow constraints in its design. The main limitation of this method is the resolution of the 3D
printer that can be used to print the required thermoplastic material, which currently is about
250 µm.
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(a) (b) (c)

Fig. 3.25 Justin’s network model by 3D printing of sacrificial thermoplastic model. (a) 3D
model design of network for 3D printing. (b) 3D printed model in a thermoplastic material.
(c) Embedded network in alginate gel. (Images source: [13])

3.4 Discussion

3D printing is one of the most investigated solid free-form fabrication techniques in tissue
engineering, particularly in the production of scaffolds [14]. The majority of the current
vascularisation approaches that produce relevant models (including those presented in Sec-
tion 3.3) involve the use of a 3D printing-based technique either for the production of moulds,
sacrificial template models, or for the direct printing (or bioprinting) of the structures. 3D
printing is a versatile additive manufacturing technique that allows free-form fabrication of
models in a three-dimensional space in a variety of materials, while ensuring high repeatabil-
ity and reproducibility of the printed models. The advances in 3D bioprinting technologies
show models with different feature sizes ranging from 1 µm (which can be fabricated by
emerging bioprinting technologies such as digital light processing (DLP) and multi-photon
laser scanning) to 1 mm (using extrusion or laser based techniques) depending on the printed
materials and the application for which they are intended [113]. It has been extensively used
in the field of tissue engineering as it has a large range of applications, which include pro-
ducing bulk structures (such as moulds and sacrificial pieces) and even functional structures
such as cell-laden tissue scaffolds.

The vast majority of these models, however, focus on the functionality of the network and
do not exhibit any physiological characteristics. The complex architecture of real vascular
networks and the physiological principles that accompany them are typically disregarded
(such as a multi-scale hierarchical branching distribution that obeys an optimality principle
and blood flow circulation, as explained in Chapter 2).
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On the other hand, regarding the vascular network models produced algorithmically
described in Section 3.2, it is evident that most of the models are used for validation of
segmentation techniques or surgery planning and simulation, however, none of them are
used as the base for the fabrication of vascular structures in tissue engineering (with the
exception of the algorithm developed by Guy et al. [101], which is an extension to the work
here presented). Considering the advantages of potentially using physiologically relevant net-
works in vascularisation approaches, the present research proposes the use of algorithmically
generated three-dimensional models of vascular structures, which can be exported as CAD
models, for 3D printing-based processes.

In [30], automated generation for simple planar vascular designs has been developed
for the ArtiVasc 3D Project, where the user introduces a few parameters and the models
are produced accordingly by inkjet printing and stereolithography, and later combined with
other techniques (multi-photon polymerisation and electrospinning) to produce vessels of
smaller sizes in an attempt to create fully vascularised skin patches. The design of the
artificial vascular vessels focuses on the bifurcation junctions, particularly in two key factors
in the design (maximum junction curvature and bifurcation volume) [114]. They present a
parametric map for the achievement of an optimal model. However, the manually generated
design of the vascular model is planar and symmetrical, as seen in Figure 3.26.

Fig. 3.26 Example of vessel design for ArtiVasc Project, by automatic generation. Image
source:[30]

Apart from this method that uses a simple manually created network and the work of
Guy et al. [101] (who successfully printed a 3D vascular network, shown in Figure 3.27),
to the best of the author’s knowledge there is no other previous approach in the field of
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tissue vascularisation that combines the use of complex algorithmically generated vascular
structures with 3D printing techniques for further use in tissue engineering applications.

Fig. 3.27 Example of a successfully 3D printed model of a multi-level vascular network in a
cubic volume with a minimum feature size of 250 µm (the smallest resolution of the current
generation of printers), by Guy et al. Scale bar = 2.5 mm. Image source:[101]

From the fabrication approaches reviewed in Section 3.3, some of them have disad-
vantages in their processes. For example, there are approaches where the hydrogel is
photo-polymerised and the cells need to be seeded in a subsequent step, causing a poor
uniformity in the distribution within the ECM [6] [12] [20] [111] [112]. Therefore, a method
where the cells are added in the hydrogel without the need of cross-linking is preferred. Also,
in some approaches the use of certain materials as sacrificial templates (such as carbohydrate
glass [6], and Pluronic F127 [11] [12] [109]), or harsh agents to dissolve the templates, may
cause damage to the cells in the hydrogel as they have been reported to have a degree of
toxicity [111] [115]. Thus, a method where the cells are not in direct contact with the initial
sacrificial template is preferred. In some of the techniques, it is possible to use a 3D model
that was previously created with a CAD software package [13] [20–22]. For these models
it would be beneficial to use a physiologically relevant 3D model of the vascular network
instead of a simple manually designed network.

The present work intends to combine the use of algorithmic vascular structure generation
with a suitable fabrication method that allows the use of a 3D model as the vascular design.
Considering all this, the approach of Justin et al. [13] seems appropriate given that the cells
are already contained in the hydrogel when it is cast in the chamber and does not require
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additional cross-linking. As this is the last step in the process, the cells are never in contact
with the sacrificial template, as there are a series of intermediate casts of other biocompatible
materials (alginate, gelatin).

3.5 Conclusions

This chapter presented two brief reviews; the first is about algorithms for the simulation of
arterial trees, and the second about fabrication approaches for vascularised tissue constructs.
The present work intends to link these topics by applying the benefits of algorithmically
generated vascular structures into one of the most established fabrication methods: 3D
printing.

Numerous algorithms have been developed over the past decades for the bio-simulation
of arterial tree construction. The algorithms consider the physiological constraints associated
with blood flow and the hierarchical branching vasculature in the human body. Constrained
constructive optimization (CCO) is a widely accepted method for the generation of vascular
trees. In order to build a physiologically relevant arterial tree, an optimality criterion must be
fulfilled. The principle of minimum intra-vascular volume is extensively used to ensure an
optimal build.

In the field of tissue engineering there has been considerable research regarding vascular-
isation. The most common approaches use 3D printing-based techniques. There is a diversity
of methods to produce vascular structures within hydrogels. However, it seems that none of
the approaches consider the complexity of real vascular networks in their design. As a result,
the fabricated structures may be lacking physiological relevance.

The present work aims to integrate the algorithmic construction of vascular networks with
the fabrication of networks by 3D printing technologies used in vascularisation approaches
in order to achieve physiologically relevant functional vascularised tissue constructs. The
model here proposed is based on CCO, particularly on Karch’s approach [88], as it has been
proved a reliable method and is extensively used for arterial tree simulations. The algorithm
development is presented in Chapter 4. The fabrication for the algorithmically generated 3D
models is based on the work of Justin et al. [13] as it is considered the most compatible of
the studied methods.





Chapter 4

Algorithmic vascular structure generation

4.1 Overview

The literature review in Chapter 3 provided an overview of the algorithms used for the
computational simulation of vascular structures. Regardless of the approach, all algorithms
follow a set of constraints for the achievement of physiologically relevant structures. The use
of these constraints allows the fulfilment of the physiological principles of blood flow and
circulation such as flow conservation, Pouseuille’s law of flow, Murray’s law for bifurcations,
equal terminal flow and equal terminal pressure.

In accordance with the project aim, an algorithm for the construction of vascular structures
has been developed. The proposed algorithm is a modified version of the studied algorithms,
keeping the essential physiological constraints and adapting it to the research needs. In
essence, the algorithm follows the general approach of [88] and has a similar implementation
as that of VascuSynth [82]. The concept of a "macro-cell" introduced by Kretowski and
Bezy-Wendling [81] is used in the present work. A macro-cell is the fundamental unit of
the model and is a simplified representation of a group of capillaries within a small cubic
region where the exchange of nutrients and waste occurs. This will be explained further
in Section 4.2. It must be noted that in this chapter pressure is expressed in millimetres
of mercury (mm Hg), as this is the standard unit for the measurement of blood pressure.
Flow rate is expressed in millilitres per minute (mL/min) or millilitres per hour (mL/h), in
accordance with physiology textbooks. The remaining parameters are expressed in S.I. units.

The algorithm creates an arterio-venous network that fulfils the physiological principles
of arterial flow and branching. The algorithmic arterio-venous network development process
begins with the delimitation of a three-dimensional volume shape where the network will
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be created. The volume is then divided in cubical sub-units (macro-cells) and each of them
is represented by their centre point. Starting points for two trees –arterial and venous– are
defined in the desired position. These points represent the inlet and outlet of the network. The
tree formation starts from both initial points and follows a space-filling approach in which
new branches are added iteratively and independently for each tree until all the macro-cell
centre points within the volume are connected to both trees. With the addition of each new
branch an optimisation for its bifurcation position is performed, in accordance with the
principle of minimum blood volume. After the tree data has been computed (i.e. branches’
starting and end points coordinates, corresponding radii, flow rates and pressures), the
resulting tree structures are created in a CAD environment (Autodesk® Inventor®) where
the branches are represented with cylindrical extrusions. Examples of a single vascular tree
and an arterio-venous network created with the proposed algorithm are shown in Figure 4.1.

(a) (b)

Fig. 4.1 (a) A single arterial tree. (b) An arterio-venous network generated using the algorithm
developed here.

4.2 Algorithm Development

4.2.1 Programming and modelling environment

Given the experimental purpose of the vascular networks, it is of great importance that the
outcome of the algorithmic tree construction is a 3D solid model that can be exported into
STL format for use with additive manufacturing equipment. Therefore, the use of a CAD
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software is essential. Autodesk® Inventor® Professional 2018 (64-Bit Edition) is a versatile
CAD software package and is used in the present work to build the 3D solid models of
the vascular structures. Its flexibility allows the development of specialised applications by
means of the Software Development Kit (SDK) included in the standard installation with
a student licence. With the SDK it is possible to create user interfaces using a program-
ming language, in this case Visual Basic (VB), and link them to the Autodesk® Inventor®
interface, allowing the automation of repetitive and time-consuming operations by means
of the Application Programming Interface (API). The algorithm developed in the present
work is designed to iteratively add branches to a tree given branch-specific parameters such
as starting point, end point and radius. Thus, it is convenient to automate the task by using
Inventor® API.

The programming platform used in the present work is Microsoft Visual Studio Commu-
nity 2015© with an academic licence, where Microsoft Visual Basic 2015 (VB) was selected
as the preferred programming language given its compatibility with Inventor® API. To de-
velop the programming code for the algorithm, a new project was created in VB by selecting
the template "Windows Forms Application", as shown in Figure 4.2. In order to use the Inven-
tor® API in the new project in VB, a reference to the API’s Dynamic-Link Library (DLL) was
added. This was achieved by loading the "Autodesk.Inventor.Interop.dll" file as a reference in
the new project, which is located within Autodesk® Inventor® Professional 2018 SDK folder
(C:\...\Autodesk\Inventor2018\SDK\UserTools\CopyDesign\Bin). After adding
this reference, all the commands from Inventor were available in the VB project. In the same
manner, a second reference was created for Microsoft Excel "Microsoft.Office.Interop.Excel.dll"
to allow saving and importing numerical data in the code.

4.2.2 3D volume delimitation and subdivision

The first step in the algorithm sequence is the delimitation of a three-dimensional volume
where the arterio-venous network will be created. For practical purposes the present work is
limited to the use of cubic or cuboidal volumes, although the process can be extrapolated
to produce the networks into volumes of different shapes, including organ-specific shapes
obtained from CT scans or other medical imaging means. Following the approach and
nomenclature of [81], the 3D volume is then subdivided into cubical sub-units called "macro-
cells", which are distributed uniformly within the 3D volume and represent a small cluster of
capillaries (or capillary beds) that will ensure the perfusion within that region. The capillary
bed representation is depicted in Figure 4.3.
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Fig. 4.2 Creation of a new project in Visual Basic.

(a) (b)

Fig. 4.3 (a) Subdivision of the main 3D volume into sub-units called "macro-cells". (b) Bed
of capillaries in the human body, that every macro-cell represent. The connection between
arterial-venous trees represents a thoroughfare channel. Image source for (b): [116].
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Each macro-cell is represented by their centre point. The aim is that all the points are
connected to a terminal branch of the arterial tree and to a terminal branch of the venous
tree, forming a connection between both trees. As the trees are connected by their terminal
branches, they constitute a network and it ensures the flow from inlet (arterial tree’s starting
point) to outlet (venous tree starting point). In the present work, the volume of the macro-cell
and the desired number of macro-cells per side of the cube are user-defined parameters.
Considering, as an example, a cubic 3D volume with 6 macro-cells per side, each macro-cell
has a volume of 0.125 mm3 (0.5 mm each edge of the macro-cell), which means that the
main cubic shape has an edge length of 3 cm and a total volume of 27 cm3. The total number
of macro-cell centre points (also referred to as "terminal points" in the present work) inside
the volume is N = 6× 6× 6 = 216. In order to delimit the 3D volume in the algorithm,
appropriate XYZ coordinates for the cube’s vertices are first assigned, according to the
user-defined macro-cell volume and number of units per side, and stored in an array. In a
similar manner, XYZ coordinates for the macro-cells’ centre points are assigned and stored
in an array. The position of every point is accessible by the array index. With this data, the
graphic depiction is performed in Inventor® using lines and points in a sketch, as shown in
Figure 4.4.

Fig. 4.4 Depiction of 3D volume in Inventor®’s interface. The macro-cells’ centre points are
drawn inside the main volume.
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4.2.3 Fulfilment of physiological laws

The process of generating each tree starts when a single point is randomly selected from the
array of macro-cell centre points. A "branch" or "vessel" is then created from the predefined
starting point (also called root point) of each tree to the selected random point. The new
branch is assigned a representative number, starting and end points, as well as the correspond-
ing values of volumetric flow rate (Q) and reduced resistance (R∗, explained below in detail),
that will be used later to calculate the corresponding radius (r) of the vessel according to its
length (L) and the given values for input pressure (Pin) and terminal pressure (Pterm).

When a new random point is selected, there are three possible situations: i) Case 1:
the first terminal point, ii) Case 2: the second terminal point and iii) Case 3: the third and
all subsequent terminal points. These cases and their respective sequence of steps for the
addition of a new point are depicted in Figure 4.5. The approach of the proposed algorithm
is to look for the branch that is closest to the new point (excluding case 1, where there are
not any existing branches yet). This is achieved by calculating the distance between every
existing branch (at their middle point) and the new point. The branch that has the shortest
distance is selected and a new bifurcation occurs.

The initial point for a bifurcation is at the middle point of the selected vessel. The selected
vessel is then called "parent" vessel, and its length is reduced to half by setting its new end
point to where its middle point had originally been. Two new vessels are then created: one
from the bifurcation point (which is now the new end point of the parent branch) towards the
parent’s original end point, and the other vessel from the bifurcation point towards the point
that needs to be connected to the tree. This process is depicted in Figure 4.6. The model here
presented is restricted to binary trees (each parent branch at a bifurcation can only have two
daughter1 branches). This is due to the fact that in the human body the optimal arrangement
consists of bifurcating trees, while trifurcations are very rare [63].

As previously mentioned, for every new branch added to the tree there are branch-
specific attributes that are calculated and assigned, such as: branch number, start and end
point coordinates, flow rate and reduced resistance (which is a simplified expression of
the resistance and will be explained later). Adding a new branch implies a change in the
flow and reduced resistance values of the existing branches, so the tree must be updated
accordingly. The flow and reduced resistance of every branch of the tree are re-calculated
and the corresponding arrays are updated to be in consistency with the newly added branch.

1Daughters of the same parent branch are referred to as ’siblings’.
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Fig. 4.5 Schematic representation of the addition of a new terminal point for the three possible
cases. RP: root point, T1: terminal point 1, T2: terminal point 2, T3: terminal point 3, a1:
distance from T3 to the middle point of T1, a2: distance from T3 to the middle point of T2,
a3: distance from T3 to the middle point of P. In case 3, the shortest distance among a1, a2
and a3 is selected and the corresponding branch is chosen for the new bifurcation.

Fig. 4.6 Schematic representation of the addition of a new branch to the tree. The branch
closest to the new point is reduced in length to its middle point, which is now the bifurcation
point. Two new branches (shown in red) are grown from the bifurcation point: one to the
original end point of the parent branch, and the other to the new point.
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As stated in Chapter 2, the present work is based on assumptions that simplify the
constraints for an approximate physiological representation of vascular networks. The tree
branches (or vessels) are assumed rigid pipes with laminar steady state flow and the fluid is
considered incompressible and Newtonian. Therefore, Poiseuille’s law is applied. Regarding
the flow rate, for every terminal vessel (vessels connecting to a point) the value of terminal
flow rate Qterm is assigned. It is a constant value that is calculated by dividing the inlet flow
of the tree Qin (a user-defined value) by the total number of terminal points or cells in the
volume. Following the laws of flow conservation, the flow in every parent branch must be
equal to the sum of the flow rates in its daughter branches, as indicated by Equation 4.1

Qp = Q1 +Q2 (4.1)

Thus, the flow rate in every branch of the whole tree is updated as indicated previously,
starting from the terminal branches and going up to the root. Figure 4.7 presents a schematic
of the addition of a new branch and explains how the flow rate is updated accordingly. For
this update, an algorithm was implemented and its sequence is shown in Figure 4.8.

For the reduced resistance, the approach of [88] was followed and will be detailed here.
According to this method, depending on whether the new branch is a terminal branch or
a parent branch, the reduced resistance is calculated differently. By Poiseuille’s law, it is
known that the pressure difference and hydrodynamic resistance in a vessel segment are
expressed as:

∆P = RQ (4.2)

R =
8µL
πr4 (4.3)

∆P =
8µLQ

πr4 (4.4)

where ∆P is the pressure difference from inlet to outlet of the vessel, R is the hydrodynamic
resistance, µ is the blood viscosity (considered constant for simplicity) and L is the length
of the vessel. Factorizing Rr4 is convenient because it can be assumed that the resulting
equation (which is called reduced resistance) does not depend on the radius, as shown:

R∗ = Rr4 =
8µL

π
(4.5)
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Fig. 4.7 Schematic representation of flow rate updating when new terminal point is added.
The selected branch (closest to the new terminal point) becomes a bifurcation with a parent
(P) and two daughter branches (D1 and D2). For D1, which is connected to the new point,
Qterm value is assigned. For D2, which is connected to a previously existing part of the tree,
the flow rate value Q of the original branch is inherited. For the parent branch P, the new flow
rate is calculated using Equation 4.1. The flow rates of the branches affected by this change
(highlighted in green) are updated accordingly using the flow updating algorithm.

Fig. 4.8 Algorithm to update the flow in the tree.
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Then, the reduced resistance (also referred to as RRes or R∗) for each daughter branch is:

R∗
1 = R1r4

1 (4.6)

R∗
2 = R2r4

2 (4.7)

Following these principles, for a terminal branch, the reduced resistance is simply calculated
as in Equation 4.5:

R∗
term =

8µL
π

(4.8)

However, for a parent branch, the calculation of the reduced resistance is more complex, as it
involves the ratio of the radius of daughter branch 1 to the radius of daughter branch 2, as
well as the ratio of each of the daughters to the parent branch, and includes the corresponding
reduced resistance of the daughters. Therefore, the reduced resistance for a parent branch
can be calculated as [88]:

R∗
p =

8µLp

π
+

[
F4

1
R∗

1
+

F4
2

R∗
2

]−1

(4.9)

where µ is the blood viscosity, Lp is the length of the parent vessel, F1 and F2 are the fractions
of the radii of the daughters over the radius of the parent, and R∗

1 and R∗
2 are the corresponding

reduced resistance values of the daughters.

F1 =
r1

rp
(4.10)

F2 =
r2

rp
(4.11)

The radii are unknown, but it is known that Murray’s law must be fulfilled, therefore:

rγ
p = rγ

1 + rγ

2 (4.12)

Then, dividing by rγ

1 and rγ

2 respectively, the fractions can now be expressed as:

F1 =

[
1+

(
r1

r2

)−γ
]−1

γ

(4.13)

F2 =

[
1+

(
r1

r2

)γ]−1
γ

(4.14)
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The ratio r1/r2 is now required. By equating the pressure differences ∆P1 and ∆P2, equation
4.17 is obtained:

∆P1 = R1Q1 (4.15)

∆P2 = R2Q2 (4.16)
Q1

Q2
=

R2

R1
(4.17)

Then, by substituting R from the R∗ factorization in the previous equation, it can be expressed
as:

Q1

Q2
=

R∗
2/r4

2
R∗

1/r4
1

(4.18)

which leads to the ratio:

r1

r2
=

(
R∗

1Q1

R∗
2Q2

) 1
4

(4.19)

By substituting this equivalence in Equations 4.13 and 4.14, it can be noticed that the reduced
resistance of the parent branch can be calculated only in terms of viscosity, length, flow
and the reduced resistance of the daughters, but is independent of the radius of any of the
branches. The reduced resistance is then updated for each branch of the tree as described.
The algorithm that was created and programmed to update the reduced resistance of every
tree branch is graphically represented in Figure 4.9.

After the flow and reduced resistance have been updated for every branch of the current
tree structure, the radii of every branch must be calculated in accordance with the physiologi-
cal laws. The first radius to be calculated is that of the root branch. Applying the reduced
resistance factorization in Equation 4.5 to the root branch, we have:

R∗
root = Rrootr4

root (4.20)

Then, the radius would be:

rroot =

(
R∗

root
Rroot

) 1
4

(4.21)
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Fig. 4.9 Algorithm for reduced resistance update in the vascular structure.

where R∗
root is the reduced resistance of the whole tree. Considering this, and taking Equa-

tion 4.2, we can express Rroot as:

Rroot =
Pin −Pterm

Qin
(4.22)

The root radius can then be calculated as:

rroot =

(
QinR∗

root
Pin −Pterm

) 1
4

(4.23)

After the root radius has been calculated, the radii of the daughter branches of the root can be
calculated in the following way. First, the ratio r1/r2 is calculated as previously explained,
with Equation 4.19. By having this ratio, the values of F1 and F2 mentioned earlier can be
calculated using Equations 4.13 and 4.14. Now that F1 and F2 are known, as well as the
radius of the parent branch (which is, in this case, the root radius), then r1 and r2 can be
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easily calculated as:

r1 = rpF1 (4.24)

r2 = rpF2 (4.25)

Then, for each of the daughter branches, the procedure is repeated to find the radii of the
sub-daughters, and the process is repeated until all the branches of the tree have their radii
calculated and saved in the corresponding array. For every new point connected to the tree,
the whole process described above (updating flow and reduced resistance of the tree branch
by branch and calculating the branches’ radii) is repeated until all the remaining points are
connected to the tree. This constitutes the main loop cycle of the VB code.

4.2.4 Optimisation of bifurcation points

As mentioned in Chapter 3, different approaches have been studied in the literature regarding
the construction of vascular trees according to optimality principles, where a certain quantifi-
able characteristic is to be minimised [63] [80]. The optimality criterion used in the present
work is minimisation of blood volume in order to maximise the amount of useful tissue. This
criterion is widely accepted for the development of arterial tree growth algorithms [88] [80]
[89].

As explained in the previous section and depicted in Figure 4.6, when a new macro-cell
is to be connected to the tree, a bifurcation is created at the middle point of the closest
branch and a new branch is added to connect the new point. If the minimum volume of the
tree structure is to be considered, then each bifurcation point must be moved to an optimal
location. For this purpose, different positions for the new bifurcation are tested in a sequential
manner, generating the corresponding volumes for every tree configuration produced. The
volumes obtained with the test points are stored and compared, and the bifurcation test
position that produces a structure with the smallest volume will be chosen as the optimal
position.

When a new bifurcation is created the optimal position coordinates are found using the
following steps:

1. The flow and pressure data for each branch of the tree is updated, and from these
values, the radii of the branches are calculated. The volume of the structure is then
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calculated as the sum of the volumes of all branches in the model and stored for further
comparison.

2. A plane is formed by three points (see Figure 4.10): The start point of the parent vessel
(P0), the end point of daughter vessel 1 (P1), and the end point of daughter vessel 2
(P2). This is the plane where the bifurcation point will be moving (two-dimensional
movement), as moving it outside of the plane will result in longer lengths and therefore
greater volumes. The three points (P0, P1 and P2) will represent the vertices of a
triangle that will be used as a reference.

3. The position of the centre point of the reference triangle is found as the intersection of
the three medians of the triangle (lines connecting each vertex of the triangle with the
midpoint of the opposite side), and the bifurcation point is moved there as a starting
point for the testing, as shown in the second schematic in Figure 4.10.

Fig. 4.10 Movement of original bifurcation point to triangle’s centre point (CP).

4. The whole tree structure’s flow, resistance and radii are then recalculated in order
to account for this change of position, and the new tree volume is calculated and
stored. For most cases, the volume at this point is smaller than that generated with the
bifurcation point at the original position, because the length of the daughter vessel 2 is
significantly reduced.

5. Taking as base the centre point of the triangle, four "test points" are created around it
within the plane, by modifying the central point’s coordinates by +∆X , −∆X , +∆Y
and −∆Y , as shown in Figure 4.11. In order to find the 3D coordinates of the test
points, a series of translations and rotations are performed on the triangle points (P0,
P1, P2 and centre point) in order to align them to the XY plane from the original
coordinate system in the 3D space. The four test points are created on the XY plane,
each being equidistant (by ∆) to the centre point of the triangle and parallel to the X
and Y axes, respectively. The newly added test points are then rotated and translated
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back to the original triangle position and thus, the 3D coordinates of the four test points
are obtained. The value of ∆ is calculated by multiplying the length of the smallest side
of the reference triangle by a user-defined fraction, also referred to in the present work
as "bifurcation optimisation variable". This approach was taken in order to make a
consistent optimisation of the tree structure by focusing on the current bifurcation and
avoid having a set value which may result in having very coarse or small movements
for some bifurcations.

Fig. 4.11 Depiction of test points where the bifurcation point will be moved.

6. The whole tree structure’s flow, resistance, radii are recalculated and the volume found
for every test point, as depicted in Figure 4.12. The point that produces the smallest
volume of the structure is selected as the new centre point.

7. From the new centre point, four new test points are created around it and the process
(steps from 5 to 7) is repeated until all the test points produce a volume larger than the
centre point. When this happens, it means that the optimal bifurcation point is the one
currently defined as centre point.

This optimisation process follows a ’local-minimum’ approach, in which the optimal
point is found by starting at a central location and following the path to the closest minimum.
When the optimum bifurcation point is found, its coordinates are stored and the point is
fixed as part of the geometry of the tree. For every new macro-cell connected, only the
new bifurcation will be moved. Thus, after all the cells have been connected to the tree, the
coordinates of all the bifurcation points will be known.

Originally, the optimisation approach was programmed using Inventor® features (a new
set of points, lines, and planes were created every time the bifurcation point was moved).
However, this caused a long computing time due to the high amount of computing resources
required while processing data between Inventor® and Visual Basic® and because of the
large number of elements that remained in Inventor®’s objects list.
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Fig. 4.12 Movement of bifurcation point to every test point.

A faster method was implemented by substituting the operations performed in Inventor®
by customised functions in the code, with which the coordinates of the test points are
mathematically calculated in the VB code, therefore, saving resources from Inventor®. This
method corresponds to the optimisation steps described above. In addition, a new class was
created in the code for all the 3D points used to avoid processing them in Inventor®, which
resulted in a further computing time reduction. The original code took approximately 16
hours to produce a network of 216 macro-cells, considering the network’s skeleton and data
(branches coordinates, flow, pressures, radii). After the improvements, the code can produce
the same structure in approximately 35 minutes.

4.2.5 Connection of arterial tree and venous tree

As mentioned in Section 4.2.2 in order to generate a perfusable vascular network, two indi-
vidual vascular trees (an arterial tree and a venous tree) must be connected at the macro-cell
central points, also referred to as "terminals" or "terminal points" (see Figure 4.13).

Following the approach of Bezy-Wendling and Bruno [80], and Kretowski et al. [89], the
present work presents the generation of two connecting trees by alternating the generation
of the branches for every new random point from one tree to the other. This means that a
branch is created first from the arterial tree and immediately after another branch is created
from the venous tree to the same point. This is visually represented in Figure 4.14.

After the selection of the new random point to be connected, the process of connection,
flow and reduced resistance update, radius update and optimisation of bifurcation point are
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Fig. 4.13 A vascular network consists of two trees connected at the macro-cell level. Image
adapted from original in [89].

all performed for the arterial tree and subsequently for the venous tree. Given that both trees
have different starting point coordinates, their structures are different.

Fig. 4.14 Depiction of new point being connected to arterial tree (AT) and venous tree (VT).

This stage of the development presented the greatest challenges. Given that the same
method is used to generate both tree structures independently, some problems arise due to
the fact that they share the same 3D volume. The most notorious problem is the collision
between both branching structures. This will be discussed in Section 4.2.6.

Another problem, less noticeable as the number of cells increase, but nevertheless present,
is the difference in the radius of the connecting terminals from one tree with respect to the
other tree. This is expected given that both trees are built with the same method, under
the same conditions and sharing the same set of points, but having different starting points.
Thus, although the arterial tree and venous tree are built while fulfilling the physiological
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laws, they grow independently of each other. This means that, in order to reach every new
desired cell, both trees will grow a branch with the same physiological restrictions, but their
lengths will be different (as they have different starting coordinates), which will result in
them having different radii. This is a problem because for practical purposes, the radii of
each pair of arterio-venous connecting branches must ideally be equal to allow flow in the
network without additional pressure losses.

To address this issue, a solution was developed by creating a function that adjusts the radii
of the venous terminal branches to equal the radii of their corresponding arterial terminal
branches. Then, based on their new terminal radii, the radii of the branches of the whole
venous tree are recalculated backwards (from the terminal branches going up to the root)
following Murray’s law. However, doing this will inevitably modify the volume of the venous
tree, which was originally optimised for minimum volume. The function that adjusts the radii
of the venous tree branches can be disabled, should the real minimum-volume morphology
of the venous tree be necessary.

4.2.6 Detection and handling of collisions

Given that the arterial and venous trees grow in an independent way, they are susceptible to
collide with each other, as shown in Figure 4.15. Following the approach used by Kretowski
et al. [89], the detection of colliding branches was based on the calculation of the shortest
distance between two lines in a three dimensional space.

The equations for the calculations of the shortest distance between two lines in a three-
dimensional space were obtained from the Paul Bourke website [117] and his approach is
explained as follows. Considering two lines (see Figure 4.16) defined by two points (line "a"
from P1−P2 and line "b" from P3−P4), a point on line “a”, which will be called Pa has
the Equation 4.26 and in a similar way, a point on line “b”, which will be called Pb has the
Equation 4.27.

Pa = P1+mua(P2−P1) (4.26)

Pb = P3+mub(P4−P3) (4.27)

To find the shortest line segment between lines A and B the length of the line segment
joining the two lines must be minimised:

||Pa−Pb||2 (4.28)
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Fig. 4.15 Visible collisions in the Arterio-Venous Network.

Fig. 4.16 Shortest distance between two lines in a three-dimensional space. Adapted from
original image in [117].
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Substituting the equations of the points Pa and Pb gives:

||P1−P3+mua(P2−P1)−mub(P4−P3)||2 (4.29)

Equation 4.29 can be expanded out in the XYZ components of points P1, P2, P3 and P4.
At the minimum, the derivative with respect to mua and mub must be zero. Then, these two
equations can be solved for mua and mub, and the intersection points are found by substituting
the values of mu into the original equations of the points Pa and Pb.

Based on this approach, Thomas Ludewig [118] developed an open source code for the
calculation of the shortest distance between two lines in Visual Basic, which is available
on P. Bourke’s website [117]. Ludewig’s VB code was used as a base for the function that
detects the collisions in the present work. The approach employed here was that when a new
branch is added to the arterial tree (which is represented by a line segment), it is checked
against all the existing branches of the venous tree (also, line segments) by calculating the
shortest distance between two line segments. If the sum of the radii of the two branches being
compared is greater than the shortest distance between them, it means they are colliding.
An exception is made for the matching terminal branches, which are joined at one of their
extremes, and therefore, their shortest distance is zero. In this case, the collision is neglected.

The detection method is effective, however, as it requires the iterative comparison be-
tween every new branch in the tree and every branch of the opposite tree, it can represent a
significant amount of computing time. The number of iterations needed just for this purpose
might be expressed as: ΣN

(k=2)3(2k−1), where N is the total number of points in the 3D space.
The multiplying factor of 3 represents the new branch, its sister and its parent branch (which
were modified by moving the bifurcation point in search for the optimal configuration). The
2k−1 represents the number of branches that currently exist in the opposite tree, where k is
the current number of terminals.

After detecting a collision while the tree grows, the problem must be handled to avoid it.
This is an issue that remains unsolved in the proposed algorithm at the present time. Different
approaches could be taken, such as:

• Moving the bifurcation point of the colliding venous branch until it is free of collision.

• Moving the bifurcation point of both colliding arterial and venous branches until they
are free of collision.
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Table 4.1 Input parameters for the algorithm

Variable Parameter name/description Units

Volume Total volume of the 3D space cm3

CellVol Volume of the sub-units that form the volume cm3

Qcell Flow rate at each macro-cell mL/min
Pin Arterial input pressure mm Hg
Pcell Pressure at each macro-cell mm Hg
Viscosity Blood viscosity Pa.s
Murray Murray’s law coefficient (Std: 3) –
aPointInitial Initial point for Arterial tree XYZ coord
vPointInitial Initial point for Venous tree XYZ coord
FractDist bifurcation optimisation variable (>0 to 1) –

• Skipping the current random macro-cell and selecting the next one, until no collision
is detected.

4.2.7 Algorithm sequence

In this section, the main steps of the network-building algorithm, shown in Figure 4.17, are
explained.

1 - Input Variables The algorithm starts by setting the input parameters which are defined
by the user, and are shown in Table 4.1.

2 - Create new Inventor® Part A command is sent to open Autodesk® Inventor® (if it is
not already open) and a new Inventor® Part file is created.

3 - Initialization of 3D volume Based on the input parameters, the dimensions of the 3D
cube are calculated and its edges are drawn as lines in a 3D Sketch. The interior
volume of the cube is filled with N equidistant points, where N is also calculated from
the input data. See Figure 4.4.

4 - Order of selection of points Each point in the 3D volume is assigned a number from 1
to N. A random point is selected out of the N possible points and its number is stored
in an array-list. Another random point is selected (excluding the number selected
previously) and added to the list. The process is repeated until all the points have been
stored in the array-list, sorted in a random order. This list will indicate the order in
which the points will be reached by the arterial and venous trees.
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Fig. 4.17 Flow diagram of main steps in the algorithm.
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5 - Creation of first tree branch The creation of the first branch is treated as a special case,
as no bifurcations are needed. A single line is created from the point previously set
as root (typically lying on one of the faces of the cube), to the first randomly selected
point. The corresponding input parameters (flow at the cell, pressure at the root and
pressure at the cell) are assigned to the branch, kept and handled as arrays in the code,
and used to calculate the radius. The branch is assigned a number, in this case, No. 1.
At this stage, the branch is depicted in Figure 4.18(a). The same process is executed
for the venous tree.

6 - Finding the closest branch The next random point is selected according to the list. A
new branch must grow from the existing tree structure towards the new point. To
achieve this, the distance from the new point to every existing branch (at the middle
point) is calculated, and the existing branch that has the shortest distance is selected.
The same process is executed for the venous tree.

7, 8 - Creating a bifurcation The selected branch (closest to the new point) is divided in
two branches at the middle point. The upper part of the branch keeps its previously
assigned branch number, and represents the ’parent’. The lower part of the branch
is assigned the next consecutive branch number and represents ’daughter 1’. A new
branch is created from the middle point, to the new point. It is assigned the next
consecutive branch number and represents ’daughter 2’. The new corresponding values
of the parameters are assigned to each branch in the new bifurcation (flow, input and
output pressure). See Figure 4.10. The same process is executed for the venous tree.

9 to 17 - Optimization of bifurcation point The bifurcation location must be optimized to
ensure the minimum blood volume. The bifurcation point is moved to the central point
of the triangle formed by the vertices: 1) Start point of parent branch, 2) End point of
daughter 1 branch, and 3) End point of daughter 2 branch. Using the flow and pressure
data of each branch, and their new lengths due to the relocation of the bifurcation,
the radius of each branch is calculated. From the radii data, the volume of the tree
is calculated in this configuration and stored. Four test points are created around the
central point in the same plane as the triangle, and the bifurcation point is moved to
each of the points. See Figure 4.12. For each of the four cases, the flow, pressure
and radii data is updated and the volume of the tree is calculated. The test point that
produces the minimum volume is set as the new central point. The testing process is
repeated until the minimum volume is found, which means that the bifurcation is at
the optimal position. The same process is executed for the venous tree.
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18 to 20 - After finding optimal bifurcation point The radii of all the branches in the tree
are recalculated once again, in the optimal configuration for the bifurcation. The update
starts at the root and advances toward the terminal branches. The next random point in
the list is then selected and the cycle is reiterated. The same process is executed for the
venous tree.

21 - Adding all the points to the tree The cycle of adding branches to the tree while main-
taining the optimal configuration continues until all the points in the 3D volume have
been reached, following the previously set random order. The same process is executed
for the venous tree.

22 - Matching radii of venous tree After both trees have been constructed in their individ-
ual optimal configuration, the radii of the branches that connect the trees must be
equal. Each pair of matching terminals is identified and the radius of the venous branch
is forced to match the corresponding arterial radius. When all the venous terminal
branches have been assigned the new radii, the radii of the rest of the branches are
recalculated up to the root branch, following Murray’s law.

23 - Construction of solid model From the stored tree data arrays that contain the basic
information of each branch in the tree (flow, input pressure, output pressure, radius,
start and end point coordinates), each branch is modelled as a cylinder in Inventor®.
Two parallel work planes are created: one at the starting point and one at the end point
of the branch. On the first work plane, a circle is created with the corresponding branch
radius and the circular profile is extruded toward the second work plane. At the end of
each cylinder, that is, at the second work plane, a sphere feature is revolved to act as
a joint at the bifurcations. The arterial tree is represented by red cylinders, while the
venous tree is represented by blue cylinders.

24 - END When the algorithm finishes its execution, the solid arterio-venous network model
file in Inventor® is saved, and the building data of the trees is stored and saved in an
Excel® file.

4.2.8 Stages of tree growth

As mentioned previously, the structure of each tree is given by the order of selection of the
macro-cell points. Because of this, the first few selected points will define the location and
shape of the main branches of the tree. To visualise the iterative construction of the models,
a single tree is shown in figure 4.18 at different stages of growth, for a 3D space that has
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an arrangement of 8×8×6 cells, with a total macro-cell number of 384 and a volume of
48 cm3. In (a) the first point was randomly selected and the first tree branch was created. In
(b) the second point was selected and the first bifurcation was created to connect the point to
the initial branch. In (c) the third randomly selected point is chosen and a new bifurcation is
created (from the closest branch) to connect the new point to the tree. In (d), (e), (f) and (g)
the tree is shown after connecting the first 10, 50, 100 and 250 selected points, respectively.
In (h) the full tree is shown after all 384 points have been connected.

4.2.9 Examples of vascular structures

Using the presented algorithm the user can modify the main construction parameters, which
are the physiological constraints (flow rate, pressure difference, viscosity, etc.), but it is also
possible to change other parameters such as the shape of the three-dimensional volume, the
number of macro-cells contained and their arrangement within the space, the size of the
macro-cell, the root branch starting point and whether or not a second tree will be constructed
(to form a network). Figure 4.19 shows a variety of models that have been constructed
using the algorithm. They are presented merely to show the different structures that can be
achieved.

4.3 Analysis of algorithmically generated vascular struc-
tures

To demonstrate the capability of the proposed algorithm for the intended purpose (for tissue
engineering constructs using additive manufacturing methods), experimental fabrication
of the model is required. Depending on the type and building material, 3D printers have
different resolutions, which will dictate the smallest feature size to achieve an accurate 3D
printed structure. The algorithm can produce a wide range of models, depending on the input
parameters. In order to find a model suitable for printing, analysing the effect of parameter
change on the model branching architecture is essential. Section 4.3.1 will present a brief
analysis of nine vascular trees (single trees, to allow for a better visual inspection of the
branches) with different input data. After understanding the effect of parameter change
and deciding on the basic network branching shape (a planar network), a short analysis is
presented in Section 4.3.2 with the aim of finding the set of parameters (namely pressure
difference, inlet flow rate and number of terminals in the model) that will produce a model
above the required printing threshold.
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(a) 1 macro-cell connected (b) 2 macro-cells connected

(c) 3 macro-cells connected (d) 10 macro-cells connected

(e) 50 macro-cells connected (f) 100 macro-cells connected

(g) 250 macro-cells connected (h) 384 macro-cells connected

Fig. 4.18 Arterial tree at different stages of growth. The image shows increasing number
of macro-cells connected to the tree, from a single branch in Figure 4.18(a) to a full tree in
Figure 4.18(h).
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(a)

(b)

(c)

(d)
(e)

(f)

Fig. 4.19 Different vascular models that have been created using the algorithm here presented.
(a) Vascular network with 125 macro-cell points. (b) Planar vascular tree with 256 macro-cell
points. (c) Vascular tree with 1000 macro-cell points. (d) Vascular tree with 2000 macro-cell
points. (e) Planar vascular network with 10 macro-cell points arranged in a line. (f) Vascular
network with 64 macro-cell points arranged in a plane.

4.3.1 Effect of parameter change in algorithmically generated struc-
tures

The change in structures driven by parameter variations is studied in this section with a set of
9 models and their analysis. The setup for the construction of the models will be explained
first. As stated in 4.2.2, a macro-cell is a sub-unit of the main volume that represents a
cluster of cells and capillaries. By connecting the macro-cell to the arterio-venous network,
perfusion of the internal macro-cell region is ensured. Following the approach of Kretowski
et al. [81], in the present work the simulated volume of the macro-cell is set to 0.125 cm3
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(0.5 cm per edge). For all vascular trees in this section the simulated three-dimensional
cubical space has 6 macro-cells per side (3 cm), thus, having a total volume of 27 cm3.
Each tree has 216 macro-cells (number of terminal points N) in total, which means there are
(2×N)−1 = 431 branches per tree.

A model was first created with a specific set of input parameters and is referred to as
"original model". The order of selection of the macro-cell points from the original model was
saved and used to produce the subsequent models (referred to as "test models"), to allow all
the trees to have the same branching structure for a consistent comparison. With the purpose
of observing the effects of each input parameter individually in the vascular tree morphology,
in each of the test models only one input parameter value was modified, either an increase
or a decrease of the original value, while the rest of the parameters remained the same as in
the original model. The input parameters of the original model and test models are shown in
Table 4.2.

Table 4.2 Input parameters for original and test models.

Model
Qcell ∆Pinlet−term µ Bif. opt.

[mL/h] [mm Hg] [Pa.s] variable

Original model 4 95 → 90 4×10−3 0.2
Test model 01 - Decreased Qcell 2 95 → 90 4×10−3 0.2
Test model 02 - Increased Qcell 6 95 → 90 4×10−3 0.2
Test model 03 - Decreased ∆Pinlet−cell 4 95 → 93 4×10−3 0.2
Test model 04 - Increased ∆Pinlet−cell 4 95 → 80 4×10−3 0.2
Test model 05 - Decreased µ 4 95 → 90 4×10−4 0.2
Test model 06 - Increased µ 4 95 → 90 4×10−2 0.2
Test model 07 - Dec bif. opt. const. 4 95 → 90 4×10−3 0.05
Test model 08 - Inc bif. opt. const. 4 95 → 90 4×10−3 0.4

From the table, Qcell is the volumetric flow rate at the macro-cell level, ∆Pinlet−cell is the
pressure difference between the inlet and macro-cell points (or terminal points) and µ is
the fluid viscosity. The values of these parameters were intended as an approximation to
physiological values, calculated from [23]. The bifurcation optimisation variable is a fraction
that defines the length of the test distance for the optimisation of bifurcations, as explained in
Section 4.2.4.

The original model and the test models were built in Inventor® as solid three-dimensional
models and are shown in Figure 4.20. Upon visual inspection, it is evident that the radii of
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the branches vary, with test model 05 (low viscosity) having the thinnest branches and test
model 06 (high viscosity) having the thickest. Most of the models have the same branching
structure and positioning, with the exception of test model 07 (low bifurcation optimisation
variable value) and test model 08 (high bifurcation optimisation variable value). As explained
in 4.2.4, the bifurcation optimisation variable is a fraction of the smallest side of the triangle
formed by the external points of the parent and daughter branches of the current bifurcation.
It defines the resolution of the optimisation (the length that the bifurcation point will move
in the plane). Thus, although all of the models follow the same iterative order of selection
of points it is expected that by changing the constant in test models 07 and 08, most of
the original bifurcation points were modified. It can be observed that in test models 07
in Figure 4.20(h) and 08 in Figure 4.20(i) the main branches of the trees have a different
structure than the rest of the models. The bifurcation optimisation variable is a parameter
that aids in the tree structure formation, but does not have a direct relationship with Q or ∆P.

The data that defines a vascular tree morphology are the branching structure (tree skeleton,
which is represented by an array of three dimensional coordinates of each branch’s start
and end points) and the branches’ radii. The models are in accordance with Poiseuille’s law
of flow and Murray’s law of bifurcations. Thus, if the input values are the viscosity, flow
rate, and the pressure difference from inlet to terminal points, this means that the variables
that change when a tree is constructed are the lengths and radii of the tree branches. If the
order of selection of points is the same for all the models, this means that the tree skeleton
is the same for all of them. Thus, for the original model and test models 01 to 06 the only
variable that can change, given any variation in input parameters, is the branches’ radii. The
aim of this section is to determine in which ways the parameter variations affect the radii
(i.e. whether the change is linear, non-linear, with abrupt or small changes, distribution and
dispersion of the radii, etc.) with the purpose of evaluating the viability for fabrication and
experimental flow analysis.

Figure 4.21 presents a chart of all the models and their average branch radius. The error
bars indicate the range of radii in the models, where the upper bar shows the largest radius
(root branch) and the lower bar represents the smallest radius (which corresponds to one of
the terminal branches of the tree). It is evident that the maximum changes in the range of the
branches’ radii are shown in the models with a change of viscosity µ (models 05 and 06).
With respect to the original model, the model with a lower viscosity shows a smaller average
branch radius and a smaller range of branch radii, while the model with a larger viscosity
shows the opposite behaviour: a larger average branch radius and the largest range of branch
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(a) Original model (b) Test model 01 (c) Test model 02

(d) Test model 03 (e) Test model 04 (f) Test model 05

(g) Test model 06 (h) Test model 07 (i) Test model 08

Fig. 4.20 Test models for parameter effect analysis.
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radii of all the test models. The models with increased and decreased value of the bifurcation
optimisation variable (07 and 08) have no apparent difference from the original model. Apart
from models 07 and 08, it can be observed that the models with increased and decreased
Qcell (01 and 02) have a very small variation from the original model. This could be useful
for experimental work, as it would allow some variation of the flow rate without significantly
affecting the results (i.e. having the structure of the original model but experimentally using
a smaller value of Qcell).

Fig. 4.21 Average tree branch radius of original model and test models. The upper error bars
show the largest branch radius in the tree (root branch), and the lower error bars indicate the
radius of the smallest branch (terminal).

Figure 4.22 shows a chart of the average terminal branch radius of the models. The
error bars in this chart indicate the standard deviation of the terminal branch radii. For
example, from Figures 4.21 and 4.22, the original model presents a root radius of 780 µm,
an average branch radius of 208 µm (considering all tree branches in the model), and most
of the terminal branches fall approximately between 100 µm and 150 µm, with the average
terminal radius being 125 µm. The largest changes in average terminal radius and their
standard deviation are found on the models with modified viscosity (models 05 and 06). It is
observed that in Figure 4.21 the average branch radius of the original model is similar to both
models with different bifurcation optimisation variable (models 07 and 08), as well as their
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root branch radius and smallest terminal branch radius. However, Figure 4.22 shows that
the average terminal radii of these models are both larger than the original model, as well
as their standard deviation. It would be expected that the model with decreased bifurcation
optimisation variable (07) had a smaller distribution range of the terminal radii given that the
resolution for the optimisation process is higher, but it is observed that its range of terminal
radii is greater than the original model. This could indicate that the benefits of a higher
optimisation resolution might be lost if the value is not optimal, as in this case. Therefore,
this parameter could have a crucial impact for a better physiological representation of the
tree structures.

Fig. 4.22 Average terminal branch radius of original model and test models. The error bars
indicate the standard deviation of the terminal branches on each model.

In Figures 4.23 to 4.26, the individual branches of the model were sorted by their radius
in increasing order, and the corresponding value of flow rate Q or pressure difference ∆P are
plotted in the charts, as these are the main variables of interest in the analysis. For each chart,
the profile shape is the same for the models being compared but the range of radii across
which it is extended varies. Viscosity was modified only for the purpose of observing the
difference in radii with different values, but for experimental models in chapters ahead this



4.3 Analysis of algorithmically generated vascular structures 81

parameter will be constant and in accordance with the fluid in use.

Figure 4.23 shows the flow rate Q corresponding to each branch radius, for different
∆Pinlet−cell values (original model, and test models 03 and 04). All the terminals have a fixed
Qcell value and this is the same for the three models, which means that they will have the
same Qinlet = 864 mL/h at their root branch. However, due to the change in ∆Pinlet−cell , the
radii of the models differ. For example, in test model 04 (with ∆Pinlet−cell = 15 mm Hg) the
maximum Q is achieved at the root branch (inlet) which has a radius of 592 µm. The same
Qinlet value is achieved at the roots of the other two models, but at their respective root radii
of 780 µm for the original model (with ∆Pinlet−cell = 5 mm Hg) and 980 µm for test model
03 (with ∆Pinlet−cell = 2 mm Hg). Thus, for an increase in ∆Pinlet−cell at a constant branch Q,
the branch radii tend to decrease. Although it may seem from the chart that the decrease in
radii is linear, it is important to notice that the increments of the pressure difference are not at
constant intervals. When increasing ∆Pinlet−cell from 2 to 5 mm Hg (increment of 3 mm Hg),
the root radius decreases by 200 µm, but when increasing ∆Pinlet−cell from 5 to 15 mm Hg
(increment of 10 mm Hg), the root radius only decreases by 188 µm. For the experimental
models the main restriction is regarding the resolution of the 3D printer used to fabricate the
models, so all the diameters in the model should be greater than 250 µm. It is observed in
the chart that from the three models, model 03 has almost all of its branches greater than
125 µm, so it indicates that using a low value of ∆Pinlet−cell will produce structures that are
suitable for printing.

In a similar manner, Figure 4.24 shows the values of ∆P of each branch according to
its radius, and it is evaluated for three different values of flow rate at the cell Qcell . In this
case, the pressure difference is preserved across the models, but the radii varies due to a
change in Qcell . For example, in test model 01 (with Qcell = 2 mL/h), the pressure difference
at the root branch (which has a radius of 650 µm) is 0.84 mm Hg. In the other two models
the root branch has the same value, but at their respective radii (780 µm for the original
model with Qcell = 4 mL/h and 862 µm for test model 02 with Qcell = 6 mL/h). Thus, for an
increase in Qcell , and at a constant branch ∆P, the branch radii increase. It is also observed
that in this case, even though the increase in Qcell is linear (with increments of 2 mL/h), the
chart shows that the profiles do not have the same separation among them. If we observe
the data points that represent the root branches in the models (the largest radius from each
data set) it is clear that the red square is closer to the blue dot than the green triangle, which
indicates the non-linearity of the change. However, the chart shows that most of the points
of the data sets fall on the same region, which indicates that the change Qcell might not be
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Fig. 4.23 Branch flow rate Q vs radius r for models with different values of ∆Pinlet−cell .
Original model ∆Pinlet−cell = 5 mm Hg, Decreased ∆Pinlet−cell (test model 03) = 2 mm Hg,
Increased ∆P (test model 04) = 15 mm Hg.

significant. Knowing this would be useful for experimental purposes, as it could possibly be
the safest parameter to alter without significantly compromising the closeness to an optimal
physiological geometry. Although initially from the chart it would be implied that having a
higher flow rate would produce structures where all the branch radii are greater than 125 µm,
in practice a very high flow rate might not be ideal for the experimental work. If the flow rate
is set too high, it would be physically impossible to use conventional experimental methods
to study the flow behaviour, such as particle image velocimetry. Therefore, it would be better
to choose lower flow rates, as long as the structures are above the printing limit.

Figure 4.25 shows a chart of the branch flow rate Q for each branch radius, evaluated for
three different values of flow rate at the cell Qcell (model 01 with Qcell = 2 mL/h, original
model with Qcell = 4 mL/h and model 02 with Qcell = 6 mL/h). The purpose of this chart is
to show the effect of a change in Qcell in the general Q profile of the tree. For an increase in
Qcell , there is an increase in the radii of the model, and obviously an increase in the Qinlet

at the root branch. For model 01 the root branch has a radius of 660 µm and a Qinlet of
432 mL/h; for the original model the root branch has a radius of 780 µm and a Qinlet of
864 mL/h; for model 02 the root branch has a radius of 860 µm and a Qinlet of 1296 mL/h.



4.3 Analysis of algorithmically generated vascular structures 83

0

1

2

3

4

0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9

B
ra

n
ch

 p
re

ss
u

re
 d

iff
er

en
ce

Δ
P

 [
m

m
 H

g]

Branch radius [mm]

01 - Qcell = 2 mL/h
Original - Qcell = 4 mL/h
02 - Qcell = 6 mL/h

Fig. 4.24 Branch pressure difference ∆P vs radius r for models with different values of Qcell .
Original model Qcell = 4 mL/h, Decreased Qcell (test model 01) = 2 mL/h, Increased Qcell
(test model 02) = 6 mL/h.

This shows that the change is close to being linear, as there is approximately the same
increment in both branch radii and branch flow rate Q from model 01 to original model,
and from original model to model 02. In this chart it is also evident that the distribution
of the data points is very similar among the three models, which is in accordance with the
observations from the chart in Figure 4.24.

Similarly, Figure 4.26 shows a chart of the pressure difference ∆P for each branch
according to its radius, evaluated for different values of total pressure difference from inlet
to cell ∆Pinlet−cell (model 03 with ∆Pinlet−cell = 2 mm Hg, original model with ∆Pinlet−cell =
5 mm Hg and model 04 with ∆Pinlet−cell = 15 mm Hg). It is observed that for an increase
in ∆Pinlet−cell there is a decrease in the radii of the model and an overall increase in the ∆P
of each individual branch in the tree. As with the chart in Figure 4.23, the increments of
∆Pinlet−cell are not linear (from 2 to 5 mm Hg and from 5 to 15 mm Hg). It is observed that
the distribution of data points for the model with increased ∆Pinlet−cell (red squares) has the
greatest number of branches with radius smaller than 125 µm. Thus, the same conclusion is
obtained from both charts: a model with a lower value of ∆Pinlet−cell is preferred.
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Fig. 4.25 Branch flow rate Q vs radius for models with different values of Qcell . Original
model Qcell = 4 mL/h, Decreased Qcell (test model 01) = 2 mL/h, Increased Qcell (test model
02) = 6 mL/h.

The total tree volume of each model is shown in Figure 4.27. The volume was calculated
by adding the volumes of each individual branch in the tree, as their radii and lengths are
known. It is evident that viscosity is the variable that produces the greatest change in volume,
followed by ∆P. It is observed that the models with different bifurcation optimisation variable
values (models 07 and 08 with values of 0.05 and 0.4, respectively) have very similar volumes
(204.7 mm3 for model 07 and 208.7 mm3 for model 08) and also very similar to the original
model, which may indicate that the volume of the models is preserved despite having a
slightly different tree structure. From the previous charts, it was determined that a decreased
value of ∆Pinlet−cell would be considered advantageous. However, it must be taken into
account that it produced the second largest volume from the models, and that the aim of the
algorithm is to minimise it. In a similar way, it was discussed that it would be ideal to have a
small value of Qcell due to visualization of flow under the microscope. Although a reduced
Qcell produces a smaller volume, it also means that the radii in the structure are smaller and
possibly not suitable for fabrication. Therefore, a balance must be achieved where optimal
values of ∆Pinlet−cell and Qcell are found.
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Fig. 4.26 Branch pressure difference ∆P vs radius r for models with different values of
∆Pinlet−cell . Original model ∆Pinlet−cell = 5 mm Hg, Decreased ∆Pinlet−cell (test model 03) =
2 mm Hg, Increased ∆Pinlet−cell (test model 04) = 15 mm Hg.

Fig. 4.27 Total tree volume of original and test models. It was calculated as the sum of
individual volumes of the trees’ branches.
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Figure 4.28 shows the total computing time (in minutes) of each model. To obtain the
computing time, a time stamp was created for each model at the beginning and at the end
of its construction process. As expected, the model that took the longest computing time
was test model 07, with a bifurcation optimisation variable of 0.05. By decreasing the
distance of the movement of test points for the optimal bifurcation point, it is obvious that the
process will consume more time. What is unexpected is that despite the notorious difference
in computing time, both models 07 and 08 have a very similar volume (as seen above in
Figure 4.27), which indicates that it might be unnecessary to use a small constant in order to
produce a structure with a minimised volume, as it could only lead to a greater computing
time while maintaining a similar volume as a structure produced with a larger constant.

Fig. 4.28 Total computing time of original and test models. It is calculated by registering the
time at the beginning and end of the tree construction process.

The change in bifurcation optimisation variable value appears to have no effect on the
tree volume. However, considering that the smaller the value is, it needs more computing
time, it has been decided that the best value would be that of the original model as it produces
a structure with a smaller range of terminal branches’ radii, as shown in Figure 4.22 and
discussed previously.
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4.3.2 Effect of input parameter change in simplified planar network

In the previous section, a set of models was built by changing one parameter at a time, in order
to study the effect of each input parameter in the vascular tree structures. For experimental
purposes, however, it is not possible to use such tree structures mainly for two reasons: a
vascular network requires two trees and it would be a very complex structure with many
collisions among their branches, and there is the limitation regarding the size of the vessels,
as the minimum feature size that can be fabricated with the available 3D printing technology
is 250 µm. For this motive, a set of 48 models with a simplified planar structure were created.
The models were simplified by defining a single line of macro-cells in the centre of the 3D
volume in order to produce a planar network structure. Although the networks seem too
simple, they are a good representation of the algorithm’s behaviour and will allow for a better
inspection of each individual branch under the microscope, contrary to inspecting branches
with the complex morphology of a cubic-bound network with multiple macro-cells per side.

Similar to the previous section, the parameter values that were selected were based on
physiological data, calculated from [23] and taking into consideration the main observations
from the charts in Figures 4.21 to 4.28. The parameters are:

• Pressure difference (inlet to macro-cell):
∆Pinlet−cell = 1, 2, 3 mm Hg

• Volumetric flow rate (at inlet):
Qcell = 1, 2, 3, 4 mL/h - for each value of ∆P

• Number of macro-cells in the model:
N = 5, 10, 15, 20 - for each value of ∆P and Qin

With these parameters, there are four main sets of models, which correspond to the
number of macro-cells in the model. Thus, there is a set of models with 5 cells, a set with 10
cells, a set with 15 cells and a set with 20 cells. Each set has 3 subsets, one for each value of
∆Pinlet−cell . And in turn, each of these subsets has a model with each of the test values of
Qin. Then, there are 48 models in total.

Each subset of models given by the number of macro-cells was arranged to have the same
tree branching shape (by assigning the same order of selection of points for all the models in
the set) in order to be able to compare the structures by the variation in radii only. Otherwise,
the model branches would have also varied in length and position, making it impossible to
compare the structures to each other. The branching shape of each set of vascular networks
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for a given N are shown in Figure 4.29. In other words, all the 12 models in the set of N = 5
cells have the same branching structure shown in (a), all the 12 models in the set of N = 10
cells have the same branching structure shown in (b), and similarly for the sets of N = 15 and
N = 20. Thus, the radii is the only attribute that will change in the models.

(a)

(b)

(c)

(d)

Fig. 4.29 Shape of network structures with (a) N = 5. (b) N = 10. (c) N = 15. (d) N = 20.

The comparison of radii between the 48 models evaluated is shown in Figures 4.30 to
4.33. Each set of models is shown in a different chart, and the subsets are denoted by vertical
grey lines. Each vertical line of blue points in the chart represents a model’s arterial tree (only
the arterial tree in each network was studied for a consistent comparison). Each point marks
the value for the diameter of a branch in the tree, with the point at the top representing the
root branch diameter, and the point at the bottom representing the smallest terminal branch in
the model. The dotted red line across models represents the limitation in size for the additive
manufacturing process that is currently used for the physical fabrication of the models (3D
printing). This means that only models with all of their points above the red line (250 µm)
are candidates for 3D printing.

It can be observed that as the volumetric flow rate Qcell increases, so does the diameter
of the branches and their dispersion (by dispersion, the intended meaning is the range from
the radius of the root branch to the radius of the smallest terminal branch). On the contrary,
increasing the pressure difference ∆P decreases the diameters and the dispersion. Increasing
the number of macro-cells N obviously increases the number of branches in the models,
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Fig. 4.30 Effect of parameter variation on planar networks with N=5.
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Fig. 4.31 Effect of parameter variation on planar networks with N=10.
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Fig. 4.32 Effect of parameter variation on planar networks with N=15.
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Fig. 4.33 Effect of parameter variation on planar networks with N=20.
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overall increasing the size range of the branches. None of the models with 20 cells or 15
cells fulfil the condition of having all the branches’ diameters above the printing threshold,
therefore these were discarded for experimental purposes. From the remaining models with
5 and 10 cells, the ones above the threshold were selected as potential experimental models.

4.4 Conclusions

In this chapter, a description of the algorithm developed for the automatic construction of
three-dimensional vascular structures was presented and described in detail, including the ful-
filment of physiological laws, optimisation of bifurcation points, arterio-venous connections
and detection of collisions. A set of models in a cubical shape with 216 cells was created and
analysed to observe the effect of changing input parameters on the tree structure. From this,
it was observed that:

• For an increase in ∆Pinlet−cell at a constant Q, the branch radii decrease (see Fig-
ure 4.23).

• For an increase in Qcell , and at a constant branch ∆P, the branch radii increase (see
Figure 4.24).

• For an increase in Qcell , there is an increase in the radii of the model, and an increase
in the Qinlet at the root branch (see Figure 4.25).

• For an increase in ∆Pinlet−cell there is a decrease in the radii of the model and an overall
increase in the ∆P of each individual branch in the tree (see Figure 4.26).

• Although a reduced Qcell produces a smaller volume, it also means that the radii in
the structure are smaller and possibly not suitable for fabrication. Thus, an optimal
balance must be achieved between the values of ∆Pinlet−cell and Qcell .

• A model with a large number of cells would imply a large dispersion where some
of the branch radii would be below the 3D printing threshold. In addition, a large
cubical-shaped network would be physically impossible to analyse under a microscope.

• Ideally, the flow rate Qcell must be low enough to allow experimental flow analysis
with fluorescent beads.
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• Variations in Qcell produce a small change in the structures. Thus, given the similarities,
it indicates the possibility to experimentally use a lower Qcell in a structure created
with a higher Qcell value without significantly affecting the experimental results.

• The bifurcation optimisation variable value will be set to the original value for experi-
mental work, as it showed no significant difference in the radii of the tree structures
(compared to the original model) and it had a much larger computing time when set to
the smallest value.

Based on these findings and their implications for experimental work, a simplified set
of models (planar networks) was created to show the input parameter effects on potential
experimental models. The radii behaviour in these models is in accordance with the first set
of models. The criteria for the eligibility of a network as suitable for 3D printing was based
mainly on two factors: i) the smallest branch diameter being above the printing threshold
of 250 µm, and ii) the least potentially problematic areas for 3D printing, such as sharp
angles, overlapping branches or insufficient spacing between branches near the connecting
terminals. From Figure 4.29, it is clear that the models with 15 and 20 terminals have many
of such problematic regions due to their branching shape, particularly at the upper and lower
extremes. As a result, all the models with 15 and 20 terminals were discarded. From the
models with 5 and 10 terminal points, only four models were considered potentially suitable
based on their minimum diameter being above the 3D printing threshold. These models are:

• N = 5, ∆Pinlet−cell = 1 mm Hg, Qcell = 3

• N = 5, ∆Pinlet−cell = 1 mm Hg, Qcell = 4

• N = 10, ∆Pinlet−cell = 1 mm Hg, Qcell = 3

• N = 10, ∆Pinlet−cell = 1 mm Hg, Qcell = 4

These parameters are therefore considered in the construction of a model for experimental
purposes. The next chapter will present the experimental work carried out for the analysis of
flow in the channels of a vascular network model created with the proposed approach.



Chapter 5

Flow in constructed vascular networks:
Experimental work

5.1 Overview of experimental flow analysis

Chapter 4 presented the proposed method for the creation of 3D vascular network models by
means of an algorithm. In order to validate the practical application of the vascular models,
experimental analysis of flow through the networks is required. This chapter will present an
experimental approach to flow analysis in two algorithmically designed vascular networks
fabricated in PDMS. Section 5.2 presents a brief review on techniques used for experimental
flow measurements in vessels or fluidic/micro-fluidic channels.

The biggest challenge of the experimental work was that the measurement of flow
velocity under high flow rates was not possible due to technical limitations. This represented
a problem because the original design parameters involved a high value of flow rate, which
could not be recreated experimentally. However, an alternative solution was implemented.
This will be explained further in Section 5.3.5, which details the experimental setup used in
the present work. Section 5.4 presents the results obtained, which show that the experimental
measurements approximate the theoretical calculations.

5.2 Experimental analysis of flow in vessel-like structures

Different techniques have been reported over the years for the measurement of flow in
micro-vasculature and micro-channels, particularly with application in microfluidics. Among
these techniques are: double-slit photometric, video microscopy and image analysis, laser
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Doppler anemometer, and particle-measuring methods [119]. Depending on the scale of
the flow and the application, some methods are more suitable than others. For example, in
some cases it is convenient to measure the differential pressure between inlet and outlet of a
channel network [120] [121]. This section presents an overview of the main techniques used
for the analysis of flow in vessel-like structures and in fluidic and micro-fluidic channels
under experimental conditions. A brief critical analysis is presented for each technique in
relation to its suitability for the experimental work performed in this chapter.

Particle image velocimetry (PIV), a method developed by Ludwig Prandtl [122] [123],
is considered the most commonly used technique for the measurement of flow [124]. It
combines the use of a light source and a camera to capture consecutive images of particles
suspended in a fluid as they move across a channel. PIV had issues since its conception as it
required manual analysis and measurement of the images. However, with the development
of modern technology such as high-speed cameras, and with computer calculations being
faster, it is a technique easy to implement on a microfluidic device. Furthermore, the same
sample can be used for measuring the flow previous to or during an experiment. It has
its drawbacks, for example the solvent requires to be clear for the microscope to be able
to discern the particle. Similarly, the substrate of the microfluidic system must be clear.
Blood, as a carrying solvent, would be translucent but not clear where particles would be
difficult to track, but not impossible. In fact, the use of PIV for measurement of flow in
micro-scale channels has been extensively reported, for numerous applications which include
measurement of blood flow rates in microfluidic channels [125] [126].

Another technique that would solve the issue of a microfluidic device with non-clear
solution or substrate is thermal mass flow sensing. This technique is extensively used for low
flow rate measurements, particularly in microfluidics and medical applications [127] [128].
The principle behind thermal mass flow sensors is that a sensing element is surrounded by
a fluid and subjected to heat. As the flow past the element increases, the heat dissipation
increases. Because of the need for the built-in sensing element, measurement at an arbitrary
point is not possible, which would prevent its use for determining flow rates in individual
micro-channels of a network. In addition, the sensors are typically expensive.

The most basic approach to measure flow rate is the gravimetric method, which consists
of weighing the volume of liquid accumulated over a known time frame, and dividing the
total measured weight by the amount of time. It is widely used as a standard method and in
some cases for calibration of flowmeters. Richter et al. [129] fabricated microchannels by
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micro-machining, varying in width from 28 to 182 µm. For flow rates higher than 0.1 µL/min
they used the gravimetric method, while for flow rates below this value they developed an
optical method where a measuring micro-channel with a meniscus is placed after the test
channel and the flow velocity at the meniscus is determined using a microscope. However,
this technique would require having an opening on each branch (branch cut) to be able to
provide the velocity for the whole network, leading to the destruction of the microfluidic
device or to the fabrication of multiple samples. Therefore, the sample could not be used
after the velocity measurement or would be a different one.

Alvarado et al. [130] developed a micro-scale flowmeter based on electrical capacitance
measurement, which is intended for applications of low flow conditions (Reynolds number
<50). With a similar approach, Arjmandi et al. [131] developed a micro-flow sensor based
on the electrical impedance measurement between two electrodes placed on the channel
walls. This technique is feasible for using blood as solvent but requires further fabrication
steps for each branch (electrodes on the walls) and the “cast method” would not be feasible
with this technique.

To overcome the requirement of a clear solvent in PIV, Kim et al. [126] used confocal
laser scanning microscopy (CLSM) micro-PIV for the study of blood flow in a micro-channel.
The study demonstrates the use of blood cells as the tracing particles, as opposed to most
studies of this kind, which use fluorescent particles. The images were acquired at a rate of
30 fps. The micro-channel had a round profile of 100 µm diameter and was fabricated in
borosilicate glass. A syringe pump was used to feed the flow. The flow rate is not mentioned,
but the reported maximum velocity was of about 200 µm/s, with a parabolic velocity profile.
This technique, however, might not allow substrates with autofluorescence like PDMS to
detect the particles. To solve this, an appropriate laser setup might be required or substrate
treatment like adding carbon particles to the PDMS.

Leslie et al. [132] proposed a method called ’multiplexed fluidic resistance measurement’
for micro-channel characterisation by using visible-wavelength dyes (as molecular markers)
and a spectrophotometer to measure the flow resistance in different channels simultaneously.
This technique would only be useful for independent channels (not interconnected networks),
as it is necessary to use different ink dyes for every desired measurement. In addition, it
limits the materials that can be used with the spectrometer.
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Campagnolo et al. [133] developed a sensor that measures flow velocity in micrometer-
scale channels (320 µm of diameter) by ’optical feedback interferometry’ (OFI) [134], a
technique that uses a laser source as light transmitter as well as detector of the back-scattered
light after it hits a moving particle in the fluid. This sensor enables the reconstruction of the
velocity profile of flow in the channel. This technique is used in-situ and shows potential but
requires a complicated setup and would not be feasible for the present experimental work
because of the constrained size of the sensor.

Stern et al. [135] developed a method for flow analysis in microfluidic devices which
uses Doppler laser velocimetry (DLV) to measure the Doppler shift of a sequence of bubbles
flowing constantly within a microfluidic channel. The Doppler shift is linearly proportional
to the flow rate, thus, it can be used to measure it. The channels in the microfluidic device
range from 30 to 100 µm and flow rates of approximately 2 mm/s were measured with a
reported resolution of 0.08 mm/s. Although it offers a good resolution, this method requires
the use of two different liquids that do not mix and have contrasting refraction indices.

Lee et al. [124] proposed a flow rate measuring technique using near infrared (NIR)
absorption. With this method, the flow rate is calculated from the temperature difference be-
tween the room temperature and the in-situ temperature measurement at the channel obtained
by NIR absorption, as the temperature difference varies at different flow rates. The measured
flow rates vary from 1 to 100 mL/h in a tube of 3 mm of diameter. This technique requires
precise temperature control and a setup for the NIR spectroscopy, which would complicate
the measurement of multiple branches.

In the present work, it is necessary to analyse flow in PDMS networks formed by cylindri-
cal channels of diameters varying between 250 and 550 µm, for which the flow is considered
Newtonian. The networks are planar and comprised of bifurcating channels, which means
that one of the main requirements is that every channel must be measured. Another require-
ment is that the technique should allow to obtain measurements of velocity profiles. The
method should be non-invasive, as it is intended to preserve the PDMS network models
for future use. Considering all of this, PIV seems like the most suitable technique for the
required experimental measurements.

Regarding the Newtonian flow measurement, Sousa et al. [136] report an analysis of
flow patterns for two types of fluids: Newtonian (de-ionised water) and non-Newtonian
(aqueous solution of polyacrylamide) in PDMS microchannels. The planar channels have a
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rectangular cross section of 100 µm by 105 µm and have a bifurcating angle of 45° between
the daughter segments. The fluids were seeded with fluorescent particles, which were tracked
using a fluorescence microscope with a charge-coupled device (CCD) camera. The results
showed that at this scale, for this channel architecture with upstream flow, the behaviour was
different for the Newtonian and non-Newtonian fluids, as the non-Newtonian presented some
recirculation in the channels.

Regarding velocity profiles and parameter extraction, Pitts and Fenech [137] reported a
protocol to obtain micro-PIV measurements of blood flow in PDMS micro-channels, where
parameters of interest can be derived, such as shear rate, velocity profile and flow rate. The
channels have a rectangular cross section with 140 µm by 40 µm. The commercial package
Davis (from LaVision) was used to perform the micro-PIV analysis.

Boutin et al. [138] used PIV to study the distribution of flow in a multi-channel fluidic
network fabricated in PMMA. The channels of 5 mm of width and the particles had an
average diameter of 5 µm. The light source was a laser (Nd-Yag) and the images were
captured by a CCD camera.

Overall, PIV is a technique that allows the use of Newtonian fluids, can obtain velocity
profiles, and can be used in multi-branched networks.

5.3 Experimental analysis of flow in PDMS networks

Having reviewed some of the most common techniques for experimental flow measurement,
it was decided that the experimental flow analysis would be carried out using particle tracking
velocimetry (PTV), a process similar to PIV, but where individual particles are traced in
order to find the velocity of a fluid. PTV seems to be the most suitable technique for the
project, considering size of the network, fabrication material, fluid and particles. This section
describes the full experimental process of the present work, including the generation of
the 3D network models, the fabrication of the physical experimental models in PDMS, the
experimental setup and measurement of flow velocity in the network.
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5.3.1 Experimental research goals

The main aim of the experimental analysis in this section is to observe the flow behaviour in
the PDMS model channels (using PTV) and to determine whether the values of flow velocity
are consistent with calculated theoretical values. A secondary aim is to observe how much
the diameters of the channels in the fabricated PDMS model deviate from the diameters of
the original CAD model.

5.3.2 Materials and methods

In this subsection, a summary of materials and methods for the experimental analysis of
flow in PDMS networks is provided. In the following sections, every step of the process is
explained in more detail.

Algorithmically-generated planar vascular networks: Two simplified planar network
models were produced for the characterisation of flow (see Figure 5.1, generated with the
algorithm presented in [101]. The models are considered representative of the attributes
and branching morphology of a complex 3D network. The minimum feature size in the
models is 250 µm, considering the limitations of the 3D printing equipment. The key design
parameters are: 5 terminal points, Qterm = 4 mL/h, dynamic viscosity µ = 0.004 Pa · s,
and a pressure difference inlet-terminals ∆Pinlet−term = 1 mm Hg for Model 01, 2 mm Hg
for Model 02. The algorithm uses Autodesk® Inventor®for the 3D construction of the model.

PDMS casting of vascular template: The resulting models were converted to STL
file format and fabricated using a Solidscape® S350. This printer used Solidscape® Mi-
das™ castable material (model) and Solidscape® Melt (supporting material). The support
material was dissolved in a selective solvent bath (Solidscape® BioAct VSO) in the oven
at 65 °C for 4 hours. The models (see Figure 5.4) were stored in fresh solvent at room
temperature, until use. Custom-made cylindrical PDMS chambers of 20 mm diameter and
10 mm of depth were used to produce the hollow network models. The chambers had two
axially aligned holes on opposite sides for inlet and outlet, in which two pieces of flexible
silicone tubing of 1 mm internal diameter were inserted to hold the models in place (see
Figure 5.5). A solution of PDMS was prepared using the DOWSIL TM 184 Silicone Elas-
tomer Kit. 18 mL of elastomer was mixed with 1.8 mL of catalyst, and the solution was
centrifuged for 5 minutes at 4000g. The PDMS solution was cast inside the chambers to
fully cover the network models. For degasification, the sample was placed in a vacuum
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chamber (CENCO HYVAC PUMP) and subjected to a few cycles of increasing/releasing
the vacuum (up to 29 in Hg). The PDMS was cured in the oven at 60 °C overnight (see
Figure 5.7). The Midas™ material was liquefied in the PDMS by placing the sample in a
bath of nearly boiling distilled water for 5 minutes, and it was flushed out of the network
using a syringe. Acetone was injected into the network to eliminate any residue of the
model material. The finished PDMS model with the embedded vascular network is shown in
Figure 5.8. Branch diameters were measured using a Zeiss microscope (Axio Observer Z1/7).

Flow velocity measurements: Particle Tracking Velocimetry (PTV) was used to measure
the flow velocities in the middle plane of the channels under steady flow conditions. Phos-
phate buffered saline (PBS) with 1 µm red fluorescent beads (FluoSpheres™ Polystyrene
Microspheres) was fed into the PDMS network using a syringe pump (Graseby 3200). A
concentration of 10,000 beads/mL was used. Each end of the PDMS network was connected
to a 2 mm diameter tube via luer lock interfaces. At the inlet, a 65 mm long tube was
connected to a 20 mL syringe mounted to the pump, to supply the working fluid into the
PDMS network. The outlet of the PDMS worked as the drain reservoir. A 55 cm long
tube was connected to a Petri dish through a drilled hole on its wall. A small hydrophilic
membrane was attached to the tubing outlet to avoid drop formation. Images were acquired
using a Zeiss Microscope (Axio Observer Z1/7), equipped with an ORCA-Flash4.0 Scientific
CMOS camera (Hamamatsu C11440, 2048 x 2048 pixels). The experimental setup was
on a vibration-isolation air table. Images were analysed using a custom LabView-based
script. The acquired raw images in the jpeg format were post-processed using ImageJ by
splitting every image in its red, blue and green channels (RGB), eliminating the blue and
green, and converting the remaining red channel images to greyscale (8-bit image). The
software analysed a sequence of images taken at a frame rate of 30 fps and calculated the
distance that individual beads moved from one frame to the next (see Figure 5.14). For every
branch in the PDMS network, three sets of 300 consecutive images were obtained at two
different flow rates (2 and 5 mL/h), giving a total of 900 images for each branch per flow rate
value. Charts for the velocity profile of flow in every channel of the network were obtained
by plotting the obtained velocity for each bead (see Figures 5.16 to 5.19).

Comparison of experimental flow velocity measurements and theoretical calcula-
tions: Experimental branch maximum velocities were obtained from the velocity profile
charts. For every branch, two theoretical maximum velocity values were calculated: one
using the original diameter from the CAD model, and another using the experimental model
diameter. Theoretical maximum velocities were calculated as twice the mean velocity (Equa-
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tion 5.1), which was obtained using the branch flow rate divided by the cross-sectional area
(Equation 5.2). The cross-sectional area was calculated using the corresponding radius (i.e.
CAD model radius and PDMS model measured radius). Given the flow conservation law
and equal flow at the terminal branches, the inlet flow rate was divided among the number of
terminal branches of each tree (five). Thus, for the experiments with Qinlet = 2 mL/h, the flow
rate of the terminal branches was 0.4 mL/h, and for the experiments with Qinlet = 5 mL/h, the
flow rate of the terminal branches was 1 mL/h. The flow rates for the intermediate branches
were calculated according to the law of flow conservation by adding the flow rate of the
daughter branches for every parent branch (see Chapter 3, Equation 4.1). Tables with all the
calculated branch values are included in Appendix A.

5.3.3 Generation of vascular networks for experimental work

For the purpose of studying the flow behaviour in the channels of the physiologically con-
strained model, a simplified planar version of the vascular model was used for experimental
work due to the difficulty to process, visualize and obtain measurements from a multi-level
network. The model, however simple, is considered to be a representative sample of the
attributes and branching morphology of a multiple-plane full network.

It must be noted that the algorithm used to produce the experimental models is not the
same as that presented in Chapter 4, but the previously mentioned improved version devel-
oped in the same research group by Guy et al. [101] (see Section 3.2) in order to overcome
the limitations of the original algorithm (e.g. collisions between arterial and venous tree
branches). Although the improved algorithm is intended to generate more complex 3D
vascular models, it can also produce planar models. In fact, the planar models produced by
the original algorithm and the improved algorithm are very similar, as there is no need to
compensate for collisions. The decision to use the improved version lies in the fact that any
future research involving the algorithmic generation of vascular structures will be carried
out using this improved algorithm. Therefore, with the aim of being able to compare the
data obtained in the present work with any related future work, using the new algorithm is
preferred to ensure consistency.

Based on the findings of Chapter 4, Section 4.3.2, two planar network models were
generated for experimental work (model 01 and model 02), using a minimum feature size of
250 µm and with the following design parameters:
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• Number of terminals: 5

• Qterm = 4 mL/h (which means Qinlet = 20 mL/h)

• µ = 0.004 Pa · s

• ∆Pinlet−term = 1 mm Hg for Model 01, 2 mm Hg for Model 02

The resulting structures after its automatic generation in Inventor® are shown in Fig-
ure 5.1. The red branches represent the arterial tree and the blue branches represent the
venous tree. The middle points (connections between arterial and venous trees) are the
terminal points for both trees. As expected, because of the difference in the ∆Pinlet−terminals

values, model 01 has slightly larger branch diameters than model 02. The diameters of every
branch in both models are shown in Figure 5.2. As it can be observed, the smallest diameter
is found in model 02 (249 µm) and is at the limit of the printing threshold. Figure 5.3 shows
the total length and width of the networks and the spacing distance between terminal points,
which are the same in both models.

(a) (b)

Fig. 5.1 3D models of planar networks generated in Inventor®. (a) Model 01. (b) Model 02.
The models vary slightly in diameters due to the difference in ∆Pinlet−terminals.

5.3.4 Fabrication of vascular network models

Models 01 and 02 were exported as solid models in Autodesk® Inventor®. A supporting
frame was modelled around the network to facilitate manipulation of the model after printing.
The models were converted to STL format and 3D printed in a Solidscape® S350. This printer
uses Solidscape® Midas™ castable material for the network structure and Solidscape®
Melt, a dissolvable supporting material. The minimum practical printable feature size is of
approximately 250 µm.
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(a)

(b)

Fig. 5.2 Drawings of top view of the models showing the diameter dimensions of each branch
for (a) Model 01, and (b) Model 02. Dimensions are in mm.

Fig. 5.3 External dimensions of 3D networks. Dimensions are in mm.

The resulting printed structure is a wax block encapsulating the network structure. The
support wax was dissolved in a bath of a selective solvent (Solidscape BioAct VSO) inside
a temperature controlled atmosphere (oven at 65 °C) for 4 hours. The network model after
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dissolving the wax is shown in Figure 5.4 in its supporting frame. The printed models are
very fragile and need to be handled with care. The models were stored in fresh solvent at
room temperature, until use.

Fig. 5.4 3D printed network models in supporting frame, after removing the wax around
them.

Cylindrical PDMS chambers of 20 mm diameter and 10 mm of depth were used to
produce the vascularised structure. A fabrication protocol similar to that described by Justin
et al. [13] was used. The chambers had two holes on opposite sides (for inlet and outlet).
Each network model was cut off from the supporting frame and the extremes were trimmed
for a better fit in the chamber. Two pieces of flexible silicone tubing of 1 mm internal
diameter (from VWR) were fitted inside the holes to hold the model in place inside the
chamber. Using tweezers, the models were carefully placed in the silicone tubing, as shown
in Figure 5.5.

A solution of PDMS for casting was prepared using the DOWSIL TM 184 Silicone
Elastomer Kit. 18 mL of elastomer was mixed with 1.8 mL of catalyst, and the solution was
centrifuged for 5 minutes at 4000g. The PDMS solution was cast inside the chambers to
fully cover the network models. A large number of bubbles of different sizes were formed
in the PDMS during the casting process, especially in the surface areas of the chamber and
model, as can be seen in Figure 5.6.
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(a) (b)

Fig. 5.5 3D printed network models in PDMS casting chambers. (a) Model 01. (b) Model 02.
The external dimensions of the chamber for model 02 were larger than those of the chamber
of model 01, but the chamber size is the same for both models (diameter of 20 mm and depth
of 10 mm).

(a) (b)

Fig. 5.6 PDMS solution cast over network models in casting chambers. A large number of
bubbles are formed in the casting process. (a) Model 01. (b) Model 02.

To solve this, the samples were placed in a vacuum chamber (CENCO HYVAC PUMP)
and were subjected to a few cycles of increasing the vacuum to 29 in Hg (inches of mercury,
the measurement unit of the pump) and releasing the vacuum in order to allow the bubbles
to rise to the surface and disperse. Once the samples were bubble-free, they were placed
in the oven at 60 °C and left overnight to cure the PDMS. The cured models are shown in
Figure 5.7. During the vacuum process the network model 02 suffered a significant tilting
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from the original position (parallel to the surface of the cast PDMS). The movement of the
network might have been caused either by the rising bubbles, or by the cast PDMS trying to
fill the space in the tubing around the root branches due to the vacuum. Model 01 appears to
be horizontally aligned.

(a) (b)

Fig. 5.7 After curing the models, the cast PDMS is clear and bubble-free. (a) Model 01. (b)
Model 02.

Finally, the Midas™ material was removed from the PDMS by placing the chambers in a
bath of hot distilled water (nearly boiling). After 5 minutes, the model material had liquefied
and it was gently flushed out of the networks using a syringe. Acetone was then injected into
the network to eliminate any residue of the model material. Figure 5.8 shows the finished
PDMS models (after cleaning) with their respective embedded vascular networks.

To facilitate comparison between models in the experimental process, every branch in the
network structures was assigned a number, starting from the inlet branch and ending in the
outlet branch. The assigned numbers are shown in Figure 5.9. As it can be observed in 5.8,
the network models lost their original root branches (except for a segment of branch 01 in
model 01) and they are replaced by the shape of the tubing used to support the networks in
the chamber during the PDMS casting process.

In order to find out if the networks dimensions were in accordance with the 3D models,
all branches of each model (from the arterial tree) were measured using a Zeiss microscope
(Axio Observer Z1/7). A comparison chart between the design and measured diameters is
presented in Figure 5.10. In this figure, six measurements of each branch diameter were
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(a) (b)

Fig. 5.8 Finished PDMS experimental models with embedded planar networks. (a) Model 01.
(b) Model 02.

Fig. 5.9 Assigned branch numbers for comparison in experimental analysis. Models 01 and
02 have the same branching structure, therefore the numbering applies for both of them. The
red tree represents the arterial tree, while blue tree represents the venous tree.

taken and averaged. However, the standard deviations from the measured diameters are very
small (2-5 µm) and the symbols are larger. It is evident that the models vary slightly from the
design values, especially for model 02. The variation might be a combination of factors such
as the accuracy of the 3D printer, the network fabrication process (which involved PDMS
casting around the model and subsequent flushing of the model material) and the manual
measurement of the channels diameters in the microscope.
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(a) (b)

Fig. 5.10 Chart comparing measured diameters in both experimental models, against their
corresponding design values. Branch diameters based on the CAD design are shown in
Figure 5.2. (a) Model 01. (b) Model 02. Error bars in the experimental models are not visible
behind the symbols.

5.3.5 Experimental setup for flow velocity measurements

The purpose of the experimental work is to determine the flow velocity in the fabricated
vascular channels and comparing it to calculated theoretical values.

A Graseby 3200 syringe pump was used to provide constant flow rates. The main
experimental setup is comprised of the following elements: a 20 mL syringe (mounted on
the syringe pump) is connected to a 50 cm long tubing segment (2 mm diameter), which is
connected on the other end to the inlet side of the first pressure sensor (1.7 mm diameter).
From the outlet side of the sensor a shorter tubing segment of 15 cm is connected (2 mm
diameter), and on the other end a luer lock interface is connected to allow attachment to
the inlet of the PDMS network, which has a diameter of 1 mm. On the outlet side of the
network the same arrangement is done: a luer lock interface that attaches the outlet to a
15 cm long tubing segment (2 mm diameter), and on the other end is connected to the inlet
side of the second pressure sensor. From the outlet side of the sensor a 40 cm long tubing
segment is connected, and the other end is placed through a hole on the wall of a Petri dish
for fluid collection. A small hydrophilic membrane is attached to the tubing outlet to avoid
drop formation and act as a guide for the fluid to the base of the Petri dish. The Petri dish is
placed on a tower of 1 cm tiles for added height to aid with the pressure measurements. A
schematic of the setup is shown in Figure 5.11.

Figure 5.12(a) shows the physical arrangement of the network on the microscope stage,
including the tubing, Petri dish, pressure sensors and an electronic circuit for the sensor
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Fig. 5.11 Schematic of experimental setup. 1⃝ Power Supply. 2⃝ Syringe Pump. 3⃝ Pressure
sensors. 4⃝ Luer-lock interfaces. 5⃝ Planar network in PDMS. 6⃝ Petri dish for collection
of fluid from outlet. 7⃝ Tiles for added height. 8⃝ Microscope moving stage. 9⃝ Inverted
microscope structure (Zeiss Axio Observer Z1).

operation. The microscope as well as all the necessary equipment (i.e. syringe pump) are
located on an air table, which prevents the measurements from being affected by vibrations.

(a) (b)

Fig. 5.12 (a) Experimental setup of the network on the microscope stage. (b) Zeiss microscope
(Axio Observer Z1/7) used in experimental measurement of flow velocity.
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Pressure sensors are included in the setup, as they were originally intended to measure
the pressure difference across the network. The use of pressure sensors with microfluidic
devices has been reported in the literature to obtain pressure drops in the systems [120] [121].
Several attempts were made to work with the sensors, but the obtained measurements were
unstable and unreliable mainly caused by the sensor’s noise and lack of sensitivity, among
other factors (e.g. syringe pump mechanism, syringe total volume, the remaining liquid
volume in the syringe, the height of the output with respect to the sensors, the positioning of
the sensors, droplet formation and use of an air table vs a normal lab bench). As a result, it
was decided to focus only on the flow velocity measurements.

Images were acquired using a Zeiss Microscope (Axio Observer Z1/7), shown in Fig-
ure 5.12(b), equipped with a Hamamatsu C11440 (ORCA-Flash4.0 LT+ Digital CMOS
camera), which has a frame rate of 30 fps at full resolution (2048 x 2048 pixels). A fluores-
cent light source (HXP 120 V) and a 63 HE Red fluorescence filter were used. Individual
branch images were taken with a 10X objective. Figure 5.13 shows a compound image
formed by tiles taken individually with a 5X objective using the red fluorescent light. The
model shown is M01.

Fig. 5.13 Compound tiles image of model 01 using a 5X objective for each tile.

Originally, the intended flow rate for experimental measurements was 20 mL/h, as this
was the flow rate used for the design of the network. However, a technical problem arose; the
microscope camera used could not image the beads clearly at flow rates higher than 5 mL/h
as even the smallest possible exposure time was still larger than the time it took the particle
to cross the imaging area (i.e. the image showed the beads as long lines across the channels).
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As a result, the experimental flow rate was set to two arbitrary values: 5 mL/h and 2 mL/h.

Even though the network models were designed considering the properties of blood,
for practical purposes the use of human blood was not possible due to safety reasons. For
convenience, phosphate-buffered saline solution (PBS) was used as the experimental fluid. A
solution was prepared using PBS (Dulbecco PBS - D8537 from SIGMA) and fluorescent
beads (FluoSpheres™ Polystyrene Microspheres, 1.0 µm, red fluorescent). Based on existing
data for PIV analysis [137], it was estimated that the number of beads needed per second
for a good particle tracking analysis would be between 10-15. Considering this, and the fact
that the maximum flow rate to test experimentally is 5 mL/h, an estimated concentration of
10,000 beads/mL was calculated (as 5 mL/h equals 50,000 beads/h or 13.9 beads/sec). This
concentration is used in the experimental work.

5.3.6 Measurement of flow velocity

The aim of the experiments is to find out if the values of the flow velocity in the channels are
consistent with the theoretical values. Poiseuille’s law (see Chapter 2, Section 2.3) indicates
that the highest flow velocity is found at the centre of the tube (assuming a Newtonian fluid
and laminar flow). Thus, this is the expected location of the highest velocity for experimental
measurements in the channels. Considering this, the focus of the microscope was set on
the middle plane of each channel. This was carried out by aiming for a clear focus at the
edges of the channels. In this way, the particles that are moving in the middle plane are well
focused, including those that have the highest velocity. However, it must be considered that
the networks were fabricated in a manual process and their final position in the PDMS is
not perfectly aligned horizontally with respect to the surface. In fact, model 02 presents a
significant tilting, which further complicated its measurements. Thus, in some cases the
microscope focus plane may only partially correspond to that of the middle plane of the
channel. This led to a poor focus for some of the particles of interest for some of their
displacement across the channel. In the same manner, some of the particles from upper or
lower planes -which are not of interest- can be unintentionally focused (i.e. a particle that is
travelling near the wall at the bottom part of the channel, but appears to be on the central axis).

For every branch in each model, three sets of 300 consecutive images were obtained at
two different flow rates (2 mL/h and 5 mL/h), giving a total of 900 images for each branch
per flow rate value. The aim was to track single particles across the frames and calculate
their displacement. Figure 5.14 shows an example of a particle moving across 8 consecutive
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images. Although the particles are round with a diameter of 1 µm, in the images they are
captured as lines due to the movement of the particle during the exposure time.

Fig. 5.14 Sequence of consecutive images taken to measure the distance traveled by the
particle (pointed by red arrows) across frames. The images correspond to branch 6 at an
inlet flow rate of 5 mL/h, and were acquired with a frame rate of 30 fps. The scale bar in all
images is 200 µm.

The image sets obtained from the Zeiss microscope were exported as “.jpeg” files using
the software ZEN 2.5 (blue edition) from Zeiss, and were subsequently processed using
ImageJ by splitting every image in its Red, Blue and Green channels (RGB), eliminating
the Blue and Green, and converting the remaining Red channel images to greyscale (8-bit
image). This process was carried out in order to increase contrast of the images and facilitate
the detection of particles moving within the channels.

To speed up the task of calculating the displacement (and avoid doing it manually) the
image sets were analysed using a LabView-based software developed by Dr. Juan Rubio
(postdoctoral researcher in David Kent’s group at the University of York). The software was
specifically implemented to analyse the data sets obtained in the present work. Overall, the
software analyses a sequence of images and calculates the distance that a particle moved
from one frame to the next, based on a known distance given in pixels (i.e. the scale bar in
any of the images, as all of them are of the same magnification). The software’s logic was
implemented based on the needs of the research data and it comprises some pre-existing Lab-
View VIs (virtual instrument file format, which can be considered as functions/sub-functions)
from particle detection and object tracking examples in LabView’s documentation.

The main steps to use the software are the following: first, the set of images (greyscale
8-bit, as described previously) is imported in the software’s graphic user interface. The
brightness and contrast must be adjusted in order to improve the edge detection of the vessels.
The background is then removed from all the images, by subtracting an averaged image to
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remove all the static objects (i.e. vessel walls, static particles stuck to the walls, and in general
all elements that are not moving particles). An example of this is shown in Figure 5.15(a).
Then, the image is rotated to align the branch to an horizontal position (as every branch is
at a different bifurcating angle), using the edge detection function (Figure 5.15(b)). This is
done in order to facilitate the distance measurement by having only horizontally moving
particles. Next, the area of interest for the analysis is selected as a rectangle (Figure 5.15(c)).
Finally, the test is run and the displacement of every particle detected in the selected region is
saved. The average displacement of each particle is calculated, across the number of images
where it was fully visible, and is used to calculate the velocity of the particle based on two
known variables: i) displacement distance (in pixels), and ii) time (displayed as image frame
number). The calculated velocity (in pixels/frame) for each particle is then plotted as a line,
allowing to visualise the velocity profile (see Figure 5.15(d)).

After the data was acquired, it was then processed in LabView to obtain the velocity
plots in m/s, as it was originally captured in pixels/frame. For this, the equivalence of
pixels in micrometers is calculated (from the scale bar on the microscope images, 100 µm
= 154 pixels). The time between picture frames was calculated as well (the pictures were
taken at full resolution -2048 x 2048 pixels- for which the Hamamatsu C11440 camera has a
frame rate of 30 fps). With these conversions, the velocity was obtained in m/s. The data was
plotted using the commercial package Origin. The resulting plots are shown and discussed in
Section 5.4.

5.4 Results and discussion

This section presents the results obtained by the experimental measurement of flow velocity
in the channels of the PDMS vascular network models. The image analysis carried out using
the LabView program produced a series of plots for the velocity of every detected particle in
the image sequences. The plots for every branch in models M01 and M02, each measured
with inlet flow rate values of Qinlet = 2 mL/h and Qinlet = 5 mL/h, are shown in Figures 5.16
to 5.19. As it is observed, the plots provide a good estimation of the velocity profiles for each
branch.

In the charts, each data point represents the average of a number of measurements for
the velocity of a given particle travelling across the channel. Each particle has a unique
number of measurements depending on the number of frames where it was detected. The
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(a) (b)

(c) (d)

Fig. 5.15 LabView interface of software developed for particle displacement analysis. (a)
Background removing step. (b) Rotated image into horizontal position. (c) Selection of area
of interest for analysis. (d) Detected particles shown in red rectangles and cumulative chart
of currently analysed particles.
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(a) Branch 1 (b) Branch 2 (c) Branch 3 (d) Branch 4

(e) Branch 5 (f) Branch 6 (g) Branch 7 (h) Branch 8

(i) Branch 9 (j) Branch 10 (k) Branch 11 (l) Branch 12

(m) Branch13 (n) Branch 14 (o) Branch 15 (p) Branch 16

(q) Branch 17

Fig. 5.16 Experimental data from model 01 at an inlet flow rate Qinlet = 2 mL/h. Each data
point in the plot represents the measured velocity of a traced particle. The error bars represent
the standard deviation of the velocity measurements for that particle. The x-axis represents
the diameter of the channel (in µm). The y-axis is the average velocity of the particle in units
of mm/s (or 1 × 10−3 m/s).
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(a) Branch 1 (b) Branch 2 (c) Branch 3 (d) Branch 4

(e) Branch 5 (f) Branch 6 (g) Branch 7 (h) Branch 8

(i) Branch 9 (j) Branch 10 (k) Branch 11 (l) Branch 12

(m) Branch 13 (n) Branch 14 (o) Branch 15 (p) Branch 16

(q) Branch 17

Fig. 5.17 Experimental data from model 01 at an inlet flow rate Qinlet = 5 mL/h. Each data
point in the plot represents the measured velocity of a traced particle. The error bars represent
the standard deviation of the velocity measurements for that particle. The x-axis represents
the diameter of the channel (in µm). The y-axis is the average velocity of the particle in units
of mm/s (or 1 × 10−3 m/s).
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(a) Branch 2 (b) Branch 3 (c) Branch 4 (d) Branch 5

(e) Branch 6 (f) Branch 7 (g) Branch 8 (h) Branch 9

(i) Branch 10 (j) Branch 11 (k) Branch 12 (l) Branch 13

(m) Branch 14 (n) Branch 15 (o) Branch 16 (p) Branch 17

Fig. 5.18 Experimental data from model 02 at an inlet flow rate Qinlet = 2 mL/h.Each data
point in the plot represents the measured velocity of a traced particle. The error bars represent
the standard deviation of the velocity measurements for that particle. The x-axis represents
the diameter of the channel (in µm). The y-axis is the average velocity of the particle in units
of mm/s (or 1 × 10−3 m/s).
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(a) Branch 2 (b) Branch 3 (c) Branch 4 (d) Branch 5

(e) Branch 6 (f) Branch 7 (g) Branch 8 (h) Branch 9

(i) Branch 10 (j) Branch 11 (k) Branch 12 (l) Branch 13

(m) Branch 14 (n) Branch 15 (o) Branch 16 (p) Branch 17

Fig. 5.19 Experimental data from model 02 at an inlet flow rate Qinlet = 5 mL/h. Each data
point in the plot represents the measured velocity of a traced particle. The error bars represent
the standard deviation of the velocity measurements for that particle. The x-axis represents
the diameter of the channel (in µm). The y-axis is the average velocity of the particle in units
of mm/s (or 1 × 10−3 m/s).
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error bars shown in the charts represent the standard deviation of the velocity measurements
corresponding to the given particle. A large standard deviation means that the movement
of the particle was not constant across frames. This happened in some branches where it
was noted that the particles seemed to move faster in the central portion of the channel, and
slower near the entrance or exit (depending on the branch being from the arterial or venous
tree). In the branches with a shorter standard deviation, this means that the particle kept a
more constant velocity across frames. It can also be noticed that in the charts for the higher
flow rate (5 mL/h), the standard deviations are shorter than in the slower flow rate (2 mL/h).
This can be explained by the fact that at a higher velocity there were fewer measurements for
a given particle travelling across the scanning area (e.g. for the slow flow rate, more than 10
measurements were taken for each particle because it was traced across more than 10 frames,
while for the high flow rate, particles were only visible in about 3-4 frames, thus only 3-4
measurements were available).

One obvious thing to observe is that the amount of particles detected in each branch is
different (the number of data points in the plots). For the inlet branch (in case of model 01)
or the branches closest to the inlets and outlets, the number of particles is higher, while the
branches in the middle of the network (connections of arterial tree and venous tree, which
correspond to branches no. 4 and 6-14) the number of particles detected is lower. This is
a rough indicator of the distribution of flow in the channels. It is observed that overall, the
plots of model 02 (Figures 5.18 and 5.19) have a smaller number of particles detected than
those of model 01 (Figures 5.16 and 5.17). This happened mostly due to the complications
in measurements given by the significantly tilted position of the model. As explained in
the previous section, in these cases only partial regions of the channels were focused in the
images, causing that only in these regions the particles were detected by the software.

In the particular case of branch 08 in model 01 at 2 mL/h (Figure 5.16(h)), the data
was not acquired correctly while taking and saving the measured images (possibly due to a
software error related to the lack of available RAM memory in the microscope computer).
As a result, instead of recording three sets of 300 images (900 in total), only 545 images
were acquired. In addition to missing some data, it is also the branch with the lowest number
of detected particles, among all the plots in Figure 5.16.

In the charts, the shape of the profile (formed by the magnitude of the velocities of the
particles detected) is parabolic, as expected from fluids that obey Poiseuille’s law. The closest
a particle is to the centre, the highest the velocity. However, it can be observed that some
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of the measurements seem to be below the expected value from the parabolic shape (e.g.
Figure 5.16(g) has two measurements close to the middle of the channel (position 200µm),
but it is not as high as the surrounding particles). These ‘shorter’ measurements are in reality
particles that were on a different depth, and probably not as focused as those in the main
plane, but the software detected them nevertheless.

5.4.1 Comparison of theoretical and experimental data

In order to analyse the measured values resulting from the particle tracking velocimetry anal-
ysis and prove the functionality of the networks, a comparison with the expected (theoretical)
values is necessary. This section presents a brief comparative analysis of experimental vs.
theoretical branch maximum velocity.

For the analysis, the experimental branch maximum velocities were obtained from the
velocity charts by selecting the highest velocity measurement from each chart (figures 5.16
to 5.19). For a thorough comparison, two theoretical branch maximum velocity values were
calculated: one using the original diameters from the CAD model, and another using the
experimental model diameters. These theoretical maximum velocities were calculated for
every branch as twice the mean velocity (Equation 5.1), which was obtained using the branch
flow rate and cross-sectional area (Equation 5.2).

vmax = 2vmean (5.1)

vmean =
Q
A

(5.2)

The cross-sectional area of the branches was calculated using the corresponding radius
(i.e. one value was obtained using the original CAD model radius and another using the
experimental model measured diameter). The branch flow rates were calculated in the follow-
ing manner: Given the flow conservation law and equal flow at the terminal branches used in
the model design, the inlet flow rate was divided among the number of terminal branches of
each tree (five terminal branches). Thus, for the experiments with Qinlet = 2 mL/h, the flow
rate of the terminal branches was 0.4 mL/h, and for the experiments with Qinlet = 5 mL/h, the
flow rate of the terminal branches was 1 mL/h. The flow rates for the intermediate branches
were calculated according to the law of flow conservation by adding the flow rate of the
daughter branches for every parent branch (see Chapter 3, Equation 4.1). Tables with all the
calculated branch values are included in Appendix A.
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Having obtained the experimental and theoretical values of the maximum branch veloci-
ties, comparative charts were created and are shown in Figure 5.20. One chart was made for
each model: (a) for M01 and (b) for M02. For each, the theoretical and experimental values
are plotted for both experimental inlet flow rates (Qinlet = 2 mL/h and Qinlet = 5 mL/h). It
must be noted that for M01 the experimental value for branch 18 is not available, as there is
no branch 18. In a similar way, M02 lacks the experimental values for branches 01 and 18
(see Figure 5.8). In these cases only the theoretical values are plotted.

The charts show two theoretical values of the maximum velocity, calculated as explained
earlier. One value was calculated using the original CAD models for each case (represented
by squared symbols), while the second value used the corresponding diameter measurements
from the PDMS models (represented by triangles). Considering this, the latter are a better
estimation of the expected values from the experimentally acquired data (represented by
filled circles). For the experimental data, the particle that was recorded having the maximum
velocity from each chart was used, including its corresponding standard deviation.

As it can be observed from the charts, for both models the experimental values (filled
circles) are lower than the theoretical values in most of the branches. There are three main
reasons to explain this. The first reason is related to the acquisition of experimental data: the
values obtained experimentally are considered an approximation of the true velocity values
in the physical models. This is because the likelihood of having obtained the true maximum
values for every tree branch is small, due to the low probability of having recorded a particle
exactly at the central axis of every channel in both models, for both flow rate values. This
situation particularly affected the values with a flow rate of 5 mL/h, as tracking becomes
more difficult with increased particle velocity. The second reason is related to the fabrication
of the PDMS models. As the PDMS models have slightly larger diameters than the original
CAD models (see Figure 5.10), the velocity would also be expected to be slightly lower.
The third reason is that in some cases, particularly in the shortest branches, the scanning
area for particle tracing included the complete length of the channel. This means that the
measurements included the velocity of particles that were within the hydrodynamic entrance
region1 of the channel. Considering this, some of the particle measurements could have
included velocities of the under-developed flow, which resulted in a lower average velocity.

1In Poiseuille flow, the hydrodynamic entrance region is the length starting from the entrance of a pipe
until the flow becomes fully developed in the characteristic parabolic shape.
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Fig. 5.20 Comparison of experimental and theoretical data for maximum velocity in all
branches of the models. Blue symbols represent the models with Qinlet = 2 mL/h, while
red symbols represent Qinlet = 5 mL/h. Squares represent theoretical values with the 3D
model original dimensions; circles represent theoretical values with the experimental model
dimensions, and triangles represent experimental values. (a) Model 01. (b) Model 02.
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From the charts, it is obvious that for model 01 (Figure 5.20(a)) the difference between
experimental and theoretical values is smaller than that shown in model 02 (Figure 5.20(b)).
One possible explanation for this is that, given the severe tilting of model 02, the obtained
particle displacements could be actually projections of the real displacement values. To
explain the effect of tilting of network model 02, Figure 5.21 shows a 3D representation of
a straight network and a tilted network, both contained in a box for 3D space visualisation.
The table shows the top and side views of the models. The top view corresponds to the
perspective of the microscope camera in all experimental image acquisition. Figure 5.22
shows an overlapping of the top views of both straight and tilted networks to show that model
M02 appears smaller due to the tilting. It can be observed that the branches that are closer to
the central axis (i.e. an imaginary axis that passes through the inlet and outlet center points)
are less affected by the tilting (such as branch 12), while the branches further from the centre
appear shorter (branch 07).

Fig. 5.21 Representation in 3D of a straight and a tilted network in top and side views.

The software for particle detection aligns the branches in a horizontal position and
measures the displacement of particles between frames, as explained in Section 5.3.6. As
some branches in the tilted model appear shorter, this means that the measured displacement
of the particle will be smaller, compared to the displacement measured on a straight model.
This is depicted in Figure 5.23. A smaller displacement results in a lower velocity, which
would explain the greater difference between experimental and theoretical values in model
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Fig. 5.22 Overlapping of straight and tilted views of networks from microscope camera
perspective. Branches close to the central axis are less affected by tilting (e.g. branch 12), as
opposed to branches further from the centre, which appear shorter (e.g. branch 07).

02, particularly in the outer branches such as 07, 14 and 16.

Fig. 5.23 Displacement of particle in straight vs. in tilted network for branches 07 and 12.

From the maximum velocity comparison charts it is also noticeable that for both models
M01 and M02, the experiments with Qinlet = 2 mL/h (blue symbols) show a smaller difference
between experimental and theoretical values than the experiments with Qinlet = 5 mL/h (red
symbols). The reason for this is that at higher flow rates, the tracking of particles becomes
harder and less accurate. As the particles travel faster across a given branch, the number of
images where the particle is present are reduced. Therefore there are less images from which
the displacement can be averaged, thus making it error-prone. In model 01 the acquired
images are clear enough to measure the particles. However, in model 02 the tilting affected
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the focus of the branches, causing that in most branches only a section of the branch was
clear. This affected the number of particle displacement measurements that were taken, and
explains why the number of measurements seem smaller for M02 than for M01 in the raw
data charts (Figures 5.16 to 5.19).

5.5 Conclusions

In order to validate the practical application of the vascular networks, an experimental
approach to the measurement of flow velocity was presented in this chapter. The present
work uses PTV, an approach similar to PIV, using a fluorescence microscope with a CMOS
camera to capture consecutive images of a particle-seeded fluid flowing through channels,
and subsequently using the images to calculate the displacement of the particles. The only
difference between the method here presented, and the traditional PIV approach is that the
latter typically uses specialised PIV software with complex tools and correlation parameters,
while the present work uses a custom-made software programmed in LabView to process
the obtained images. With the LabView software, it is possible to calculate the variable of
interest: maximum flow velocity in the channels.

The experimental models were generated with dimensions and geometry based on the
findings of Chapter 4 (Section 4.3.2). Two models were fabricated in PDMS with different
design values of pressure difference across the networks, for comparison. Model 01 appears
to be aligned horizontally, but model 02 suffered from a significant tilting during the fabrica-
tion process. The tilting complicated the measurement process, as the microscope could not
be focused on the entire length of the channels, which resulted in lower velocity values for
model 02 due to measuring the projected velocities and not the real ones.

From the consecutive image sets obtained from the microscope, measurements of flow
velocity were achieved for every branch in models 01 and 02, at two experimental flow rate
values (Qinlet = 2 mL/h and Qinlet = 5 mL/h). The plots for particle velocity (Figures 5.16 to
5.19) provide a good estimation of the velocity profile for each channel as it shows parabolic
shapes, as expected from fluids that obey Poiseuille’s law.

Regarding the model fabrication, Figure 5.10 showed that there is some variation between
the original design diameters and the fabricated models’ diameters. In the case of model 01
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the difference is subtle, but model 2 presents a variation of approximately 20%.

The particle imaging method here implemented produces a good approximation to the
velocity profile. However, in order to make it more reliable, a larger amount of pictures are
needed to allow more particles to be tracked and have a better probability of obtaining the
fastest particle at the central axis. However, this could be technically impractical. During
the experimental measurements, the maximum number of images taken per branch, per
flow rate was 900. The files generated by the microscope for each set of 900 images used
approximately 7 GB of disk space. Considering that 72 sets were necessary (18 branches, 2
flow rates, 2 models), the space necessary was approximately 0.5 TB.

The differences between experimental and theoretical values for the maximum velocity
(5.20) are larger in the experiments with flow rate Qinlet = 5 mL/h than in those with Qinlet =
2 mL/h. This happens because at higher flow rates, the imaging becomes more challenging
as the particles move faster. The limited exposure time of the camera results in the particles
appearing as straight lines in the captured images. In addition, the length of the straight lines
might vary from one frame to the next, making the average measurement more prone to errors.

As mentioned at the beginning of the chapter, using a physiological flow rate was not
feasible due to technical limitations, which was the greatest challenge of the experimental
work. Originally, the experimental inlet flow rate value was intended as 20 mL/h for a
direct comparison with the design parameter (which was this same value). However, the
microscope camera used in the measurements could not image the fluorescent particles, as
the exposure time was larger than the time it took the particles to travel the imaging distance.
A microscope with a high speed camera could have solved this problem. Because of this, it
was decided to use two arbitrary values (2 and 5 mL/h), at which the images showed clear
particles for tracking.

Considering that the original flow rate value could not be tested experimentally, an alter-
native would be to use another method to calculate it. Computational fluid dynamic (CFD)
analysis is a well documented technique that could be used to obtain these results. The next
chapter will present a CFD-based analysis of the same models used in this chapter (M01 and
M02).





Chapter 6

Flow in vessels: Computational Fluid
Dynamics analysis

6.1 Overview

Chapter 5 presented an experimental approach to flow analysis in two planar vascular network
models. In order to validate the experimental work, a further flow analysis is necessary
using a reliable numerical analysis tool such as a CFD software package. This chapter
presents a CFD analysis approach to simulate flow in the 3D models of experimental vascular
networks. During the experimental work, measurements of velocity using a physiologically
relevant inlet flow rate were not possible due to the technical limitations of the equipment (as
explained in 5.3.5). Thus, the CFD analysis was performed using the low flow rate of the
experimental models.

Section 6.2 presents a brief review on the use of CFD tools for the simulation of flow
in vessels or micro-channels. Section 6.3 comprehends a CFD analysis of 3D models of
the networks with modified diameters to be in accordance with the measurements from the
experimentally fabricated networks. Setup for the CFD simulations is detailed. Section 6.4
presents the resulting plots and charts from the CFD analysis. Section 6.5 includes discussion
on the results, as well as a comparison between experimental and CFD data of the main
parameter of interest: the velocity. An additional simulation of model 01 at the original
design flow rate (20 mL/h) is presented.

Overall, the aim of the chapter is to validate the experimental data by comparing it to
simulations from a reliable CFD software package (COMSOL Multiphysics). One important
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fact to note is that in the literature, Pascals is the preferred unit for pressure and pressure
difference. To be in accordance, this chapter will use Pascals to measure pressure, and the
equivalent value in mm Hg is also provided when appropriate.

6.2 Review of the use of CFD for studying flow in vessels

Numerical methods can be used to solve engineering problems that are represented by dif-
ferential equations, including fluid flow in channels. These methods are the core of what
is known as computational fluid dynamics (CFD) and can produce accurate results if the
parameters and boundary conditions are set as close as possible to the physical model.

There are three classic methods in to find the numerical solution of differential equations:
finite difference method (FDM), finite volume method (FVM) and finite element method
(FEM) [139]. The three methods have one aspect in common: the need to discretise the
domain of interest (i.e. a 3D model) into a number of elements. This step is crucial in all
finite analysis methods, as a poorly discretised domain can produce inexact solutions. FDM
is the oldest approach and uses approximation of differentials (typically based on Taylor
series approximations) [140]. Its main advantage is the fact that it produces the most accurate
results, but its greatest disadvantage is that it requires the elements to form a structured grid
which is typically formed by squares (in 2D) or cubical elements (in 3D), thus, limiting
the shape of the geometries where it can be used efficiently. As opposed to the differential
approach used in FDM, an integral approach is used in FVM and FEM. In FVM the main
analysis unit is a cell, whereas in FEM it is an element. Both integral methods are flexible
with regards to the geometry of the domain of interest, allowing complex shapes to be mod-
elled. FVM is based on conservation laws and its main advantage is that it ensures that for
every cell (volume of control) the equation is integrated and the flux on a given cell boundary
is equal to the opposing flux in the next cell [141]. FEM is based on integral approximations
of the solution at each element in the domain. By a large margin, FEM is the most commonly
used approach in numerical analysis, and the most flexible, which allows a large number of
numerical problems to be solved. It was originally a tool developed to solve problems in
solid-state mechanics, but since its development in the 1960’s it has become the most robust
method available and is widely used in all areas of physics and engineering, including CFD
[142], as opposed to FVM which is typically used for CFD only. The advantage of using
a FEM-based solver is the possibility to combine multiple physics equations (to represent
multiple physics phenomena) in a single problem.
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In addition to the finite analysis methods (FDM, FVM and FEM) there is a method that
emerged 20 years ago but only recently became attractive for flow analysis. It is called the
lattice Boltzmann method (LBM) and it is used largely for CFD analysis in applications
involving modelling of biological phenomena [143], although its use has also been reported
in other areas such as for the analysis of thermal airflow in data centre facilities [141]. LBM
is a special discretisation of the simplified Boltzmann equation (see [144]) used to describe
transport phenomena at the mesoscale level. Fluid is modelled as the transport of fictitious
particles using a probability function to describe the distribution of particles at a given
velocity [145]. Among the advantages of LBM over the continuum methods are its relatively
simple implementation, capability for parallelisation and handling of microscopic interac-
tions [146]. The main limitations of LBM are the incompatibility with flows of high Mach
numbers 1 (in aerodynamics) and the lack of a consistent thermo-hydrodynamic scheme [147].

Commercial packages for numerical analysis are available and many authors have re-
ported its use for the simulation of flow in biological structures. Some of the packages most
commonly used for this purpose include: COMSOL [148][149], ANSYS (Fluent [150][151]
and CFX [152]), OpenFOAM [153], and others [154]. Most of the available CFD commercial
software packages use FVM-based solvers (i.e. ANSYS Fluent, Flow-3D, SOLIDWORKS
FloWorks). On the other hand, one of the most well-established and widely used numerical
analysis packages (COMSOL Multiphysics) uses a FEM-based approach. There is debate
in the engineering community regarding which approach is better, with the general consent
being that FEM has a wider number of applications and its level of complexity is higher, but
ultimately agreeing that it depends on the application to decide which approach is the most
suitable.

Despite their differences, FEM, FVM and LBM have been used in CFD to understand
flow through channels in vascular tissue engineering and microfluidics. There have been
different simulation approaches which have shown results similar to real physiological values,
demonstrating that modelling using CFD could be used as an alternative powerful tool, to
measure real life physiological parameters.

Some approaches use medical imaging techniques (i.e. MRI, CT scan) for vascular
structures, particularly in the aorta and carotid bifurcation models. Köhler et al. [155],
and Marshall et al. [156] report similar comparisons between in-vivo MRI analysis for the

1The Mach number represents the ratio of the velocity of an object moving through a fluid, to the velocity
of sound in the fluid. Mach < 1 indicate subsonic flow; Mach > 1 indicate supersonic flow.
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quantification of blood flow in a carotid bifurcation, and CFD analysis of the same carotid
model obtained from the MRI data. The simulations were performed based on the Navier-
Stokes equations (assuming rigid walls) with the CFD package CFX4 from AEA Technology,
which is based on FVM. Their results showed that the wall shear stress predicted by the
CFD analysis is qualitatively in accordance with the MRI derived measurements. In a later
work, Marshall [157] demonstrated that it is possible to use CFD-based MRI simulations to
predict the MRI flow behaviour in the same carotid model. Large-scale trees have also been
modelled based on these types of imaging. Grinberg et al. [154] report the development of a
CFD code called ‘NEKTAR’, which is used for large-scale simulations of flow in models
of the aorta and a cranial arterial tree reconstructed from MR and CT images. This shows
that CFD of large physiological systems can be achieved with these methods and not only of
basic elements like bifurcations.

In addition, models of full organ vasculature have also been reported. Simoncini et al.
[158] developed a method for the CFD simulation of flow (containing microspheres) in
patient-specific hepatic arterial trees. The model was obtained by cone-beam CT angiography
and converted into a 3D model for CFD analysis using ANSYS Fluent. The radius of the
vessels in the trees range from approximately 0.49 mm to 3.6 mm. Data for the boundary
conditions of the model (i.e. blood inlet velocity) was obtained experimentally from the
patients using a phase-contrast MR. Their results showed that the flow is coherent with litera-
ture values for the larger arteries, but for the smaller there is little information to compare.

Besides simulations using models obtained from imaging techniques, there are also
approaches that use computer-generated vascular trees. Jurczuk et al. [153] developed a
CFD-based MR flow imaging simulator for complex vascular structures generated with an
algorithm (see Table 3.1 in Chapter 3). This approach uses the lattice Boltzmann method
(LBM) to model the flow, as opposed to the conventional CFD approach that uses the Navier-
Stokes equations, as it is intended for complex models with many elements and it has been
reported that its performance is approximately like the Navier-Stokes method [145]. The
LBM simulation was compared to a model solved by numerical Navier-Stokes equation
(using OpenFOAM) and the results report no significant difference observed in the flow
behaviour.

Apart from the CFD simulations on biologically derived models, there are also extensive
reports of CFD analysis for microfluidic networks. Boutin et al. [138] presented a study of
flow distribution in a micro-fluidic network using experimental (PIV) and computational
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methods (CFD) under the same conditions. The network had 15 parallel channels with
constant squared cross-section of 2 mm × 2 mm. ANSYS FLUENT was used for the CFD
simulations. The analysis showed that for low flow conditions (inlet flow rate = 0.18 L/min)
the CFD results are in strong agreement with the experimental PIV measurements, while for
higher flow rates (1.8 L/min) the general tendency for both the CFD and PIV is in accordance,
but discrepancies were found in some of the channels, which may indicate that the model
does not accurately represent the physical model. However it is believed that this difference
might be caused by difficulties in the simulation due to turbulence in the flow. The shape of
the network is also something to consider. Sharp corners or edges might be troublesome areas
for CFD solvers, so the simulations might not describe the physical models accurately. Low
et al. [159] studied the flow within various microfluidic network designs for dielectrophoresis
applications. Their original proposed design was a network with squared bifurcating channels.
However, after CFD analysis it was noticed that at the corners of the channels the flow was
zero (which was not ideal for the application as it could cause collection of cells in these
zones). A new design was proposed using rounded corners, which improved the velocity
profiles in the model. Therefore, this indicates that models without sharp corners have a
better chance of congruence between experimental and CFD results.

CFD simulations are also a tool used to investigate physiologically relevant parameters
(e.g. flow velocity, wall shear stress, bifurcating angles) as they can be used as an aid in
model design for fabrication. Han et al. [149][160] presented a CFD analysis of flow in
different arterial branching angles to investigate the change in velocity profiles and wall
shear stresses. The models had one branch (parent) of 5 mm of diameter and two branches
(daughters) of 3.87 mm of diameter, and the tested branching angles were 45°, 85°and 125°,
each with sharp and smoothed junctions. The CFD simulations are carried out in COMSOL
Multiphysics using the Navier-Stokes equations, assuming incompressible Newtonian flow,
steady state flow, and no-slip conditions at the wall. Results showed that a smaller branching
angle with smoothed edges is preferred for a lower wall shear stress and to avoid recircu-
lation. Chaichana et al. [152] performed CFD simulations to study the effect of variations
in the bifurcating angle of the left coronary artery. The models included some derived
from CT angiography images, and others were artificially modelled as simple bifurcating
structures based on anatomical data. ANSYS CFX was used for the simulations, based on
the Navier-Stokes equations, under realistic physiological conditions including pulsatile flow.
Their results indicate that there is a correlation between wide angles and a disturbed flow
pattern, lowering the wall shear stress (which may be a cause for atherosclerosis). Therefore,
bifurcating angles play an important role to represent vascular physiology in healthy and
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pathological conditions, to achieve adequate values of shear stress. Considering this, and
the fact that in the widely used Poiseuille flow model the angles are not included, Yang et
al. [151] proposed a modified Poiseuille’s law equation, where a coefficient to represent the
angles is added.

Noticeably, other physiologically relevant factors to consider are the pulsatility of blood
flow, the presence of particles (red blood cells, white blood cells and platelets) and the non-
Newtonian behaviour of blood. There are reports of CFD studies that consider these factors.
Liu et al. [150] used CFD simulations to compare the effect of Newtonian and non-Newtonian
steady and pulsatile blood flow on the distribution of low density lipo-proteins (LDLs) in a
model of the human aorta obtained by MRI. The flow simulation for the Newtonian fluid
conditions was performed using the Navier-Stokes equations, while for the non-Newtonian
conditions, the Carreau fluid model is used 2. For both cases, the numerical analysis was
carried out using the commercial package ANSYS Fluent. Their findings indicate that
for non-Newtonian flow behaviour there is little effect on the concentration of LDLs or
oxygen transport in comparison with the Newtonian fluid behaviour. Similar findings were
found with steady and pulsatile flow. The only places where a difference was found were
in regions where there was a flow disturbance. This indicates that for many anatomically
relevant simulations, both a steady flow and a Newtonian model can be used to represent
the human counterpart. In fact, a more precise model would include the presence of cells in
the simulated flow. Bagchi et al. [40] report using the immersed boundary method for the
simulation of blood flow in vessels ranging from 20-300 µm including deformable red blood
cells (RBCs) in the model. The simulation uses a non-Newtonian flow and considers the
Fåhræus-Lindqvist effect (change of viscosity dependent of vessel size). The simulation of
additional physiological representations are reported by Choudhari and Panse [162], where
they model the main arterial tree in the human arm, considering the flexibility of arteries and
a pulsatile flow.

Another aspect of interest is the simulation of oxygen diffusion from a vascular network
to the surrounding tissue. In regard to this, Ball et al. [148] used CFD simulations to analyse
the flow, particularly oxygen diffusion, from a porous macro-vascular network structure
through alginate constructs in a perfusion bio-reactor chamber. COMSOL Multiphysics was
used to model the diffusion throughout the perfusion system. The CFD simulations were in
accordance with the experimental work, predicting cell viability at steady state flow.

2A Carreau fluid is a type of generalised Newtonian fluid in which viscosity is dependent on the shear rate.
This model was first proposed by Pierre Carreau (see [161]).
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Overall, the scope of the present work is to analyse flow behaviour in simple planar
networks of cylindrical channels, with a small number of bifurcations and branches. The
diameters of the channels are between 250 and 600 µm (approximately the size of small ar-
teries in the circulatory system), and Newtonian flow is assumed. Either FVM or FEM based
approaches could be suitable for the simulations, given the simple design. However, among
the available numeric solvers, the use of COMSOL Multiphysics was deemed advantageous
due to the wide range of physics models that can be simulated simultaneously, which could
not be achieved using the CFD specific FVM-based methods. For example, considering all
the physiological features that were simulated separately by the authors mentioned above
(e.g. concentration of molecules in blood, presence of cells, flexibility of arteries, pulsatility
of blood flow and oxygen diffusion), COMSOL Multiphysics seems appropriate to use given
the possibility to simulate all of them together. These features could be added in future
work either for the models presented here or more complex structures. Thus, COMSOL
Multiphysics is used for all the CFD simulations.

6.3 CFD analysis in vascular network models

Having discussed the advantages of using CFD tools in diverse vascular models and microflu-
idic channels, this section presents a CFD approach to flow simulation and analysis in the
vascular network models used for experimental work in the previous chapter. The aim of the
CFD analysis is to further validate the results obtained experimentally by comparing them
with those obtained by simulations. In addition, the CFD simulations could provide data
about other parameters to further improve the designed model.

6.3.1 Setup

In this section, the CFD analysis setup in COMSOL is detailed including a sequence of
steps to run the simulations. The aim of the chapter is to observe how the CFD simulation
results differ from the values measured by experimental means. In order to have a consistent
comparison between the experimental and simulated models, the original 3D designs were
modified to match the shape and diameters of the fabricated models measured with the
microscope software. CFD model 01 is based on the measurements of experimental model
01, and CFD model 02 is based on experimental model 02. As explained in Chapter 5, due to
fabrication, the experimental models lost segments of the root branches from the original
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designs (inlet and outlet). These changes are reflected in the CFD models.

The simulations were performed on a personal computer equipped with Intel® Core™ i7-
6700 CPU @ 3.4 GHz, 4 Cores, 8 Logical Processors, 32 GB of RAM and NVIDIA GeForce
GTX 1060 6GB graphics card. COMSOL Multiphysics 5.4 is used for all simulations.
Computational time of the simulations varied as a function of the parameters (particularly
the mesh element size), but most of the models took approximately 6 minutes to compute.
The main procedure for the CFD analysis in COMSOL consists of simulating flow in the
vascular network by applying the same values of inlet flow rate as that of the experimental
work (2 and 5 mL/h). All the simulations were performed using the following sequence:

1) Export model in IGS format in Inventor.
The modified models were exported as initial graphics exchange specification format (IGES),
which is a neutral file format used to transfer 2D and 3D models between different CAD
systems.

2) Import IGS format in COMSOL using the CAD import module.
The ‘Model Wizard’ was used, selecting a 3D space dimension with a laminar flow study
(stationary). In the Geometry tab the Import option was used and the location of the IGES
file was specified. The standard import parameters were used except the import tolerance,
which was set to 1 × 10−6, as the main length unit in COMSOL are meters (m) and the
models are in the range of micrometers (µm).

3) Define materials, parameters and boundary conditions for CFD analysis.
Under the Materials tab, a new blank material was created. For the experimental work, PBS
was used, therefore, in order to simulate under the same conditions, the properties of PBS
were assigned to the new material. According to the technical specifications of the PBS
(Dulbecco PBS - D8537 from SIGMA), the density is 1.00-1.01 g/mL, so an average value
of 1.005 g/mL was used. The density units in COMSOL are kg/m3, thus, the value was set to
1005 kg/m3. The dynamic viscosity value was not available from the technical information,
so it was approximated to 0.00105 Pa·s based on the values from other brands of PBS. Under
the Laminar Flow tab, in the Fluid Properties sub-section, the fluid properties must be set to
‘From material’. The initial values sub-section was left with the default parameters. Then,
two boundaries were created under the Laminar Flow tab: one for the Inlet, and one for
the Outlet. For the Inlet, the surface of the model that represents the inlet is assigned. The
boundary condition is Velocity, and it is set to the corresponding velocity value, as shown in
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Table 6.1 Velocities for inlet boundary condition.

Vmean

M01
Qinlet = 2 mL/h 1.943 × 10−3 m/s
Qinlet = 5 mL/h 4.856 × 10−3 m/s

M02
Qinlet = 2 mL/h 2.258 × 10−3 m/s
Qinlet = 5 mL/h 5.646 × 10−3 m/s

Table 6.1. The inlet velocities were calculated by dividing the inlet flow rate by the area of
the root branch (which is the definition of the mean velocity in a channel, with Poiseuille’s
flow). For the Outlet, the surface of the model representing the fluid outlet is assigned.
The boundary condition is Pressure, and it is set to 0 Pa for all cases. Finally, in the Wall
sub-section, the boundary selection must be assigned to all the surfaces in the model, except
the ones set as inlet and outlet. The boundary condition is set to ‘No slip’.

4) Create mesh for 3D model.
The mesh was built with the following parameters: in the Mesh section, a Physics controlled
mesh was selected. As a general rule in finite element analysis (FEA), models with a fine
mesh produce more accurate results than models with a coarse mesh [163]. However, a fine
mesh will always require a longer computing time than a coarse mesh. As a result, finding
the optimal element size in a mesh is required to ensure accuracy while saving computing
time. In the present research the models present a simple branching geometry consisting of
cylindrical branches and spherical junctions. The cylinders and spheres have diameters in
the range of hundreds of microns, therefore a relatively fine mesh is preferred. In the mesh
section in COMSOL the available mesh element size options are: extremely coarse, extra
coarse, coarser, coarse, normal, fine, finer, extra fine and extremely fine. Considering the
performance of the computing equipment and after trying different element sizes, it was
deemed that the ‘finer’ element size was the most appropriate, as it produces a quality mesh
while maintaining the total computing time in the order of minutes. Thus, for all simulations
the mesh element size was set to ‘finer’. The computing time for mesh generation was similar
for all models and was around 1 minute. For model 01 the generated mesh had 1,604,919
elements (tetrahedra, pyramids, prisms) regardless of the specified boundary conditions,
while for model 02 the mesh had 1,647,010 elements. Both meshes are shown in Figure 6.1.
The meshing statistics data from COMSOL for the models is included in Appendix B.

5) Run simulation and visualise results.
Under the tab Study the simulation is solved using the ‘Compute’ function. The simulation
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(a)

(b)

Fig. 6.1 Meshes generated in COMSOL for both models. (a) Model 01. (b) Model 02. Note
that the models reflect the changes in shape of the experimental PDMS models (i.e. diameters
and lack of inlet/outlets).
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time was similar for all models (approximately 6 minutes). After the simulation is completed,
the results can be observed in a variety of manners. Groups of 3D, 2D and 1D plots can be
created, depending on the variables of interest. For the current study, the flow velocity was
analysed as well as pressure difference and wall shear stress. Several plots were created for
these variables and after careful examination the following plots were considered to be the
most suitable for each case:

• Velocity: 2D surface plot, using the middle plane of the model.
Given the cylindrical shape of the channels, the highest velocity is found at the centre.
Thus, a cut plane was created at the middle section across the model as shown in
Figure 6.2. A surface plot was created in this plane to show the velocity magnitude.
In addition, for each branch a 1D plot was created using a line perpendicular to the
channel to have a better visualisation of the corresponding velocity profiles.

Fig. 6.2 Middle plane used for velocity measurement in CFD results.

• Pressure difference: 3D surface plot using the whole model.
In any branch of the model, the pressure changes along the axis of the branch. For
this measurement, a 3D plot was generated where the contour of the model shows the
corresponding pressure values. It could also have been represented by a 2D surface plot
on the middle plane (as the values are exactly the same) but a 3D plot was preferred
for better visualisation.

• Shear stress: 2D surface plot (using the midplane).
In order to visualise the distribution of shear stress at the wall of all branches, a 2D
surface plot was used at the middle plane of the model, in a similar way as the velocity.
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6.4 Results

This section presents the results obtained by CFD analysis of network models designed
based on the dimensions of the fabricated networks for the experimental work (presented in
Chapter 5). For an easier comparison, the network branches in this section follow the same
numbering arrangement as in the previous chapter (see Figure 5.9), omitting the missing
branches (branch 18 in model 01, and branches 01 and 18 in model 02).

The first variable of interest is the flow velocity. Given the cylindrical shape of the
channels in the network, the midplane was used to observe the velocity distribution. Figure 6.3
shows velocity plots for CFD models 01 and 02 for the same values of inlet flow rate used in
the experimental work (2 and 5 mL/h). As expected in a cylindrical channel with Poiseuille
flow, the highest velocity is found at the central part of the channel. It can be observed
that at some bifurcation areas there is an increase in flow velocity prior to the bifurcation,
particularly noticeable in the zone where branch 3 bifurcates into branches 6 and 7, and the
zone where branches 10 and 11 merge into branch 16. Figure 6.4 shows close up images
of these areas with a velocity field plot, which indicates that there is no re-circulation or
abnormal flow behaviour at the zones. In [151], Yang et al. observed a similar behaviour,
where the increase in velocity was larger as the bifurcation angle became wider. At the upper
and lower arterio-venous connection points of the networks the dark blue regions indicate
zero flow. This is probably due to the sharp angle at which the channels are connected.

Velocity profile plots were generated for every branch by creating a 1D linear plot
perpendicular to each channel and plotting the velocity across the line. The resulting plots
were grouped by arterial and venous tree branches for a better visualisation, where the arterial
tree comprises branches 1 to 9 (or 2 to 9 for model 02) and the venous tree, branches 10 to
17. The plots are shown in Figures 6.5 and 6.6. As expected, the velocity profiles present a
parabolic shape as dictated by Poiseuille’s law for laminar, Newtonian flow.

The second variable of interest is the pressure difference across the network. The plots
obtained by CFD simulation are shown in Figure 6.7. In COMSOL the default unit for
pressure is Pascals, thus it is used in this section. Originally, the models were created with
a pressure difference of 1 and 2 mm Hg from inlet to terminal points, which means a total
network pressure drop of 2 and 4 mm Hg (267 and 533 Pascals), respectively, for an inlet
flow rate of 20 mL/h for models 01 and 02. In this case, however, given that the experimental
work used the values of 2 and 5 mL/h as an alternative to 20 mL/h (because of technical
limitations for flow measurement), in the CFD simulations the same values were used, and
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I.
a)

b)

II.
a)

b)

Fig. 6.3 Velocity plots (at the midplane) obtained by CFD analysis. (I.) Model 01. (II.) Model
02. (a) Qinlet = 2 mL/h, and (b) Qinlet = 5 mL/h.)
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(a) (b)

Fig. 6.4 Velocity field plot with close up at zones where the velocity is greater. (a) Junction
where branch 3 bifurcates. (b) Junction where branches 10 and 11 merge.

therefore the expected pressure drop using these flow rate values is much lower. Given the
lack of experimentally obtained pressure data, estimated values of the pressure drop across
the networks were calculated using the Poiseuille’s flow equation (see Equation 4.4) with
the corresponding experimentally obtained values: measured radii, experimental Q obtained
from the flow velocity measurement and PBS viscosity. The only values that were kept the
same as the design values are the branch lengths, as it was not physically possible to measure
full branches with the current microscope objective setup due to the dimensions. However,
it was assumed that the lengths in the fabricated models did not vary significantly from the
design lengths due to the high accuracy of the 3D printer movement in the XY axes (as
opposed to the larger variations in radii due to the resolution, given by the thickness of the
layer of deposited material).

The estimated experimental pressure values were calculated in the following manner:
First, all the possible ‘paths’ of pressure drop from inlet to outlet were identified, where
these ‘paths’ are formed by consecutive branches from inlet to outlet, passing through an
arterio-venous connection point (i.e. one path is formed by branches: 1, 2, 5, 8, 11 and 16,
as shown in Figure 6.8). It was calculated in this manner because, by design, the pressure
drop from the inlet to any of the terminal points (connections between arterial and venous
tree) is the same, regardless of the path of branches, and being this the case for both trees,
the total pressure drop of the network can be calculated by adding up the pressures of any
path of branches from inlet to outlet. Having calculated the pressure drops for all the five
paths (see Table 6.2), the estimated experimental pressure drop of the models were calculated
as the average of the pressure drops in the paths. As it is observed, although in theory the
pressure drop in all paths should be the same value (according to the design parameters),
there are slight variations possibly due to differing diameters due to fabrication. Thus, the
average of the paths was used as the experimental value. The estimated experimental values
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I.
a)

b)

II.
a)

b)

Fig. 6.5 Velocity profiles of each branch in model 01 (at the midplane) for two values of inlet
flow rate obtained by CFD analysis. (I.) Qinlet = 2 mL/h. (II.) Qinlet = 5 mL/h. (a) Branches
1-9 (arterial tree). (b) Banches 10-17 (venous tree).
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I.
a)

b)

II.
a)

b)

Fig. 6.6 Velocity profiles of each branch in model 02 (at the midplane) for two values of inlet
flow rate obtained by CFD analysis. (I.) Qinlet = 2 mL/h. (II.) Qinlet = 5 mL/h. (a) Branches
2-9 (arterial tree). (b) Banches 10-17 (venous tree).
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I.
a)

b)

II.
a)

b)

Fig. 6.7 Pressure difference from inlet to outlet (∆Pinlet−outlet) obtained by CFD analysis.
Arrows above and below colour legend indicate maximum and minimum computed values in
the model, respectively. (I.) Model 1. (II.) Model 2. (a) Qinlet = 2 mL/h. (b) Qinlet = 5 mL/h.
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Table 6.2 Estimated values of pressure drop across experimental models in ‘pressure paths’.

∆Pinlet−outlet (Pa)

M01 M02
Branches 2 mL/h 5 mL/h 2 mL/h 5 mL/h

Path 1 1-2-4-10-16 3.43 7.52 2.56 5.94
Path 2 1-2-5-8-11-16 3.54 7.26 2.92 6.76
Path 3 1-2-5-9-12-17 3.48 8.05 2.71 6.82
Path 4 1-3-6-13-15-17 4.04 8.99 2.73 7.34
Path 5 1-3-7-14-15-17 3.58 7.87 2.51 6.69

Average 3.62 7.94 2.69 6.71

as well as the values obtained from the CFD simulations are shown in Table 6.3. The values
from the CFD simulations were obtained by choosing an arbitrary point at the inlet region of
the models (where the maximum values are expected) in the pressure plot in COMSOL and
recording the measured value at that point.

Fig. 6.8 An example of a ‘pressure path’ from inlet to outlet formed by branches 1, 2, 5, 8,
11 and 16. The notation to define a pressure path is from left to right, and from top to bottom.
The highlighted path corresponds to pressure path 2.

Above and below the colour legend in the pressure plots (Figure 6.7), the maximum and
minimum computed pressure values of the model are indicated next to the arrow heads. The
maximum value, however, corresponds to a very small region around the inlet surface (i.e.
in Figure 6.7(II.)(a), a ‘ring’ of higher pressure is observed). This might be attributed to
singularities in the simulation, but this goes beyond the scope of the present work, as only
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Table 6.3 Experimental and CFD values of pressure drop across the networks.

Experimental values Approximate values from CFD
(Pa) (Pa)

M01
Qinlet = 2 mL/h 3.62 3.7
Qinlet = 5 mL/h 7.94 9.5

M02
Qinlet = 2 mL/h 2.69 3.9
Qinlet = 5 mL/h 6.71 10.0

the overall pressure difference of the whole model is considered relevant. Thus, for model 02
the maximum pressure is 3.9 Pa, as measured in the software.

The third value of interest is the shear stress. As mentioned in Chapter 2, some vessel
pathologies such as atherosclerosis are directly correlated to haemodynamics, particularly to
altered values of shear stress [45]. Here, the shear stress values are expected to be lower than
physiological values due to the low inlet flow rates used (2 and 5 mL/h). However, the aim is
to observe how close the experimental values are to the CFD simulations.

In COMSOL there are predefined expressions, which define the variables to plot. For
example, in order to plot the velocity magnitude, the option ‘spf.u - Velocity magnitude
- m/s’ must be selected from the expressions branching menu (Model > Component 1 >
Laminar Flow > Velocity and Pressure). For the velocity and pressure presented previously,
the expressions to plot were simply selected from the branching menu. However, in the
case of the shear stress, it is not available on the list. Therefore, a compound expression is
needed to represent it mathematically in terms of the available variables. In a flowing liquid,
viscosity can be defined as the proportionality constant between the force applied (shear
stress) and the velocity gradient (shear rate) [164], which can be expressed as:

τ = µ
dv
dr

(6.1)

Shear rate and dynamic viscosity are two predefined variable expressions in COMSOL. Thus,
the compound expression for the shear stress plot was obtained by multiplying them (i.e.
by writing ‘spf.mu*spf.sr’ in the expression field, where spf.mu represents the viscosity
and spf.sr, the shear rate). Figures 6.9 and 6.10 show the shear stress distribution at the
midplane of the model for a better visualisation. It can be observed in the charts that for
both CFD models (M01 and M02) branch 13 has the highest wall shear stress from all the
branches in their respective trees. Considering that this is the maximum value of shear stress
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(a)

(b)

Fig. 6.9 Shear stress in model 01 for two values of inlet flow rate. (a) Qinlet = 2 mL/h. (b)
Qinlet = 5 mL/h.
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(a)

(b)

Fig. 6.10 Shear stress in model 02 for two values of inlet flow rate. (a) Qinlet = 2 mL/h. (b)
Qinlet = 5 mL/h.
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in the simulations, this branch is used for comparison against the experimental value, which
is calculated from the experimental velocity measurements. From the Poiseuille equation
of flow, the maximum shear stress (τw) in a pipe is found at the wall and is given by the
following equation:

τw =
µ2Vmax

r
(6.2)

where µ is the fluid viscosity, Vmax is the maximum flow velocity (at the central axis of the
pipe) and r is the pipe radius. Thus, using the experimental value of maximum velocity,
experimental measurements of radius and the viscosity of PBS, the experimental wall shear
stress of branch 13 is calculated for each case. Table 6.4 shows the calculated experimental
values of shear stress and the approximate values obtained from the CFD plot of shear stress
at the middle plane.

Table 6.4 Experimental and CFD values of shear stress in branch 13.

Experimental WSS WSS from CFD
(Pa) (Pa)

M01
Qinlet = 2 mL/h 0.047 0.036
Qinlet = 5 mL/h 0.088 0.090

M02
Qinlet = 2 mL/h 0.033 0.043
Qinlet = 5 mL/h 0.088 0.10

Without considering the shear stress at the bifurcations, the average shear stress values
from individual branches have a low magnitude. Besides the highest values found in branch
13 for all cases (shown in Table 6.4), in model 01 at a flow rate of 2 mL/h most of the
branches have a wall shear stress between 0.015 and 0.025 Pa, while for a flow rate of 5 mL/h,
most branches have values between 0.04 and 0.08 Pa. In model 02 for a flow rate of 2 mL/h
most branches are between 0.02 and 0.03 Pa, and for 5 mL/h the values are between 0.05 and
0.07 Pa.

It is also evident that the values of shear stress increase locally at the sharp angles of the
model, mostly at the bifurcations. Regarding the design of the models, the branches were
created using cylinders. At the bifurcations, where three cylinders join, spheres were created
(which have the diameter of the largest branch) in order to fill the irregular spaces among
the cylinder ends. In the simulations, it appears that the shear stress increases at the edges
where the spheres connect to the cylinders, as shown in Figure 6.11. The plot shown belongs
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to model 01 at an inlet flow rate of 5 mL/h, and the highest values at the sharp corners are
between 0.15 and 0.2 Pa.

Fig. 6.11 Close-up of shear stress plot of model 01 at 5 mL/h showing points of higher shear
stress at sharp edges of the model, including at the spherical joints.

6.5 Discussion

The results presented in Section 6.4 show that the CFD simulations are in general accordance
with the results obtained experimentally, with slight variations. This section will include
discussion on such variations (with focus on the velocity as the main parameter of interest)
and includes an additional CFD simulation corresponding to the inlet flow rate value that
was originally proposed but not measured experimentally (20 mL/h).

Flow velocity is considered the main parameter of interest, as it was directly measured in
the experimental work through particle image analysis. Thus, the validation of the obtained
data using CFD analysis is crucial. In the previous section, the charts of velocity magnitude
distribution and velocity plots in every branch were presented. In order to determine if
the results from experimental and simulated work are in agreement, a direct comparison is
presented by combining the experimental and CFD data of model 01 (previously presented
in Figures 5.16 and 5.17 for experimental, and in Figure 6.5 for CFD) in a single graph for
each branch. This is shown in Figures 6.12 and 6.13. For this comparison, only model 01
was studied while model 02 was omitted given the larger variations due to the challenges of
its experimental measurements.
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(a) Branch01 (b) Branch02 (c) Branch03

(d) Branch04 (e) Branch05 (f) Branch06

(g) Branch07 (h) Branch08 (i) Branch09

(j) Branch10 (k) Branch11 (l) Branch12

(m) Branch13 (n) Branch14 (o) Branch15

(p) Branch16 (q) Branch17

Fig. 6.12 Comparison of CFD and experimentally obtained velocity profiles from model 01
at an inlet flow rate Qinlet = 2 mL/h. Curves with black squared symbols represent CFD data;
blue points represent experimental data.
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(a) Branch01 (b) Branch02 (c) Branch03

(d) Branch04 (e) Branch05 (f) Branch06

(g) Branch07 (h) Branch08 (i) Branch09

(j) Branch10 (k) Branch11 (l) Branch12

(m) Branch13 (n) Branch14 (o) Branch15

(p) Branch16 (q) Branch17

Fig. 6.13 Comparison of CFD and experimentally obtained velocity profiles from model 01
at an inlet flow rate Qinlet = 5 mL/h. Curves with black squared symbols represent CFD data;
blue points represent experimental data.
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Upon visual inspection, the velocity profiles obtained experimentally match the curves
obtained by CFD in shape. Considering that the maximum velocity is the parameter of
interest, comparative charts were created including the maximum velocities achieved in each
branch in experiments and CFD simulations for both models 01 and 02, using the two values
of inlet flow rate of 2 and 5 mL/h. Figure 6.14 shows these charts. As in the previous chapter,
the experimental maximum velocity values were obtained using the maximum value from
the chart of each branch, and it is presented along with its corresponding standard deviation.

Overall, the velocities obtained experimentally seem to be in accordance with the values
obtained by CFD simulations, as they present a similar distribution of data. In general, model
01 (6.14 (a)) shows a smaller difference between experimental and CFD values, while model
02 (6.14 (b)) has experimental data further from the CFD results. This is expected based on
the findings from Chapter 5, where model 02 was also deviated from the theoretical values.
This is attributed to the tilting of the experimental model 02.

For Model 01, the greatest deviation of the experimental values from the CFD data is
found at the highest flow rate (5 mL/h) and in the majority of the branches, the experimental
values are smaller than the CFD values. This might be attributed to several factors, includ-
ing fewer beads detected in the channels with less flow, the highest bead speed not being
measured (due to the smaller number of beads), technical limitations of the camera (low
fps), and the possibility of having measured within the hydrodynamic entrance region, where
the flow is under-developed. These factors have less effect on the lower flow rate (2 mL/h),
where the most of the experimental values are closer to the CFD values. It must be noticed
that for some branches (e.g from model 01, branch 1 at 5 mL/h) the experimental value is
noticeably higher than the CFD value. However, looking back at the charts of velocity profile
comparison for this branch (Figure 6.13(a)) it is evident that the maximum experimental
value corresponds to a single measurement that exceeds the parabolic shape of the profile
and that is likely to be an error from the particle tracking software.

For model 02, all the individual experimental values are smaller than the CFD values,
for both flow rates (2 and 5 mL/h). Besides the factors mentioned above, in the particular
case of model 02 this is also caused by the fact that the measured velocity of the beads is a
projection of the actual velocity due to the severe tilting of the experimental model. Thus, it
is logical that all the values are smaller than the CFD and with similar offsets.
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Fig. 6.14 Comparison between experimental and simulated maximum velocity values. (a)
Experimental and CFD model 01. (b) Experimental and CFD model 02. Blue markers
represent an inlet flow rate of 2 mL/h and red markers, 5 mL/h. Square markers represent
experimental values, and round markers CFD values.
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Regarding the pressures, the experimental pressure values were calculated using the
experimental values of velocity. However in some branches the velocity measurements are
not as close to the CFD values due to the factors discussed before (see branches 10 and 11 in
Figure 6.14(a) for the 5 mL/h measurements), therefore the pressure difference measurements
of the paths that include those branches might not be accurate, as it is observed that they are
smaller than the other paths (see Table 6.2). Thus, the most reliable measurements in the
case of the flow rate of 5 mL/h would be the ones from paths 3 and 4, where most of the
branches have experimental velocities closer to the CFD values.

In general, model 01 shows a good agreement between the experimental and CFD
velocities. Therefore, CFD is regarded as a good alternative to experimental analysis where
there are physical limitations. Considering this and the fact that the original experimental inlet
flow rate (of 20 mL/h) could not be measured due to technical limitations, a CFD simulation of
model 01 using this flow rate was performed using the experimental dimensions. Figure 6.15
shows the velocity distribution at the midplane. Overall, the distribution of velocity is very
similar to the models simulated with the lower flow rates, but the magnitude is higher, as
expected.

Fig. 6.15 Velocity plot at the midplane, of model 01 with a Qinlet = 20 mL/h.

One important aspect to consider (which was also noted for the lower flow rate models)
is that at the upper and lower arterio-venous connection points of the networks the dark blue
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regions indicate zero flow. A close-up image of the upper region is shown in Figure 6.16.
This presents a design opportunity to improve the shape of the network at these points by
rounding the sharp corners. There are reports indicating that eliminating sharp squared
corners improves the overall velocity profile in microfluidic channels [159].

Fig. 6.16 Close-up of upper zero flow region in the velocity plot for model 01 with a Qinlet =
20 mL/h.

The pressure difference across the network is another variable of interest in the model
with flow rate of 20 mL/h. Originally, for model 01 the pressure difference used to design
the 3D model (using the algorithm) was 1 mm Hg from inlet to terminal points (connections
between arterial and venous tree). As there are two trees with the same condition, the total
pressure difference across the network was 2 mm Hg. However, there are variations between
the original 3D model and the fabricated experimental model. One of such differences
are the diameters, which are slightly larger in the experimental model than in the original
model. Another difference is the network geometry, as the model lost its original outlet
branch (branch 18) and part of its inlet branch (branch 1). In addition, the original 3D
model was designed using the viscosity of blood (0.004 kg/m.s) as a design parameter, while
the experimental value of viscosity was that of PBS (0.00105 kg/m.s). Thus, given these
differences, the expected pressure difference cannot be 2 mm Hg (267 Pa), but a much
smaller value. In fact an estimation of the expected pressure difference can be obtained in
the same way as it was calculated for the lower flow rate models presented in Section 6.4, by
obtaining the pressure difference across the five pressure paths, but using the flow rate value
of 20 mL/h. The obtained values are shown in Table 6.5. The pressure difference from the
CFD simulation is shown in Figure 6.17.
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Table 6.5 Experimental values of pressure drop across the models in all the ‘pressure paths’.

∆ Pinlet−outlet (Pa)
M01 - 20 mL/h

Path 1 34.32
Path 2 32.58
Path 3 38.77
Path 4 39.29
Path 5 34.13

Average 35.82

Fig. 6.17 Pressure difference from inlet to outlet (∆Pinlet−outlet) in model 01 at Qinlet =
20 mL/h. Arrows above and below colour legend indicate maximum and minimum computed
values in the model, respectively.

Table 6.6 shows the estimated experimental and approximate CFD values of pressure
difference across the network (M01) with an inlet flow rate of 20 mL/h. As observed, the
CFD value is larger by 3.18 Pa, which is consistent with the previous comparison of pressure
difference in the models with lower flow rates, where the experimental values were lower
than the CFD values. An explanation for this is that the estimated experimental calculations
are based on the theoretical model, which does not consider the effect from the branching
angles. The CFD simulation bases its results on the geometry of the model, therefore there
could be additional pressure losses at the bifurcations, which the CFD considers but the
theoretical model does not.
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Table 6.6 Experimental and CFD values of pressure drop across the networks.

Experimental values Approximate values from CFD
(Pa) (Pa)

M01 - Qinlet = 20 mL/h 35.82 39

In addition to the velocity and pressure difference in the model, the wall shear stress
is another important measurement, as inappropriate levels of shear stress can lead to the
development of pathological conditions in the circulatory system. In small arteries, phys-
iological shear stress is >12 dynes/cm2 (1.2 Pa) [165]. Figure 6.18 shows the shear stress
distribution in model 01 for the increased inlet flow rate of 20 mL/h. The branches that
show the highest shear stress are branch 8 and branch 13 with approximately 0.35 Pa, which
is not considered to be in accordance with the physiological values. However, it must be
noted that the physiological values involve the flow of blood through the arteries, while in
the CFD anaysis, PBS is the simulated fluid. Thus, the fluids have different viscosity and
consequently cannot be appropriately compared, as blood is considered a non-Newtonian
fluid in micro-vessels, in which the viscosity is not constant. Considering this, a second sim-
ulation was performed using the viscosity (0.004 kg/m.s) and density (1060 kg/m3) of blood,
using the same model (01, with experimental diameters), although assuming Newtonian flow
for simplicity. The resulting plot is shown in Figure 6.19. The highest shear stress is again
found in branches 8 and 13, with a value of approximately 1.35 Pa. If this value is compared
against the physiological value previously mentioned for small arteries (>1.2 Pa) from [165],
it is in accordance as it is above this value.

In order to fully analyse the physiological blood flow, an additional simulation using in
the original network design obtained with the algorithm was performed (i.e. the full model
with original diameters and all 18 branches). This CFD simulation includes the properties
of blood (density and viscosity), and the corresponding inlet velocity for a flow rate of
20 mL/h. The input algorithm parameters for the original network design were based on
physiological values of blood viscosity, pressure difference and flow rate. This simulation
allows to compare the simulated pressure against the design pressure, and will allow to
observe the real estimated physiological wall shear stress in the model. Figure 6.20 shows the
velocity plot obtained by the simulation. The maximum velocity is 0.045 m/s and is found at
the inlet and outlet branches. Figure 6.21 shows the plot for the shear stress distribution. The
maximum value is 1.68 Pa and is found at the wall of branch 13. This value is smaller than
7 Pa, the physiological limit for healthy wall shear stress found in vivo [41]. However, higher
values of shear stress are found at sharp connection zones (including bifurcations), which are
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Fig. 6.18 Shear stress distribution in model 01 at Qinlet = 20 mL/h using the properties of the
experimental fluid (PBS).

Fig. 6.19 Shear stress distribution in model 01 at Qinlet = 20 mL/h using the properties of
blood (viscosity and density).
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higher than 2.5 Pa. The maximum value of pressure found at the inlet of the model is 269 Pa,
which is only about 1% higher than the pressure difference used in the model construction
(2 mm Hg, or 266.67 Pa), which is expected.

Fig. 6.20 Blood velocity distribution in the original model 01 at Qinlet = 20 mL/h using the
properties of blood.

Fig. 6.21 Shear stress distribution in the original model 01 at Qinlet = 20 mL/h using the
properties of blood.
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Fig. 6.22 Pressure distribution in the original model 01 at Qinlet = 20 mL/h using the properties
of blood. Arrows above and below colour legend indicate maximum and minimum computed
values in the model, respectively.

It was also observed that in the shear stress plots for all inlet flow rates (2, 5 and 20 mL/h,
shown in Figures 6.9, 6.10 and 6.19), although the average values of each individual branch
have a low shear stress, there are zones of higher shear stress, particularly at bifurcations,
sharp angles or at the zones where the geometry changes abruptly (i.e. the interfaces between
the model’s cylinders and spheres). This could be an area of improvement for the algorithm,
where additional constraints could be added to ensure smaller bifurcation angles, or a post-
processing operation could be implemented to smooth out the sharp edges and discontinuities
in the 3D model after the algorithmic construction.

6.6 Conclusions

It was demonstrated that the CFD analysis validates the experimental velocities as long as
there are no technical fabrication issues with the network design. For model 01 the results
were in agreement. However, model 02 was not accurately represented by CFD due to a
combination of factors, including the tilting angle with regards to the focal plane, the small
number of traceable beads, and low speed of CMOS camera.
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As the CFD simulations agree with the experimental particle image analysis, it can be
used as an alternative method to measure other parameters in the model, which were not
experimentally feasible, such as the shear stress and the pressure difference. Given this, it is
safe to assume that CFD analysis can be used instead of the physical experiments.

From the CFD analysis it is evident that in sharp edges and large bifurcation angles,
zones of high shear stress are formed. This is because the algorithm for tree formation
does not consider the branching angles nor the shear stress. Further improvements to the
algorithm could be achieved by considering the branching angles and smoothing out the
branch junctions.

The CFD analysis of physiological flow rate (20 mL/h) of the original model 01 shows
that the pressure drop is consistent with the value of the algorithmic design and the wall shear
stress is within the healthy physiological range. Therefore, this proves that the proposed
method can be used to generate 3D vascular network models that could be used in tissue
engineering applications where physiological conditions are required.





Chapter 7

Conclusions and Future Work

7.1 Conclusions

The aim of the present thesis is the development of a method for the generation of physi-
ologically relevant vascular network structures as solid CAD models suitable for additive
manufacturing technologies. This was achieved through the integration of three key concepts:
i) an algorithm for the automatic generation of vascular trees, ii) design constraints based on
human vascular physiology, and iii) the use of a CAD software to produce solid 3D models.
While seeking to achieve the main aim, some complementary goals were attained, which
include demonstration of the feasibility of the proposed approach by fabricating vascular
networks via 3D printing, and the comparison between physical (experimental analysis) and
simulated (CFD analysis) flow behaviour in the fabricated networks in order to determine the
agreement with the theoretical model used to design the networks.

The main contribution of the present work is the development of a method to produce
three-dimensional vascular network models created by algorithmic growth of physiologically
constrained vascular trees, which can be fabricated using additive manufacturing techniques.
In addition, networks produced by the algorithm were produced by 3D printing, demonstrat-
ing feasibility of fabrication. The printed model was further processed by casting PDMS
around it inside a chamber, as previously shown in our group [13], with the resulting structure
being a hollow, perfusable network embedded in a PDMS block. The network was used to
perform flow experiments, which demonstrated that the experimental velocity measurements
are in accordance with the theoretical values. Finally, CFD simulations were carried out
to further validate the experimental measurements and to observe additional parameters
for which experimental work was not feasible. As a general conclusion, the experimental
and CFD results have been proved to be similar and in accordance with the theoretical
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calculations that were used in the algorithm to produce the networks. Specific conclusions
are detailed below for the four main areas of the present work: i) algorithm development; ii)
fabrication of model; iii) experimental work; and iv) CFD simulations.

7.1.1 Algorithm development and implementation

An algorithm was developed based on the method of CCO, with a space-filling approach.
Although the method can be adapted to any pre-defined three-dimensional shape, a cubic-
shaped volume was used for simplicity. The optimisation criterion is minimisation of blood
volume, using certain physiological constraints and assumptions (Poiseuille’s law of flow,
Murray’s law for bifurcations, flow conservation, Newtonian flow, laminar steady flow). The
algorithm creates two independent vascular trees, representing arteries and veins, which are
connected at their terminal points. The algorithm was implemented in Visual Basic, which
allowed the use of developer tools to execute commands in Autodesk Inventor, as the aim
was to obtain 3D solid models of the vascular networks.

The algorithm creates physiologically arranged network structures. The dimensions of
the branches in the network are given by a set of initial parameters. Depending on these
parameters (e.g. dimensions of 3D volume, number of terminal points, flow rate and pressure
difference), the branches of resulting structure can be within the range of tens of micrometers
to a few millimetres. Considering that the models are intended for additive manufacturing,
it was essential to create a model with suitable dimensions (i.e. equal to or larger than the
minimum feature size achievable by the 3D printer, in this case: 250 µm). For this purpose,
the effect of input parameters in the geometry was studied and four main observations were
made (from Figures 4.21 to 4.26: i) For an increase in Qcell , and at a constant branch ∆P,
the branch radii increase; ii) For an increase in ∆Pinlet−cell at a constant Q, the branch radii
decrease; iii) For an increase in Qcell , there is an increase in the radii of the model, and
an increase in the Qinlet at the root branch; and iv) For an increase in ∆Pinlet−cell there is
a decrease in the radii of the model and an overall increase in the ∆P of each individual
branch in the tree. These increases and/or decreases are not linear, and vary depending on
the case, as discussed in Section 4.3.1. By varying these parameters accordingly (within
a physiological range of values), a model that fulfilled the 3D printing requirements was
achieved. These parameters are also useful for the production of models for other additive
manufacturing techniques: as long as the minimum feature size of the equipment is known
(resolution), varying the parameters can achieve a model above the fabrication threshold.
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7.1.2 Inaccuracies in the network fabrication

Following the four observations mentioned above, the parameters were adjusted accordingly
and two simplified models were created (with dimensions above the printing threshold) in
order to experimentally analyse the behaviour of flow in the channels. Each model consisted
of two interconnected trees created on the same plane, where the connection points (terminals
for both trees) are located in the middle. The simplified models are considered representative
of the range of models that can be created using the algorithm.

The models were 3D printed using a thermoplastic material. PDMS was cast around each
printed model inside custom-made PDMS chambers and the printing material was dissolved
and flushed out of the network [13]. Given that most of the network fabrication process
involves manual labour, it is error-prone. Proof of this is the major tilting that model 02
suffered. In addition, the models lost their inlet and outlet branches, with the exception of a
small part of the inlet of model 01, as a result of the PDMS casting and the use of tubing as
support (see Figures 5.5 and 5.8).

In addition to the tilting and missing branches, it was also found out that there is a varia-
tion between the original design dimensions and those of the fabricated models. In model 01
the variation from the original CAD model was subtle, but in model 02 it represented about
20%. This could have happened due to a variety of factors, such as the accuracy of the 3D
printer, a reaction at the inner walls of the PDMS due to the solvent, contraction/expansion
of the PDMS due to flow, or simply, error during the manual measurement at the microscope.

7.1.3 Experimental analysis of flow in fabricated network

Flow in the fabricated networks was analysed using fluorescent particle tracking. Results
from the experimental analysis show that the measured flow velocity profiles in the chan-
nels correspond to the parabolic shape of fluids that obey Poiseuille’s law. In general, the
measured velocity profiles are a result of a combination of factors, such as: the number of
particles present in the solution that was inserted into the channels, the speed of the camera
for the acquisition of consecutive images, the total number of pictures acquired (the more
pictures there are to analyse, the better the probability of obtaining the fastest particle at
the central axis), the inlet flow rate, and the focus of the microscope lens at each branch
measurement (which was intended to be set at the middle plane of each channel).
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From the measurements of maximum velocity, it was observed that at a lower flow rate
(2 mL/h) the experimental values were closer to the theoretical values, than at a higher flow
rate (5 mL/h). An explanation for this is that at higher flow rates, the tracking of particles
becomes more challenging as they travel faster across the channels. Given the limitations
of the camera (images acquired with a maximum frame rate of 30 fps), at a high flow rate
(5 mL/h) fewer images are obtained of a given particle travelling across a channel, than at a
low flow rate (2 mL/h). In this case, the measurements could be improved by using more
sophisticated equipment, particularly a high speed camera. In addition to the speed challenge,
the vascular networks present a certain degree of tilting (significantly more evident in model
02 than in model 01). As a result, manually focusing the microscope in the middle plane
of each channel was challenging, and in some cases the focus is restricted to only a section
of the channel. Consequently, model 02 presents higher variability in the comparison of
experimental and theoretical data.

Experimental model 01 is considered the most representative model for the present work,
as its dimensions are the most accurate compared to the original CAD design. In a similar
way, 2 mL/h is considered the most practical flow rate as it provided the best measurement
conditions given the equipment limitations. It was observed that in accurate models, as in this
case, the experimental data is in agreement with the theoretical calculations of flow velocity.

7.1.4 Computational analysis of flow in fabricated network

CFD analysis was performed on 3D models of the networks corresponding in diameters and
shape to the fabricated PDMS models. It was concluded that the CFD simulations validate
the experimental analysis as the values are in agreement. This was concluded from the
observations of model 01 at an inlet flow rate of 2 mL/h, which, as stated previously, was the
experiment with the best conditions given the technical limitations and therefore, the most
precise.

CFD was also used to measure other parameters which were not experimentally feasible,
such as pressure difference across the network and shear stress. Given the close agreement
shown between CFD and experimental measurements of velocity, it can be assumed that CFD
analysis have the potential to replace physical experiments and provide a close approximation
of parameters which, otherwise would be technically impossible or impractical to physically
measure. Considering this, an additional simulation was performed to observe the flow
behaviour using the physiological flow rate value of 20 mL/h (which was used as an original
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design parameter for model 01). The results show that the pressure drop corresponds to the
value that was defined as an input parameter for the algorithmic design, and also the wall
shear stress obtained from the simulation is within the healthy physiological range.

7.1.5 Impact of the research in the field of tissue engineering

Creating physiologically branching networks as CAD 3D models opens up a wide range
of possibilities for all tissue engineering techniques that involve additive manufacturing or
computer-aided manufacturing processes, as they can benefit from using accurate branching
structures (as opposed to the current techniques which use simple CAD designs or lattice-
shaped networks). Some of the techniques that could use the 3D models produced here
are direct writing, bioprinting, methods using sacrificial templates (created by 3D print-
ing), methods using laser-based material degradation, among others. Having networks in
a physiological arrangement may allow the creation of functional and vascularised thick
tissue constructs. Pre-vascularised tissue has many advantages such as promoting in vivo
integration and a higher cell survival probability. Hence, the impact of being able to create
such network models.

The present work shows an overall agreement of the experimental and CFD simulation
data with the theoretical data. Therefore, it can be concluded that CFD simulations are a fast
and effective method to analyse the flow in vascular networks produced by this method. This
is particularly helpful for analysing parameters that cannot be measured experimentally, and
to study complex 3D networks which would be impractical to observe under the microscope.

7.2 Future Work

During the course of the present research, different challenges were found at various stages.
Most of them were solved, but the remaining represent opportunity areas that could be poten-
tially explored. These have been separated in 3 categories: those related to the algorithm, the
experimental analysis and the CFD analysis, and are summarised below.
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7.2.1 Algorithm

The algorithm described in the present work was programmed using simple functions and op-
erations, so there are aspects of both the algorithm and the code which are either not optimised
or have been omitted due to complexity. Examples of this include detection and avoidance
of collisions between arterial and venous trees, avoiding sharp edges and large bifurcation
angles, and assigning a system to achieve a specific order during tree growth (i.e. setting
a probability of selection for the points in the 3D space, as opposed to selecting them all
randomly, to make sure that the points closer to the root branch get selected sooner, or alterna-
tively, setting a staged growth by defining temporary growth boundaries within the 3D space).

As a continuation of the work here presented, a new algorithm and code have been
developed in the research group by Guy et al. [101]. This algorithm includes solutions
to the problems of collisions and sharp angles, allows the construction of more than 2
interconnected trees, and presents an optimised code which reduced the computing time
to seconds or a few minutes (for networks that would take a few hours with the original code).

Further improvements could be considered to achieve a model that resembles healthy
physiological vasculature. Studies show that at larger artery bifurcation angles, the values of
shear stress become lower (abnormal), which can lead to development of pathologies such
as atherosclerosis [152]. Therefore, an improvement to the algorithm could be to include a
design constraint to limit the bifurcation angles to a certain value and adding a curvature to
the branches involved, as depicted in Figure 7.1.

(a) (b)

Fig. 7.1 Depiction of reduced branching angle with curved branches. (a) Branching angles
produced by the original algorithm. (b) Alternative branching angles approach by limiting
the angle and adding optimal curvatures to the branches.
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7.2.2 Experimental analysis

The experimental analysis presented various challenges at different stages. Some of these
could potentially be solved by changing the original approach. The first challenge was due to
the fact that the hollow network fabrication relies on manual PDMS casting around the 3D
printed model. During the step of subjecting the cast PDMS to vacuum to eliminate bubbles,
the 3D printed model can rotate around its axis within the PDMS, which can result in the
network being tilted from the original position (parallel to the surface). One potential idea to
solve this would be to try a slower incremental vacuum process, where the vacuum is slowly
increased at controlled intervals to try to avoid abrupt disruption in the PDMS chamber.
Another idea would be to skip the processes of degassing and baking, and let the model
polymerise at room temperature for 4-5 days. Alternatively, different fabrication techniques
could be explored.

The biggest challenge in the experimental phase was that the intended value of inlet flow
rate in the models (20 mL/h) was not feasible, as particle tracking could not be achieved
at velocities higher than 5 mL/h using the available equipment. The microscope camera
acquires images at a maximum rate of 30 fps. Performing the measurements using a high
speed camera could be an option to allow analysis of higher flow rates.

Another factor that may improve the accuracy of the experimental measurements is
increasing the number of fluorescent beads, particularly at higher velocities. It was observed
that there were a smaller number of traced particles in the experiments with a flow rate
of 5 mL/h, than for 2 mL/h. As the particles travel faster, less of them become accurately
detected in the particle tracking software.

Experimental pressure measurement was originally intended but could not be achieved.
The sensors with which the measurements were attempted have a measuring range of 0 to
1 psi (0 to 51.7 mm Hg). The expected measurements given the theoretical calculations for
pressure difference between inlet and outlet for model 01 were of 2 mm Hg, which represents
3.87% of the sensor range. Low sensitivity of the sensor in this range might explain the large
variations in measurements. A sensor with a smaller range might improve the measurements.

Finally, given that the ultimate purpose of the networks is to be used in biological ap-
plications, there are two relevant additional tasks that would be interesting to explore. The
first one is the attachment of cells into the vascular networks to allow a study of the flow
behaviour closer to natural physiological conditions. Endothelialisation of PDMS channels
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(the application of a mono or multi layer of endothelial cells inside the channels) is a viable
technique (see [166]), as PDMS is a biocompatible material. The second relevant task is
to fabricate a network that covers a defined 3D volume (as opposed to the planar network
here presented), and to test the functionality of the network embedded within a cell-laden
hydrogel, similarly to the work presented by Justin et al. [13].

7.2.3 CFD analysis

CFD simulations helped validate the experimental work and it was observed that it is in
accordance with the theoretical calculations. There are two tasks that could be carried out
to take advantage of the great potential of the CFD simulation package. The first task is to
simulate more complex network structures built in 3D volumes. It would be interesting to
observe the flow behaviour in models with more than 2 interconnected trees, with multiple
inlets or outlets. The second task would be to simulate additional physics in the models,
which have been omitted for simplicity in the present work. Example of this could be
simulating pulsatility of flow in the vessels, oxygen diffusion from the fluid into the bulk
material where the network is embedded, the Newtonian behaviour of blood flow, and the
presence of red blood cells.
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Calculations for theoretical values of maximum velocity with original CAD model diameters

and experimental diameters

A.1 Calculations of theoretical max. velocity for model 01

A.1.1 Theoretical values of velocity with original CAD diameters

A.1.2 Theoretical values of velocity with experimental diameters



A.2 Calculations of theoretical max. velocity for model 02 187

A.2 Calculations of theoretical max. velocity for model 02

A.2.1 Theoretical values of velocity with original CAD diameters

A.2.2 Theoretical values of velocity with experimental diameters
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Tables for estimation of pressure difference paths (inlet to outlet) based on experimental data

(radius and flow rate)

B.1 Model 01 - 2mL/h
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B.2 Model 01 - 5mL/h
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Tables for estimation of pressure difference paths (inlet to outlet) based on experimental data

(radius and flow rate)

B.3 Model 02 - 2mL/h
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B.4 Model 02 - 5mL/h
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