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Reduced-Order Modelling and Observations of
Geological Carbon Dioxide Storage

Kieran A. Gilmore

Worldwide carbon dioxide (CO2) emissions targets are unlikely to be met without large

scale geological CO2 storage, with much of the storage capacity found in saline aquifers.

The key aim of carbon sequestration is the long-term or permanent storage of CO2 within

the sub-surface, minimising the potential for CO2 leakage back to the surface. When CO2

is injected into a saline aquifer, it rises until it reaches an impermeable horizon, known

as a caprock, where it subsequently spreads out due to buoyancy forces. While the CO2 is

spreading, the chance of encountering potential leakage pathways increases and the potential

rates of trapping also increase. In this dissertation, I combine reduced-order fluid models

and geophysical data to understand the controls on the rate of trapping and CO2 leakage in

saline aquifers. Chapter 1 outlines the broader context of CO2 sequestration, both in terms

of physical processes, observations, and policy implications. In Chapter 2, I investigate

the rate at which CO2 dissolves when injected into heterogeneous saline aquifers. As CO2

dissolves into brine, the density of the brine is increased, thereby acting as a mechanism for

the stable trapping of CO2. CO2 injected into heterogeneous geological formations results

in preferential migration along high permeability pathways, thus increasing the CO2-water

interfacial area and enhancing dissolution rates. I analyse the rate at which free-phase

CO2 propagates in layered reservoirs and the quantity of CO2 dissolved, showing that for

reservoirs with finely bedded strata, over 10% of the injected CO2 can dissolve in a year. In

Chapter 3, I investigate the potential for fault zones, which are localised planes of brittle

deformation, to act as leakage pathways which transect low permeability structural seals.

I develop an analytical model to describe the dynamics of leakage through a fault zone

cross-cutting multiple aquifers and seals. This is tested against a set of porous media tank

experiments and applied to a naturally occurring CO2-charged aquifer system at Green

River, Utah. In Chapters 4 and 5, I combine seismic observations of a carbon sequestration

project with numerical modelling to investigate the extent to which reduced-order models can

accurately predict CO2 movement in heterogeneous aquifers at the Otway CO2 sequestration

project in Victoria, Australia. I analyse seismic measurements of the motion of CO2 in the

stage 2C trial, in which 15,000 tonnes of CO2-rich gas was injected into a saline aquifer at

∼ 1.5 km depth. The geometry of the reservoir and extent and thickness of the CO2 current

is extracted from a series of time-lapse seismic surveys. I solve a gravity current model

which accounts for topographic gradients in the caprock and incorporates residual trapping

of CO2 numerically to model the observed spreading. This vertically-integrated model is

inverted to find bulk reservoir properties that best match the modelled and measured CO2

distributions. The sensitivity of the model to changes in bulk properties and topographic

gradients is investigated. In the concluding Chapter 6, I review the use of reduced-order

physical modelling in describing the movement, trapping and leakage behaviour of CO2 in

geological porous media, with application to field scale CO2 sequestration projects.
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Chapter 1

Introduction

1.1 The Climate Crisis

In recent years, the climate crisis has come to the forefront of mainstream political, economic

and social issues, gaining regular, widespread media coverage with numerous countries and

companies around the world announcing net zero emissions targets. Global temperatures

are rising, with average surface temperatures 1.09 [0.95 to 1.20] ◦C higher in 2011-2020 than

1850-1900 (IPCC, 2021). The observed warming is driven by anthropogenic greenhouse

emissions, which increase the amount of heat trapped by the atmosphere. Levels of carbon

dioxide (CO2) in the atmosphere are rising at an increasing rate (Keeling et al., 2001). In

2019, atmospheric CO2 concentrations were higher than at any time in the last two million

years, and concentrations of the greenhouse gases CH4 and N2O higher than any time in the

last 800,000 years (IPCC, 2021).

Global temperature rise caused by human behaviour is a major problem as it results in

increases in extreme weather events, sea level rise, as well as harsher livable climates across

K. A. Gilmore, Ph.D. Dissertation



Introduction 3

much of the world. The extra energy in the atmosphere causes more frequent and stronger

storms, which put human lives and infrastructure directly at risk, and more intense rainfall

events which lead to increased flooding (Trenberth, 2011). Heatwaves have also increased in

frequency and intensity since the 1950s (Perkins et al., 2012), which increases the likelihood

of droughts and wildfires. The higher global temperatures also contribute towards global

sea level rise, through thermal expansion of seawater, mass loss from glaciers and ice sheets,

primarily the Greenland and Antarctic ice sheets, and changes in land water storage (IPCC,

2021). Studies have estimated that over a billion people globally are at risk of climate

related displacement, mostly due to flooding caused by sea level rise and increased rainfall,

and water stress due to drought (IEP, 2020). These people are mostly found in Africa, the

Middle East and parts of Central Asia, but their displacement will cause mass migration,

triggering a climate refugee crisis with global consequences.

An important approach to limiting the effects of global warming is to eliminate net an-

thropogenic greenhouse gas emissions as quickly as possible. A landmark report by the

Intergovernmental Panel on Climate Change said that to limit total warming relative to

pre-industrial times to 1.5◦C, global emissions would have to reach net zero by 2050 (IPCC,

2018), meaning that the greenhouse gases going into the atmosphere are balanced by re-

moval of CO2 from the atmosphere. Although some impacts of climate change will still be

felt with 1.5◦C of warming, the effects are predicted to be much less severe than with 2◦C or

higher levels of warming. However, reaching net zero emissions by 2050 requires rapid and

far-reaching transitions across the global economy.

1.2 The Role of Carbon Capture and Storage in Net Zero Strategies

Some sectors have clear road-maps to decarbonisation, and supportive policy as well as

increased economic input are required to transition these sectors as fast as possible. An

example of this would be decarbonisation of light passenger vehicle fleets by replacing all

internal combustion engine vehicles with battery powered alternatives charged using a clean

electricity grid powered by renewable sources. However, some large emitting sectors still do

not have a clear pathway to net zero emissions. For example, the cement industry emits 2.2
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GtCO2 (billion tonnes of CO2) per year, equating to around 5% of global emissions (ETC,

2018). Over half of these emissions are a by-product of the chemical reaction required to

produce cement and are largely unavoidable (the other half coming from heat generation

in the production process). Carbon capture and storage (CCS) is a potential solution to

decarbonising these hard-to-abate sectors. CCS is the process whereby CO2 is captured

and then stored over long timescales in underground reservoirs, as a means of mitigating

CO2 emissions. Anthropogenic CO2 is captured using chemical solvents at the point of

formation, typically large industrial plants or power stations. The CO2 is then compressed

and transported through pipelines into deep (>800 m depth) geological reservoirs suitable for

storing the CO2 permanently. Taking the example of cement production, a CO2 scrubber

could be fitted onto existing cement kilns to capture both the process emissions and the

emissions produced from heat generation.

Another variation of carbon capture that is receiving a lot of interest is direct air capture.

Direct air capture pulls CO2 directly out of the air using a chemical filter (Beuttler et al.,

2019; Keith et al., 2018). Since CO2 only makes up a small fraction of the composition of

the atmosphere, large volumes of air need to be processed to extract significant amounts of

CO2, a process which is extremely energy intensive. If the captured CO2 is subsequently

stored in the subsurface, this results in a net decrease of atmospheric CO2 concentrations.

This technology could have important implications for offsetting remaining emissions from

hard-to-abate sectors of the economy. Recent net zero scenarios have 2.4 GtCO2 per year

removed from the atmosphere by 2050, through direct air capture and bioenergy with CCS

technologies (IEA, 2020, 2021). However, the technology is currently still in the early stages

of deployment, with only 13,000 tonnes of CO2 captured per year.

Currently, 40 MtCO2 (million tonnes of CO2) is captured and stored per year (IEA, 2021),

which amounts to just under 0.1% of global emissions. The CO2 storage sites range from

scientific projects injecting small volumes of CO2 for monitoring purposes, to larger com-

mercial projects injecting millions of tonnes a year. There are 26 operating commercial CCS

facilities worldwide with a further 34 in development (Global CCS Institute, 2020). Most

scenarios for reaching net zero emissions assume a major role for CCS, with estimates of 7-8

GtCO2 per year sequestered by 2050 (ETC, 2017; IEA, 2021). The majority of this storage
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capacity comes from large estimates of carbon dioxide removal technologies such as direct

air capture with CCS (DACCS) and bioenergy with CCS (BECCS), to balance remaining

emissions from other sectors. The likelihood of these technologies reaching these scales by

mid-century remains a controversial topic (Hansson et al., 2021). However, there is still an

important role for CCS in the full decarbonisation of the industrial sector, namely the three

biggest industrial emitters: steel, cement and petrochemicals (ETC, 2018), which would

require around 2 GtCO2 sequestered per year (IEA, 2019). Hydrogen is also likely to play

a key role in the decarbonisation of shipping, heavy-duty transport and industrial heating.

Currently the cheapest and most scalable method of clean hydrogen production is by steam

methane reformation with CCS used to remove and store the CO2 by-product.

1.3 Sub-surface Storage of CO2

One the CO2 is captured, it is transported in pipelines and stored in geological reservoirs,

at depths of 800 - 3000 m below the Earth’s surface. Possible reservoirs for CO2 storage

include depleted oil and gas fields (Godec et al., 2011; Jenkins et al., 2012), unmineable

coal seams (Busch et al., 2003), igneous rocks such as basalts (Gislason & Oelkers, 2014), or

saline aquifers (Bentham & Kirby, 2005). The latter accounts for around 90% of the total

potential storage volume (Michael et al., 2010). It is estimated that there is 13,500 GtCO2

of effective global storage capacity (Bachu et al., 2007; Dooley, 2013), which suggests that

a lack of geological CO2 storage capacity is unlikely to be an obstacle for the commercial

adoption of CCS technologies.

The key aim of carbon sequestration is the long-term, or better still, permanent storage of

CO2 within the subsurface, minimising the potential for CO2 leakage back to the surface.

When CO2 is injected into the reservoir, it is buoyant with respect to the surrounding reser-

voir fluid and will rise until it reaches an impermeable horizon, known as a caprock, where

it subsequently spreads out due to buoyancy forces. As the CO2 spreads out underneath

the caprock, the chances of encountering a potential leakage pathway increase. However,

as the CO2 permeates into the reservoir, it undergoes further processes such as dissolution,

mineralisation and capillary trapping, which act to immobilise the CO2 and render it per-
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manently trapped within the reservoir. This highlights some important areas which must

be understood to ensure the safe, long-term storage of CO2 in geological reservoirs. Firstly,

what governs the spreading of CO2 on injection into a reservoir. Secondly, what are the

secondary trapping mechanisms that occur within the reservoir which contribute towards

the permanent storage of CO2. Thirdly, where are the potential leakage pathways for CO2

to escape through and what determines how much CO2 will leak. And finally, how can we

observe the CO2 once it is within the reservoir to ensure that it remains securely trapped

and is not leaking.

1.3.1 CO2 Flow in the Sub-Surface

CO2 is usually injected into aquifers at depths > 800 m, which given typical geothermal

and hydrostatic pressure gradients implies that it is in a supercritical state, with properties

between those of a gas and a liquid. The movement of CO2 following injection is dependent

on the relative densities and viscosities of the CO2 and the ambient interstitial fluid phase,

which is often a high-concentration salt solution, or brine, in saline aquifers (Huppert &

Neufeld, 2014). The properties of CO2 are temperature and pressure dependent, and so

vary according to the aquifer depth and the magnitude of the geothermal gradient. For

shallow aquifers, at depths around 1000 m, the density of CO2 is ρCO2 = 266 - 714 kg m−3 and

the density of brine is ρbr = 998 - 1230 kg m−3 (note upper limits are for very saline fluids

which are rare). For deeper aquifers, at depths around 3000 m, ρCO2 = 479 - 733 kg m−3

and ρbr = 945 - 1202 kg m−3 (Nordbotten et al., 2005). The viscosity of CO2 is µCO2 =

0.023 - 0.0611 mPa s, while for brine it is µbr = 0.195 - 1.58 mPa s, giving viscosity ratios

which range from µCO2/µbr = 0.026 - 0.22 (Nordbotten et al., 2005). The density difference

∆ρ is important for driving fluid motion by buoyancy forces, and the viscosity ratio has

important implications for the dynamics of the flow.

The velocity of a fluid travelling through a porous media can be evaluated using Darcy’s

equation which relates the fluid flux or Darcy velocity with the driving pressure gradient

and buoyancy forces (Bear, 1988),

u = −k
µ

(∇p− ρgẑ), (1.1)
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where u is the Darcy or transport velocity, k is the permeability of the porous medium which

is a function of the size and shape of the grains as well as the structure and packing of the

porous medium (Woods, 2015), µ is the viscosity of the CO2, ∇p is the applied pressure

gradient and ρgẑ is the buoyancy force, where ẑ is a unit vector in the vertical direction.

On injection, the buoyant CO2 rises through the reservoir at the natural buoyancy velocity,

ub = ∆ρgk/µ, which is its velocity through a porous medium driven by the gravity acting

on the density difference, ∆ρ, between the CO2 and the water. The CO2 will rise until it

reaches a low permeability structural seal or caprock, under which it ponds and subsequently

spreads as a buoyancy-driven gravity current. An example of this behaviour is seen at the

Sleipner field in the North Sea, where CO2 is injected into a 200 - 300 m thick sandstone

formation. Injected CO2 rises and ponds beneath 9 distinct shale horizons (Arts et al., 2004;

Bickle et al., 2007; Cowton et al., 2016). The spreading of CO2 current is mostly driven

by buoyancy, consisting of diffusive slumping of the current and advection up topographic

gradients. Pressures gradients due to injection may also contribute towards the movement of

CO2, particularly in less permeable and more confined aquifers, but these effects are typically

limited to regions close to the injection location.

One feature of the observed spreading at many CO2 sequestration sites is that the current

is long and thin. There are a suite of mathematical models which describe the behaviour

of buoyancy-driven gravity currents in porous media where the current thickness is much

smaller than the lateral extent (e.g. Huppert & Woods, 1995; Pegler et al., 2014a; Vella &

Huppert, 2006). In these models, as the aspect ratio of the current is large, the flow is

predominantly lateral, and so the pressure within the current can be treated as hydrostatic.

These models are sharp-interface models, as they assume that the phases are distinct from

each other. The flow of the current can be treated as confined or unconfined. In confined

flows, the thickness of the current is comparable to the thickness of the aquifer and return

flow of the ambient brine affects the flow of CO2 (Pegler et al., 2014a). In unconfined flows,

the thickness of the current is much smaller than the thickness of the aquifer and the flow

of ambient brine has no effect (Hesse et al., 2007; Huppert & Woods, 1995).

Supercritical CO2 and water are largely immiscible fluids and so surface tension effects

between the fluids will mean that each phase will occupy a fraction of the pore space within
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a rock. This changes the behaviour of the CO2-water system in two ways. Firstly, the

effective pore space available for the CO2 to move through is reduced by the remaining

saturation of the water phase. Secondly, the effective permeability of the porous medium is

dependent on the saturations of the phases present. Experimental studies on rock samples

can be used to determine the effect of CO2 saturation on capillary pressures and the relative

permeability of the rock (Bennion & Bachu, 2005; Jackson et al., 2018; Krevor et al., 2012).

Capillary forces tend to thicken the current, as increased capillary forces reduce the CO2

saturation which results in a reduced effective porosity and permeability of the rock (Golding

et al., 2011). Studies incorporating capillary effects in confined (Gasda et al., 2009) and

unconfined (Golding et al., 2011, 2013) aquifers find the extent of the current thickening is

dependent on the pore size distribution of the rock, the strength of the capillary forces and

the relative permeability of the two phases. However, the rate of CO2 propagation is found

to be insensitive to capillary effects.

Another factor that can affect the spreading of CO2 on injection into a reservoir is the

geological structure of the reservoir, particularly variations in permeability. The injected

CO2 will preferentially travel down high permeability pathways, an effect that is enhanced

by capillary forces (Sathaye et al., 2014). When large gradients in capillary pressure exist

due to geological heterogeneities, capillary forces tend to rearrange the CO2 saturation into

high permeability regions, thereby accelerating plume migration through these channels.

1.3.2 CO2 Trapping Mechanisms

While the CO2 spreads throughout the aquifer, there are a number of processes that oc-

cur which result in the CO2 becoming permanently immobilised before it has the chance to

encounter a potential leakage pathway. These processes, referred to as secondary trapping

mechanisms, are capillary trapping of CO2 within pore spaces, known as residual trapping,

mineralisation of the CO2 into carbonate minerals, known as mineral trapping, and dis-

solution of the CO2 into the ambient brine, known as solubility or dissolution trapping.

Understanding the time and length scales over which these trapping mechanisms occur is

important for determining when and where the CO2 will no longer be in the mobile free

phase and at risk of leakage.
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Residual trapping is where CO2 is permanently trapped at the receding interface of the CO2

current by capillary forces during imbibition of brine (Krevor et al., 2015). There are two

primary length scales at which this process occurs. At the pore scale, imbibition of brine

causes ganglia of CO2 to snap off the main plume, becoming trapped in the pore spaces

(Iglauer et al., 2011; Karpyn et al., 2010). At a slightly larger scale (around 1 mm for

sandstones (Pini & Madonna, 2016)), capillary barriers with high capillary entry pressures

trap CO2 during imbibition and isolate pockets of CO2 filling many pores from the main

CO2 plume (Krevor et al., 2011; Saadatpoor et al., 2010). These capillary barriers act in a

similar manner to a CO2 plume under a caprock. The amount of residually trapped CO2 is

dependent on the reservoir volume contacted by the CO2 current, as well as the fraction of

CO2 that is residually trapped, which is controlled by a range of properties of the rock and

the fluids, including pore size distribution and connectivity (Geistlinger et al., 2014; Herring

et al., 2013), wettability (Chaudhary et al., 2013; Huang et al., 1996) and petrophysical

properties (Ni et al., 2019). Empirical evidence suggests the residual saturation depends on

the historical maximum CO2 saturation before imbibition (Pentland et al., 2010). Due to

the many factors affecting the residual trapping potential of a rock, it is difficult to predict

the magnitude of residual trapping in advance without the use of measurements (Krevor

et al., 2015). Trapping rates can be determined experimentally by fitting empirical trapping

relationships to measured initial-residual saturation curves (Perrin & Benson, 2010; Suzanne

et al., 2003; Spiteri et al., 2008). Perhaps the simplest model of the effect of residual trapping

on the propagation of a CO2 current is a constant saturation of residually trapped CO2 left

at the receding interface of the current as it propagates, causing the total volume of the

active current to reduce over time (Hesse et al., 2008; Kochina et al., 1983).

Mineral trapping is the precipitation of CO2 as minerals, usually carbonate minerals or clay

minerals. The precise chemical reactions that occur and the timescales that they happen

over vary between aquifers (Baines & Worden, 2004). In general, when CO2 is injected

into siliciclastic rocks such as sandstones, the feldspar group minerals may react with CO2

dissolved in the formation brine to form carbonates and clays over 100 year timescales or

longer (Land et al., 1987). Mineralisation rates estimated from a natural CO2-rich gas field

shows only ∼2.4% of the CO2 is stored in the mineral phase after tens of millions of years

(Wilkinson et al., 2009). Geochemical modelling of the Sleipner CO2 site suggests that
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mineral trapping is only a minor contributor to CO2 storage over 10,000 years (Audigane

et al., 2007). This is because CO2 quickly establishes a new chemical equilibrium with the

in-situ pore waters post-injection, and subsequent reaction rates are very slow (Ringrose

et al., 2021). However, these examples represents a conservative end-member for reactions

rates as North sea sandstones have high quartz contents and hence are very unreactive. In

contrast, on injection of CO2 into basaltic rocks, as demonstrated by the CarbFix project

in Iceland, 80% of the CO2 is observed to mineralise within one year (Aradóttir et al., 2011;

Gislason & Oelkers, 2014). Basaltic reservoirs will likely be a small fraction of the total

storage capacity but where saline reservoirs are interbedded with volcanic rocks, mineral

trapping of CO2 could play a larger role, as in the case in natural CO2 reservoirs in the

Otway basin in Australia (Watson et al., 2004).

Dissolution trapping is the dissolution of injected CO2 into the ambient brine within a

saline aquifer. As the CO2 dissolves into water, the density of the water increases (Teng &

Yamasaki, 1998), eliminating the buoyancy of free-phase CO2 and reducing the risk of leakage

to the surface. The rate of CO2 dissolution in formation waters is controlled by the diffusive

transport of dissolved CO2 away from the CO2-water contact, as well as the total contact

area. In a static system, diffusion of CO2 into water is slow as the CO2 diffusion coefficient is

small and diffusive fluxes decrease as the square-root of time. The size of the CO2-enriched

brine boundary layer will grow to ∼10 cm thick in 1 year or ∼4 m in 100 years (Lindeberg

& Wessel-Berg, 1997). Density differences within the brine due to concentration gradients of

dissolved CO2 can lead to convection of the CO2-saturated brine. This results in fresh brine

being brought into contact with the free-phase CO2, dramatically enhancing the rate of CO2

dissolution (Ennis-King & Paterson, 2005; Neufeld et al., 2010; Riaz et al., 2006). At the

Sleipner CO2 site, it is estimated that roughly 10% of the annually injected mass would be

trapped by convective dissolution (Neufeld et al., 2010). However, this effect is substantially

reduced in reservoirs with more highly anisotropic permeability structures (Green & Ennis-

King, 2014). Sathaye et al. (2014) constrained dissolution rates at a natural CO2 field and

found that 22% of the emplaced CO2 dissolved over 1.2 million years, with dissolution rates

post emplacement exceeding the amount expected from diffusion and providing field evidence

for convective CO2 dissolution. It is clear that the relative movement of water and CO2 will

exert an important control on CO2 dissolution rates. During injection and flow, the lower
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viscosity of the CO2 will result in fingering (Saffman & Taylor, 1958) which will be strongly

enhanced by reservoir heterogeneities. For CO2 injection into horizontally layered reservoirs

comprising alternating higher and lower permeability layers, free-phase low viscosity CO2

flow will preferentially be confined to the higher permeability layers. This will likely lead

to increased dissolution rates due to an increase in interfacial area between the CO2 and

reservoir fluid. In Chapter 2, I use an analytical approach to estimate the quantity of CO2

dissolved and the rate of propagation of free-phase CO2 in heterogeneous layered reservoirs.

1.3.3 CO2 Leakage Pathways

As the CO2 current spreads underneath the caprock, there is potential for defects within

the seal to allow stored CO2 to leak into overlying aquifers and eventually to the surface.

There are two main mechanisms by which this may happen. Firstly, CO2 may leak slowly

through the low permeability caprock (Acton et al., 2001; Pritchard et al., 2001; Pritchard &

Hogg, 2002). For this to occur, the hydrostatic pressure in the underlying CO2 current must

overcome the finite capillary entry pressure of the caprock (Woods & Farcas, 2009). Increased

pressure due to injection or background pressure gradients between multiple aquifers may

also contribute to overcoming the capillary entry pressure (Pegler et al., 2014b). If the

pressure within the current is less than the entry pressure, no leakage occurs and the CO2

remains trapped under the caprock. Secondly, the impermeable caprock may contain discrete

fractures or other permeable defects that allow leakage of CO2. The leakage flux through

these fractures is driven by the pressure gradient across the fracture, which may comprise of

the hydrostatic pressure of the underlying fluid (Pritchard, 2007), the buoyancy of fluid in

the fault (Neufeld et al., 2009), and increased pressures due to background pressure gradients

or injection pressures.

Faults, which are localised zones of brittle deformation caused by tectonic activity, are a

common feature in geological reservoirs, and may act as discrete leakage pathways for trapped

fluids (Caine et al., 1996; Faulkner et al., 2010; Nicol et al., 2017). As faults can cut through

multiple aquifers and caprocks, they have the potential to act as significant leakage pathways

from depth all the way to the surface, and so it is important to understand what controls

their flow dynamics, as well as how they may affect how much CO2 remains trapped within
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the aquifer. In Chapter 3, I present an analytical model which describes the dynamics of

leakage through a fault zone and apply the model to a CO2-charged aquifer system at Green

River, Utah to calculate the CO2 leakage rates and fluid distribution across multiple aquifers.

1.3.4 Post-injection Monitoring of CO2

Monitoring of the CO2 post-injection is important for confirmation that the CO2 is remaining

securely trapped within the subsurface, as well as giving prior warning of any potential leaks.

Site operators of CO2 storage projects are legally required to show that the injected CO2 is

migrating as predicted within the predefined lease area, and that it remains safely contained

with no risk of negative impact to the environment (Chadwick et al., 2008; Davis et al.,

2019). The most widely used technique for post-injection monitoring of stored CO2 is repeat

seismic imaging, also known as time-lapse seismic or 4D seismic (Furre et al., 2017; Ringrose

et al., 2013; Huang et al., 2018; Tanase & Tanaka, 2021; Bourne et al., 2014; White et al.,

2017). Here, a controlled seismic source is used to image velocity and density contrasts

within the reservoir over time due to the presence of CO2. Other monitoring techniques that

have been used include time-lapse resistivity logging (Nakajima & Xue, 2013), time-lapse

gravity surveys (Wilkinson et al., 2017), direct CO2 saturation measurements through pulsed

neutron logging (Ivanova et al., 2012; Marsh et al., 2018), and the use of geochemical tracers

(Bickle et al., 2017; Roberts et al., 2017).

The aim of time-lapse seismic imaging is to characterise the spatial extent and thickness

of the CO2 layer as a function of time. The presence of CO2 within the pore spaces of a

rock dramatically reduces its seismic velocity and this changes the properties of the reflected

seismic wavelets. The seismic surveys taken after CO2 injection can be compared to a seismic

survey taken prior to injection to ascertain the location of the CO2. However, there are two

major challenges to overcome when using seismic imaging to detect CO2. Firstly, there is a

seismic resolution below which it is difficult to resolve the thickness of the CO2 layer. An

approximation for the minimum resolvable layer thickness is one quarter of the wavelength

of the seismic wavelet. By analysing different features of the seismic trace that are controlled

by the thickness of the CO2 layer, it is possible to obtain estimates of CO2 thickness below

the seismic resolution. This includes the peak frequency (Huang et al., 2016; White et al.,
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2018; Williams & Chadwick, 2012), peak amplitudes (Arts et al., 2004; Cowton et al., 2016)

and the time-shift of the peaks and troughs (Cowton et al., 2016; Furre et al., 2015; Ghaderi

& Landrø, 2009). However, these methods require high signal-to-noise ratios and a relatively

homogeneous injection interval with well defined structure and geology. Secondly, seismic

imaging detects impedance contrasts between layers in the subsurface, which is a product of

the density and velocity of each layer. The velocity of a CO2 layer behaves nonmonotonically

with increasing CO2 saturation (Gassmann, 1951; Smith et al., 2003), which introduces

uncertainty into the CO2 saturation within the reservoir. Nevertheless, seismic imaging has

delivered important insight into the behaviour of CO2 in the subsurface, as well as enabling

benchmarking and vertification of dynamic flow models which allows better prediction of

future injections (Cowton et al., 2018; Chadwick & Noy, 2010; Williams & Chadwick, 2017;

Williams et al., 2018).

1.4 Aims and Approaches

In this dissertation, I investigate three important aspects of carbon dioxide storage security

in the sub-surface: CO2 trapping rates due to dissolution in heterogeneous reservoirs, CO2

leakage rates through fault zones, and the flow of CO2 within a heterogeneous reservoir with

comparison to time-lapse seismic reflection surveys. Reduced-order analytical and numerical

models are used to explore these problems, with the focus on understanding the key physical

parameters that affect the behaviour of these systems.

The rate of CO2 dissolution in saline aquifers is the least well-constrained of the secondary

trapping mechanisms enhancing the long-term security of geological carbon storage. CO2 in-

jected into a heterogeneous saline reservoir will preferentially travel along high permeability

layers, increasing the CO2-water interfacial area which increases dissolution rates. An ana-

lytical approach is used to provide a conservative, first-principles analysis of the quantity of

CO2 dissolved and the rate at which free-phase CO2 propagates in layered reservoirs. Fault

zones have the potential to act as leakage pathways through low permeability structural

seals in geological reservoirs. An analytical model is presented that describes the dynamics

of leakage through a fault zone cutting multiple aquifers and seals. This combines current
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analytical models for a buoyant plume in a semi-infinite porous media and a model for a

leaking gravity current with a new model to account for increased pressure gradients within

the fault due to an increase in Darcy velocity directly above the fault. A series of analogous

porous media tank experiments are used to verify the results. Finally, a numerical model is

used to investigate the flow of CO2 through a reservoir at the Otway CCS site in Australia.

The effects of residual trapping on the plume are modelled, and results compared to obser-

vations from time-lapse seismic imaging. The sensitivity of the flow model to variations in

reservoir permeability and caprock topography are also explored.

1.5 Dissertation Structure

In the remainder of the dissertation, I focus on the following aspects of CO2 storage.

Chapter 2: CO2 Dissolution Trapping Rates in Heterogeneous Porous Media.

An analytical model is used to provide estimates of the quantity of CO2 dissolved and

free-phase CO2 propagation rates in heterogeneous layered reservoirs. The model assumes

horizontal strata within the reservoir with CO2 flow confined to the high permeability layers

and ignores the buoyancy of the supercritical CO2. It is assumed that there is no flow of

CO2 between layers, but there is diffusive exchange of CO2 across the static, water-filled

low permeability layers. The modelling provides a minimum estimate for CO2 dissolution

against which the effect of additional processes or field observations may be assessed.

Chapter 3: Leakage Dynamics of Fault Zones with Application to CO2 Storage.

An analytical model is developed to describe the dynamics of leakage through a fault zone

that cross cuts multiple aquifers and seals, which is tested against a set of laboratory exper-

iments using miscible fluids. To model flow in faults cross-cutting multiple aquifers, current

analytical models for a buoyant plume in a semi-infinite porous media and a leaking gravity

current are combined with a new model for fault leakage which accounts for increased pres-

sure gradients within the fault due to an increase in Darcy velocity directly above the fault.
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The results of the modelling are illustrated by application to a naturally occurring CO2-

charged aquifer system at Green River, Utah, using an extension of the model to calculate

the fluid distribution across multiple vertically stacked aquifers, cross-cut by a fault.

Chapter 4: The Otway Project. A research scale CO2 sequestration project in Australia

called the Otway Project is described in detail. Time-lapse seismic surveys of a small CO2

injection are interpreted to map a seismic anomaly associated with the CO2 plume. Seismic

waveform modelling of CO2 thickness in the injection interval is combined with geological

models of the reservoir obtained from well log data. Estimates of CO2 saturation from pulsed

neutron log data is used to constrain the thickness of the CO2 plume.

Chapter 5: Vertically-integrated Flow Simulations of the Otway Stage 2C Injec-

tion. A vertically-integrated gravity current model including residual trapping of CO2 is

developed and benchmarked. The caprock topography from the baseline seismic survey, and

fluid and injection parameters from the literature are used to simulated the Otway Stage 2C

injection. Reservoir properties are inverted for by matching flow model results to CO2 plume

thickness estimates from Glubokovskikh et al. (2020). The effects of large-scale structural

heterogeneity associated with a bounding fault zone are considered. Simulations are per-

formed to investigate the role of residual trapping on the time to plume stabilisation. The

effects of permeability variations in the injection interval and errors in reservoir geometry

on the results of the numerical simulations is discussed.

Chapter 6: Conclusions and Further Work. I summarise the main conclusions from

the work in this dissertation, and point towards avenues in which the work might be fruitfully

extended.
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Chapter 2

CO2 Dissolution in Heterogeneous Porous

Media

2.1 Introduction

The dissolution of injected CO2 into the ambient brine within a saline aquifer is a key

mechanism for increasing the security of long-term storage. At typical storage reservoir

conditions, CO2 is in the supercritical phase and is buoyant with respect to the surrounding

reservoir fluid, and therefore presents a risk of migration to the surface. As CO2 dissolves

into water the density of the water increases (Teng & Yamasaki, 1998), eliminating the

buoyancy of free-phase CO2 and reducing the risk of leakage. Quantifying total dissolution

rates post injection is therefore important for assessing the contribution of CO2 dissolution

to the long-term security of stored CO2.

The rate of CO2 dissolution in formation waters is controlled by the diffusive transport

of dissolved CO2 away from the CO2-water contact and the area of the contact. Because
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diffusive fluxes into a static system decrease as the square-root of time and the CO2 diffusion

coefficient is small (∼ 2×10−9 m2s−1 (Cadogan et al., 2014)), CO2-enriched boundary layers

in water in contact with free-phase CO2 will grow to ∼10 cm thick in 1 year or ∼4 m in

100 years (Lindeberg & Wessel-Berg, 1997). The relative movement of water and CO2 will

therefore exert an important control on CO2 dissolution rates. During injection of CO2,

the lower viscosity of the CO2 will result in fingering (Saffman & Taylor, 1958) which will

be strongly enhanced by reservoir heterogeneities. It is the resulting complexities in the

geometry of the CO2-water interface and flow of CO2 that makes CO2 dissolution difficult

to quantify.

There are few constraints on CO2 dissolution during CO2 injection. Measurements of

CO2/
3He ratios show that some natural CO2 accumulations have lost more than 90% of

their original CO2 by dissolution over hundreds of thousands to millions of years (Gilfillan

et al., 2009). At Green River, Utah, where natural CO2 has been migrating up a fault

system for several hundred thousand years, Bickle & Kampman (2013) estimated that less

than 1% of the CO2 escaped to the surface, the rest being dissolved in permeable horizons

intersected by the fault system. Most modelling of CO2 dissolution has concentrated on the

impact of convective circulation of the brine beneath CO2 accumulations driven by the den-

sity increase as brine saturates with CO2 (e.g. Ennis-King & Paterson, 2005; Neufeld et al.,

2010). However, the marked anisotropy of permeabilities in most reservoirs substantially

reduces the convective circulation (Green & Ennis-King, 2014). Reservoir simulations using

numerical models typically use grid sizes of more than 10 m which are unable to model flow

heterogeneities on ∼1 m or less length scales over which diffusion characteristically domi-

nates. There are limited constraints on dissolution rates from measurements on small-scale

injection experiments. In the Frio experiment, Texas, Freifeld et al. (2005) noted that the

arrival times of the tracer krypton lagged behind the arrival of the tracers sulfur hexafluoride

and perfluorocarbon and attributed this to the higher solubility of krypton in brine. Like-

wise, Lu et al. (2012) observed a similar lag between sulfur hexafluoride and krypton tracers

in the Cranfield, Mississippi CO2 injection experiment. However, attempts to quantify such

observations have had limited success (e.g. LaForce et al., 2014). In a CO2 injection phase

at the Salt Creek, Wyoming enhanced oil recovery site, Bickle et al. (2017) observed that

dissolution of CO2 in formation brines drove significant reactions with silicate minerals, but
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again the difficulty in modelling the complex flows in a heterogeneous reservoir have so far

precluded quantitative estimates.

The CO2-brine interactions which determine CO2 dissolution will be controlled by the reser-

voir heterogeneities on all scales and these are difficult to model properly, both because it

is not possible to determine the reservoir structure at the sub-metre scales which matter for

the diffusive processes, and because numerical models of CO2 and brine flows in reservoirs

are not currently capable of running at such resolutions. In this chapter, I consider dissolu-

tion during CO2 injection into a simple representation of a layered reservoir, and quantify

the increased dissolution rates due to an increase in interfacial area between the CO2 and

the reservoir fluid. This provides a base case, given that the additional complexities are

likely to substantially increase dissolution rates. The model is then evaluated using param-

eters appropriate to large-scale CO2 injection such as reservoir bedding thickness, porosity,

saturation and injection flux.

I model a horizontally layered reservoir comprising alternating higher and lower permeability

layers. Free-phase, low viscosity CO2 flow will preferentially be confined to the higher per-

meability layers. This channelisation is enhanced by capillary entry pressures which impede

CO2 entering the lower permeability layers (c.f. Sathaye et al., 2014). The model assumes a

simplified geometry or horizontal strata within the reservoir with CO2 flow confined to the

high permeability layers and ignores buoyancy of the supercritical CO2. It is assumed further

that there is no flow of CO2 between layers, but there is diffusive exchange of CO2 across the

static, water-filled, low permeability layers. The modelling provides a minimum estimate for

CO2 dissolution, against which the effect of additional processes or field observations may

be assessed. Mixing of CO2 and water along formation boundaries, fingering of low viscosity

CO2 into formation waters and the consequent dissolution of CO2 ahead of the CO2 finger,

and the much more complex permeability structures in most sedimentary rocks would all be

expected to enhance dissolution rates, most probably by an order-of-magnitude or more. It

will likely only be possible to estimate the impact of these processes by experiments in field

settings.
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Figure 2.1: Schematic diagram of a two dimensional finger of free-phase CO2 propagating
along a high permeability porous layer that is initially saturated with water surrounded by
a low permeability porous aquifer also saturated with water.

2.2 CO2 Flow in a Single High Permeability Layer

2.2.1 Single Layer Model

I first consider CO2 propagating along a single, high permeability layer of width w, porosity

φ and permeability k in a low permeability, water saturated aquifer of porosity φa and

permeability ka (Figure 2.1). CO2 is injected into the high permeability layer at constant

volumetric rate Q. For simplicity, I assume that a finite capillary entry pressure confines

the flow of free-phase CO2 to the high permeability layer. The CO2 finger has a total length

L(t) and a volume flux at the front of the finger VF (t). The length of the CO2 finger is much

greater than its width so diffusive dissolution across the CO2-water interface at the finger

front is neglected and the interface is modelled as planar for simplicity.

The diffusive CO2 profile away from the CO2-water interface (in the z direction) for a given

value of x is given by the solution for diffusion into a semi-infinite layer (Carslaw & Jaeger,

1959, p. 59),

c =


c0 erfc

[
z

2
√
D(t− t0(x))

]
, t > t0,

0, 0 ≤ t ≤ t0,

(2.1)

where erfc is the complimentary error function, c0 is the maximum solubility of CO2 in water

as a dimensionless mass fraction, t is the time since injection commenced and t0(x) is the
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a b c

Figure 2.2: (a) Pore spaces in the high permeability layer are initially filled with water
(blue). (b) CO2 (grey) partially displaces the water. (c) CO2 dissolves into the residual
water leaving CO2-saturated water (green).

time at which the front passes position x = L(t0). The effective diffusion coefficient of CO2

in water is given by

D = Dm
φa
τ
, (2.2)

where Dm is the molecular diffusion coefficient of CO2 in water and φa and τ are the porosity

and tortuosity of the low permeability layer (Pismen, 1974). The CO2 concentration gradient

in the water away from the CO2 finger is therefore

∂c

∂z
= − c0√

πD(t− t0)
exp

[
−z2

4D(t− t0)

]
. (2.3)

The diffusive flux of CO2 at each point along the high permeability layer is equal to−D ∂c
∂z

∣∣∣
z=0

,

hence the total vertical diffusive flux of CO2 out of the high permeability layer at time t is,

Ftotal(t) = −2φa

∫ L(t)

0

D
∂c

∂z

∣∣∣
z=0

dx = 2φa

∫ L(t)

0

c0

√
D

π(t− t0(x))
dx, (2.4)

with φa introduced as CO2 only diffuses into water within the pores and the factor 2 ac-

counting for diffusion on both sides of the high permeability layer. As a non-wetting phase,

CO2 only partially displaces water in the high permeability layer. This reduces the fraction

of the porosity occupied by CO2 (given by the non-wetting saturation snw), and also means

that some CO2 dissolves into the water occupying the remaining pore space. This process is

illustrated in Figure 2.2.

The velocity of the CO2 front at x = L(t) is a function of the input flux and diffusive losses

given by lateral diffusion from the finger and complete saturation of the residual water within
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the CO2 finger,

VF (t) = vwφsnw = v0wφsnw − 2φaρr

∫ L(t)

0

c0

√
D

π(t− t0(x))
dx− vwφc0ρr(1− snw). (2.5)

Here v is the interstitial velocity of CO2 at the front and v0 is the CO2 interstitial velocity at

x = 0 where v0 = Q/wφsnw. As the density of free-phase CO2 (ρCO2) is less than the density

of CO2 saturated brine (ρH2Osat−CO2
), the mass fraction of CO2 required to saturate the brine

will take up more volume in the free-phase, hence a density ratio ρr = ρH2Osat−CO2
/ρCO2 is

introduced to account for this volume change. By introducing the non-dimensional variables

ṽ =
v

v0
, c̃ =

c

c0
, x̃ =

c20ρ
2
rφ

2
aD

v0w2φ2s2nw
x, t̃ =

c20ρ
2
rφ

2
aD

w2φ2s2nw
t, (2.6)

(2.5) may be rewritten in the generic form

(1 + α)ṽ = 1− 2

∫ L̃(t̃)

0

√
1

π(t̃− t̃0(x̃))
dx̃, (2.7)

where α = c0ρr(1 − snw)/snw is a measure of how much CO2 dissolves into residual water

within the CO2 finger. (2.7) gives the dimensionless front velocity as a function of dimen-

sionless time. For notational convenience, the ‘∼’ is dropped from all subsequent quantities.

(2.7) is solved numerically using a sequential iteration approach. The CO2 concentration

gradient at the interface is calculated every timestep allowing the total diffusive flux to be

deducted from the input flux giving the CO2 velocity, v, as a function of time. The new front

velocity allows the position of the CO2 front, L(t), to be calculated for the next timestep.

Note that the single finger model derived in this section can also be used to describe CO2

movement and dissolution rates in other reservoir settings where large permeability variations

may exist, for example a high permeability fracture propagating through a low permeability

host rock. In this case, the model could be used to calculate how dissolution changes the front

velocity of the CO2 as it moves through the fracture and therefore changes the breakthrough

time of CO2 leaking through the host rock, as demonstrated by Snippe et al. (2021).
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d tot

a

Figure 2.3: (a) Length of the CO2 finger L as a function of time t. At early times, the
length evolves as L ∼ t (black dashed line), and at late times it evolves as L ∼ t1/2 (red
dashed line). (b) The total lateral dissolution of CO2 from the high permeability finger into
the surrounding water is plotted as a function of time. At early times, the total dissolution
scales like t3/2. At late times, the total dissolution tends towards scaling like t. Both graphs
are plotted for α = 0, 0.01, 0.1.

2.2.2 Results

The model for propagation of a CO2 finger along a single, high permeability layer described

in Section 2.2.1 is solved to obtain the length of the CO2 finger as a function of time,

thereby giving the rate at which free-phase CO2 propagates through the reservoir, and also

the quantity of CO2 dissolved over time.

The length of the CO2 finger (illustrated as a function of time in Figure 2.3a) is governed by

the input flux and the total dissolution over the length of the finger. At early times (t� 1),

the dissolution area to input flux ratio of the CO2 finger is small, and so the amount of

dissolution is negligible meaning that the growth of the CO2 finger is dominated by the

input flux and evolves as L ∼ t. This is labelled as a period of advective growth in Figure
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2.3. During this period, the diffusive CO2 profile away from the CO2-water interface (in the

z direction) scales like F ∼ t−1/2, and since the total length of the finger is growing like

L ∼ t, the total diffusive flux Ftot across the length of the finger scales like

Ftot(t) ∼
∫ L(t)

0

F dx ∼ t1/2. (2.8)

The total lateral dissolution dtot into the low permeability layers is the sum of the total flux

over time (figure 2.3b), and hence the scaling at early times is

dtot(t) ∼
∫ t

0

Ftot dt ∼ t3/2. (2.9)

At late times (t� 1), due to the increased length of the CO2 finger, there is a greater area

available for dissolution and so diffusive loss dominates, meaning the length of the finger

tends towards the scaling L ∼ t1/2. The diffusive flux F at a point x on the finger continues

to scale like F ∼ t−1/2, but as the growth of the finger tends towards the length scaling like

L ∼ t1/2, the total diffusive flux tends to a constant, Ftot ∼ const. This means the total

lateral dissolution into the low permeability layers scales like dtot ∼ t at late times (Figure

2.3b). The transition between these two regimes happens when L ∼ t ∼ 1. Another way

to show the quantity of CO2 dissolved over time is by calculating the total CO2 dissolved

as a fraction of the total volume of free-phase CO2 injected into the system (Figure 2.4a).

The total dissolved CO2 is defined as the total CO2 injected into the system that has either

diffused into the water within the low permeability layers or saturated the residual water

within the CO2 finger. This fraction increases with time as the increase in the surface area

increases the ratio of diffusive loss to input flux and tends to 1 as t → ∞. The total

dissolution flux at a given time as a fraction of the total input flux also shows a similar trend

(2.4b).

Figures 2.3 and 2.4 have been plotted for three values of α. When α = 0, there is no residual

water within the high permeability layer and CO2 dissolves only by lateral diffusion into the

water in the low permeability layers. At low values of α, the fraction of CO2 dissolved in the

residual water within the high permeability layer is small compared with lateral loss to the

surrounding water, especially at later times. For a typical reservoir where snw = 0.8 (Krevor
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Figure 2.4: (a) Fraction of total injected CO2 that has dissolved as a function of time. The
fraction of the CO2 dissolved consists of CO2 that has diffused into the surrounding water as
well as the CO2 that has saturated the residual water within the CO2 finger. (b) Dissolution
flux at a given time as a fraction of the total input flux. Both graphs are plotted for α = 0,
0.01, 0.1.

et al., 2015), ρr = 1.5 and c0 = 5.5 wt% (Dubacq et al., 2013), α = 0.02 which suggests that

the dominant diffusive process would be lateral CO2 dissolution.

2.3 CO2 Flow Along Periodic High Permeability Layers

2.3.1 Multilayered Model

The saline aquifers suitable for geological storage are characteristically sandstones bedded

on 10−2 to 1 metre scales with permeabilities that vary by an order of magnitude or greater.

Injection of CO2 will primarily occupy the high permeability layers and the diffusive fringes

about the CO2-filled layers will overlap. I illustrate this behaviour with a periodically layered

reservoir with high permeability layers of width w, porosity φ and permeability k interbedded

with low permeability layers of width 2h, porosity φa and permeability ka. CO2 flows into
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Figure 2.5: Schematic diagram of periodically repeating high permeability porous layers of
width w, separated by low permeability porous layers of width, 2h. The reservoir is initially
saturated with water. CO2 is injected into the high permeability layers. z = 0 at the
high/low permeability interface and z = h at the midpoint between the high permeability
layers.

each of the high permeability layers at volumetric rate Q. It is assumed that a finite capillary

entry pressure confines advective flow of free-phase CO2 to the high permeability layers (see

Figure 2.5). The diffusive profile between layers is given by the solution for diffusion into a

layer bounded by two parallel planes (Carslaw & Jaeger, 1959, p. 100),

c = c0 −
4c0
π

∞∑
n=0

(−1)n

2n+ 1
exp

[
−D(2n+ 1)2π2(t− t0)

4h2

]
cos

[
(2n+ 1)π(1− z

h
)

2

]
. (2.10)

This gives a vertical CO2 concentration gradient in the water

∂c

∂z
= −2c0

h

∞∑
n=0

(−1)n exp

[
−D(2n+ 1)2π2(t− t0)

4h2

]
sin

[
(2n+ 1)π(1− z

h
)

2

]
, (2.11)

which evaluated at the interface between the free-phase CO2 and water is

∂c

∂z

∣∣∣
z=0

= −2c0
h

∞∑
n=0

exp

[
−D(2n+ 1)2π2(t− t0)

4h2

]
. (2.12)
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The velocity of the CO2 front at x = L is a function of the input flux, lateral diffusive loss

and saturation of the residual water,

VF (t) = vwφsnw =

v0wφsnw −
4φac0ρrD

h

∫ L(t)

0

∞∑
n=0

exp

[
−D(2n+ 1)2π2(t− t0(x))

4h2

]
dx − vwφc0ρr(1− snw),

(2.13)

with φa introduced as CO2 only diffuses into water within the pores and ρr = ρH2Osat−CO2
/ρCO2

accouting for the volume change from free-phase to dissolved CO2. Introducing the non-

dimensional variables

ṽ =
v

v0
, c̃ =

c

c0
, x̃ =

D

v0h2
x, t̃ =

D

h2
t, z̃ =

z

h
, (2.14)

(2.13) can be rewritten as

(1 + α)ṽ = 1− 4β

∫ L̃(t̃)

0

∞∑
n=0

exp

[
−(2n+ 1)2π2(t̃− t̃0(x̃))

4

]
dx̃ , (2.15)

where α = c0ρr(1−snw)/snw and β = hφac0ρr
wφsnw

. For notational convenience, the ‘∼’ is dropped

from all subsequent quantities. A similar iterative solution to the single finger case is used

to solve (2.15) to give the CO2 front position and velocity, and total dissolution of CO2 as

a function of time for the multi-layered model.

2.3.2 Results

The length of the CO2 fingers, and hence the rate at which the free-phase CO2 propagates

into the reservoir, evolve in three different stages (Figure 2.6a). At early times (t � 1),

as with the single finger case, the dissolution area to input flux ratio of the CO2 finger is

small, and so the amount of dissolution is negligible meaning the growth of the CO2 fingers

is dominated by the input flux and they evolve as L ∼ t. Since the diffusive flux away from

the CO2-water interface scales like F ∼ t−1/2 and the length of the finger grows like L ∼ t,

the total diffusive flux scales like Ftot ∼ t1/2 and hence the total dissolution of CO2 over
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a

Figure 2.6: (a) Length of the CO2 fingers L as a function of time t. Also plotted is the
line L ∼ t (black dashed line), and the line L ∼ t1/2 (red dashed line). The length of the
fingers increase as a linear function of t at both early and late times but with L ∼ t1/2 at
intermediate times. (b) The total lateral dissolution from the CO2 finger is plotted as a
function of time. At early times, the total dissolution scales with t3/2. At late times, the
total dissolution evolves proportional to time, as the diffusive flux becomes constant. Both
graphs are plotted for β = 5 and α = 0, 0.01, 0.1.
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Figure 2.7: (a) Fraction of total injected CO2 that has dissolved as a function of time. (b)
Dissolution flux at a given time as a fraction of the total input flux. Both graphs are plotted
for β = 5 and α = 0, 0.01, 0.1.

time scales like dtot ∼ t3/2 in this early advection dominated regime. At intermediate times,

there is a transition to a diffusion dominated regime where an increase in the CO2 finger

length and hence CO2-water contact area drives increasing dissolution. In this regime, the

fingers evolve like L ∼ t1/2. However, unlike the single finger case, there is another transition

from the intermediate diffusion dominated regime to a late-time advection dominated regime

where the CO2 fingers evolve like L ∼ t. This is due to CO2 saturation of water in the low

permeability layers which dampens diffusion over the more proximal parts of the CO2 layers.

The system reaches a steady state with a constant length zone at the front of the CO2 finger

in which dissolution of CO2 is significant. The total diffusive flux out of the CO2 fingers goes

to a constant, and the velocity at the front of the finger reaches a constant value which is

lower than the initial velocity. As the lateral diffusive flux is constant and the fingers evolve

L ∼ t, the total lateral dissolution into the low permeability layers scales as dtot ∼ t at late

times (Figure 2.6b).

The total CO2 dissolved as a fraction of the total volume of CO2 injected into the system

shows an initial increase in the first advective and diffusive regimes, before tending towards a
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Figure 2.8: The length of the CO2 fingers plotted as a function of time for four different
values of β. Also plotted is the line L ∼ t (black dashed line), and the line L ∼ t1/2 (red
dashed line). Larger values of β evolve with L ∼ t1/2 for longer before transitioning back to
evolving with L ∼ t.

constant value which corresponds with the late time advective regime (Figure 2.7a). At this

point, the total diffusive flux out of the finger is constant, which can be seen when plotting

the total dissolution flux at a given time as a fraction of the total input flux (Figure 2.7b).

Figures 2.6 and 2.7 were plotted for a single value of β = 5. The value of β ( = hφac0ρr/wφsnw )

determines the relative significance of the three regimes, where β is a ratio between the vol-

ume available for CO2 to dissolve into the low permeability layers (hφac0ρr) and the volume

of CO2 in the high permeability layers (wφsnw). The effect of changing β on the length of

the CO2 fingers is shown in Figure 2.8, for α = 0. Larger values of β correspond to systems

which allow more CO2 diffusion, leading to a more pronounced diffusive regime. This is

illustrated by the purple line in Figure 2.8 corresponding to β = 10, which clearly evolves

as L ∼ t1/2 at intermediate times. For small values of β, the water between the CO2 fingers

saturates quickly meaning that further CO2 dissolution is suppressed, and results in a less

significant diffusive regime, as shown by the blue line in Figure 2.8 for β = 0.1.

Importantly, β also determines the maximum fraction of CO2 dissolved at long times, re-

flecting the ratio of the volume of water available for saturation with CO2 and the volume of

CO2 in the high permeability layers. The total fraction of injected CO2 that has dissolved

is plotted as a function of time for changing β (Figure 2.9a), for α = 0. Larger values of β
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Figure 2.9: (a) Fraction of total injected CO2 that has dissolved as a function of time is
plotted for β = 0.1, 0.5, 2 and 10, with α = 0. (b) The maximum fraction of injected CO2

dissolved at steady state is plotted as a function of β for α = 0, 0.01, 0.1. The coloured
crosses correspond to the values of β and the late time maximum fractions obtained from
(a).

correspond with a higher maximum fraction of injected CO2 dissolving into the surrounding

water at late times. The dependence of β on this late time maximum dissolved fraction

is plotted in Figure 2.9b. There is a sharp increase in the maximum CO2 dissolved up to

β ≈ 2, after which point the maximum dissolution fraction is less sensitive to increasing β.

It is important to note that although larger values of β correspond with higher maximum

dissolution fluxes as a fraction of the injection flux, if β is large due to the high permeability

layers being further apart (i.e. large h), it will take longer for the system to reach this late

time regime compared to a system with high permeability layers that are close together as

the time scaling is proportional to h2 (see (2.14)).
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2.4 Discussion

I will now apply the model for CO2 flow along periodic high permeability layers described

in Section 2.3.1 to a real world example of a carbon storage reservoir, and then discuss the

assumptions made in the model, and the extent to which the results from the model can be

applied.

2.4.1 Application to CO2 Reservoir

Evaluating the model using parameters appropriate to field settings establishes a practical

sense of the permeability structures, lengths and timescales for which significant dissolution

of CO2 will occur. The Salt Creek Oil Field in Wyoming has been the site of CO2 injection

for enhanced oil recovery since 2004. In 2010, there was a monitored injection of CO2 into a

20 m interval of the second Wall Creek sandstone unit. This is a highly heterogeneous deltaic

sequence made up of mudstones, siltstones and sandstones in coarsening up sequences (Lee

et al., 2005).

Bickle et al. (2017) estimated the permeability profile of the injection interval using porosity

measurements calculated from gamma ray density logs. Order-of-magnitude permeability

variations were found on ∼ 0.5 m length scales. However, the resolution of the permeability

distribution was limited by the resolution of the gamma ray density logs, which was ∼ 0.35

m, and it is probable that large variations in permeability on smaller length scales exist.

The periodically repeating layered model is evaluated using parameters from the CO2 in-

jection into the second Wall Creek sandstone unit. The parameters used in the calculation

are Dm = 2 × 10−9 m2s−1 (Cadogan et al., 2014), φa = 0.12, τ = 5, CO2 input velocity

v0 = 4× 10−5 ms−1, porosity φ = 0.2 (Bickle et al., 2017), fraction of the porosity occupied

by CO2 snw = 0.8 (Krevor et al., 2012), maximum saturation concentration c0 = 5.5 wt%

calculated at 15 Mpa, 50◦C and a salinity of 0.05 mol NaCl/kg(H2O) (Dubacq et al., 2013),

densities ρH2Osat−CO2
= 1025 kg m−3 and ρCO2 = 700 kg m−3, calculated at the same reservoir

conditions (Garcia, 2001), and a high permeability layer spacing to width ratio h/w = 1.5

(Bickle et al., 2017). This gives an effective diffusivity D = 2 × 10−11 m2s−1 and a density
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ratio ρr = 1.5. Using these values gives α = 0.02 and β = 0.1.

Three different widths for the high permeability layer have been plotted. These are w = 0.5

m, as calculated by Bickle et al. (2017), as well as w = 0.1 m and w = 0.05 m, accounting

for the limited resolution of the permeability distribution. On injection, it is important to

know how far the CO2 propagates into the reservoir. Figure 2.10a shows the length of the

CO2 fingers from the injection point as a function of time, which is a measure of propagation

distance. A separate curve is plotted for each value of the high permeability layers w, with

the ratio between high permeability layer spacing to layer width held constant. The length

of the finger if no diffusive loss occurs is also plotted (black dashed line). For smaller values

of w, with h/w fixed, the distance the CO2 has propagated into the reservoir at a given time

will be less, with a more pronounced discrepancy at later times. When w = 0.05 m, the CO2

travels around 15% less far than if no dissolution had occurred. Where the bedded layers

are thicker, w = 0.5 m, the propagation distance into the reservoir is only reduced by around

5%.

It is also important to know how much of the injected CO2 dissolves into the surrounding

water. Figure 2.10b shows the fraction of the total injected CO2 that has dissolved into

the surrounding water as a function of time. The high permeability layers of width 0.1

m and 0.05 m show total dissolution of around 9% and 14% of the total injection volume

respectively within the first two years of injection. Less CO2 dissolves as a fraction of the

total injected if the bedded layers are thicker. The three curves plotted are all scaled from

the same curve calculated for α = 0.02 and β = 0.1. For reservoirs with thinner and more

finely spaced bedding (blue curve), the total dissolution approaches the maximum fraction

for that value of β after around three years. However, as the layer spacing gets wider, it

takes longer to reach the maximum level of dissolution.

2.4.2 Assumptions in the Model

The first factor to consider is the extent to which the free-phase CO2 will remain confined to

the high permeability layers, thereby allowing a large CO2-water interface to develop which

enhances dissolution. The saturation distribution of CO2 within a heterogeneous reservoir
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a

Figure 2.10: CO2 propagation and total dissolution calculated for parameters from the
Salt Creek field, Wyoming. (a) Length of the CO2 finger as a function of time for three high
permeability channel widths (solid lines) and the length of the finger if no diffusive loss of
CO2 occurs (black dashed line). (b) The fraction of CO2 dissolved as a function of time for
three high permeability channel widths, w = 0.05, 0.1, 0.5 m.
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is often characterised by the non-dimensional capillary number,

Nc =
h

L

∆p

∆pe
(2.16)

which is given as the ratio between the horizontal flow-driving pressure gradients ∆p/L and

the typical vertical gradient in pore entry pressure ∆pe/h (Benham et al., 2021a; Jackson

et al., 2018; Virnovsky et al., 2004). The pore entry pressure ∆pe is the minimum pressure

required for the non-wetting phase (in this case CO2) to enter the pore spaces of a given

layer. It is dependent on the size and geometry of the pores, which can vary by orders of

magnitude between different rock types. A commonly used scaling for pore entry pressure is

pe ∼ (φ/k)1/2 (Leverett, 1941). At small values of Nc, also known as the capillary limit, the

heterogeneity-driven capillary forces dominate the flow of fluid phases, with CO2 confined to

the high permeability layers. At large Nc, also known as the viscous limit, the background

flow dominates such that capillary forces due to heterogeneities can be ignored. The capillary

number can therefore inform for which injection and reservoir scenarios the injected CO2

will be confined to the high permeability layers, as assumed by the model described in

this chapter. The capillary entry pressure can be estimated using (Benham et al., 2021b;

Leverett, 1941),

pe = p0

(
φ

k/k0

)1/2

, (2.17)

where p0 is a characteristic pore entry pressure and k0 is the average permeability of the

reservoir. Using values from the Sleipner field of p0 = 1.3 kPa and k0 = 1 D (Williams

& Chadwick, 2017), I obtain a difference in capillary entry pressure between high and low

permeability layers of 13.8 kPa, using φ = 0.2, khigh = 2 D, φa = 0.12 and klow = 0.1 mD. A

typical change in pressure due to CO2 injection into a heterogeneous formation is 180 kPa

(Ennis-King et al., 2017b). Using these values to evaluate the capillary number Nc, for a

reservoir with permeability variations on a ∼0.5 m scale, the system will be in the capillary

limit at distances greater than O(10 m) from the injection location, meaning that beyond

this distance the CO2 should be confined to the high permeability layers, as assumed in the

model. This is in agreement with distances from the injection well required for capillary

equilibrium calculated by Jackson & Krevor (2020) for a range of injection rates.
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The model assumes that CO2 only dissolves into the water by molecular diffusion and no

dispersion of CO2 occurs. Mechanical dispersion causes a fluid to spread out over time as it

takes different flow paths when moving through a complex porous matrix. Dispersion will act

to increase mixing between the CO2 and water and so enhance dissolution. For simplicity,

this study only includes molecular diffusion and so presents a lower bound for dissolution

rates which could be significantly enhanced by pore-scale dispersive mixing.

The model also assumes a planar interface between the injected CO2 and ambient water

within the high permeability layer. In a porous medium, when a low viscosity fluid such

as CO2 is injected into an ambient fluid with higher viscosity such as water, instabilities

form at the interface between the fluids. These instabilities extend out as fingers into the

ambient fluid (Saffman & Taylor, 1958). It is important to determine whether the length

of the viscous fingers are significant relative to the total length of the CO2 finger in the

high permeability layer. Nijjer et al. (2018) found that at late times the viscous fingers

coalesce to form a dispersive fringe which tends to a constant length. Scaling their results

using parameters from Salt Creek, I find at 3.5 days, the dispersive fringe makes up 25%

of the total length of the injected CO2 finger whereas after 30 days it makes up 4% of the

total length. Thereby, the length scale of the viscous fingers becomes small compared to the

length of the CO2 finger with time. Although Nijjer et al. (2018) focused on the shutdown

of miscible viscous fingers, simulations of immiscible viscous fingering by Kampitsis et al.

(2021) observed the same late time regime. These fingering effects would likewise act to

increase the mixing and hence dissolution of CO2 in ambient water.

Alternative geometries such as cross-bedding, graded bedding and finer scale isotropic hetero-

geneity potentially increase the surface area of the CO2-water contact within high permeabil-

ity layers leading to increased levels of dissolution. However, as the reservoir heterogeneity

becomes more diverse, it becomes harder to predict the exact flow path of the active CO2

phase and the fraction of the rock accessible by the active CO2 phase may reduce.

The model ignores buoyancy effects between the injected CO2 and the ambient water. Super-

critical CO2 has roughly two thirds the density of water at conditions of a typical subsurface

CO2 injection. When a more buoyant fluid is injected into a confined layer saturated with

a less buoyant fluid, the injected fluid travels faster along the top of the layer than the
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bottom (Pegler et al., 2014a). This leads to a very different profile shape to the planar

contact assumed in this model. The result is that the water within the high permeability

layers would not be fully displaced by CO2, and hence the CO2 would travel further for a

given input flux. This would also increase the contact area between the CO2 and water,

enhancing dissolution rates. This effect is largely captured in the current model by results

for thinner high permeability layers. Buoyancy effects would become important when the

buoyancy forces become large compared to the viscous background forces associated with

the injection pressures. This would be the case for thicker high permeability layers, as well

as at distances further from the injection well.

Finally, it is important to note that the current metric for total dissolution is as a fraction

of the total injected fluid into an infinitely long reservoir. In real CO2 storage sites, it is

important that the injected CO2 remains within a lease area, and hence the reservoir cannot

be treated as infinite. It is important to maximise the space within the lease area that can be

used to store CO2, as well as the rate of secondary trapping mechanisms such as dissolution

that act to stabilise the injected CO2 over long time periods. For the model described in this

chapter, the fraction of the storage reservoir that the free-phase injected CO2 can enter is

governed by the fraction of high to low permeability layers. However, the total mass dissolved

when the fluid front reaches a certain distance from the source is ultimately determined by

the length scale of the heterogeneities. Lots of small scale high and low permeability layers

increases the surface area available for diffusion and hence increases dissolution rates. There

is also a lower limit to length scale of the heterogeneities, below which background pressures

due to injection will overcome the variations in capillary entry pressure and the CO2 will

perforate all the layers. This length scale varies with the injection pressure, and the distance

from the injection zone, with CO2 more confined to the high permeability layers further from

the injection well due to lower background pressures.

2.5 Conclusion

Injecting CO2 into saline reservoirs with interbedded high and low permeability layers sub-

stantially enhances dissolution rates. As the fluid travels farther into the reservoir, the

K. A. Gilmore, Ph.D. Dissertation



CO2 Dissolution in Heterogeneous Porous Media 37

increase in surface area between the CO2 and surrounding water causes increased diffusive

loss. The velocity at which CO2 travels in the reservoir is dominated by the advective input

flux at early times and transitions to an intermediate diffusion dominated regime as diffusive

loss increases. At late times, the water in the low permeability layers reaches CO2 satura-

tion, dampening diffusion and resulting in a return to an advection dominated regime. The

significance of these regimes is governed by the ratio between the volume of water available

for CO2 dissolution in the low permeability layers and the volume of CO2 within the high

permeability layers. This ratio also governs the maximum fraction of injected CO2 dissolved

at late times. For reservoirs with characteristic bedding thicknesses of ∼0.1 m, the mod-

elling implies that a significant fraction of the CO2 will dissolve in water within a few years

of injection. The tendency of low viscosity supercritical CO2 to finger and the much more

complex flow paths in real reservoirs will likely increase CO2 dissolution rates above the

minimum estimates from this model. This study shows that dissolution rates can be very

significant when CO2 flows through naturally heterogeneous formations, and crucially more

than that driven by convective dissolution.

The chapter is adapted from Gilmore, K. A., Neufeld, J. A., and Bickle, M. J., (2020), CO2

dissolution trapping rates in heterogeneous porous media, Geophysical Research Letters, Vol.

47(12), e2020GL087001
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Chapter 3

Leakage Dynamics of Fault Zones with

Application to CO2 storage

3.1 Introduction

In typical CO2 injection scenarios, the buoyant CO2 rises until it reaches a structural seal,

such as a low permeability rock layer made up of shale, anhydrite or salt, which prevents

the fluid from migrating beyond the storage reservoir. For geological carbon storage to be

successful, it is vital that the CO2 remains securely trapped in the subsurface over long

timescales (Metz et al., 2005). Defects within the seal may allow stored CO2 to leak into

overlying aquifers and eventually to the surface. Therefore, it is important to understand

how these defects may contribute to the migration of CO2. Likewise, if groundwater con-

taminating non-aqueous phase liquids (NAPL) such as chlorinated organic solvents (Bear &

Cheng, 2010; Taylor et al., 2001) are released in the subsurface, defects in the reservoir seal

may impact the dispersal of these contaminants.
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Figure 3.1: Illustrative figure showing the potential for fault zones to act as leakage path-
ways for trapped fluids.

Faults, which are localised zones of brittle deformation, are a common feature in geological

reservoirs, and may act as leakage pathways for trapped fluids (Figure 3.1). There is a large

body of work on the structure and fluid flow properties of fault zones (Caine et al., 1996;

Faulkner et al., 2010; Nicol et al., 2017). A simple model for the structure of a fault zone is a

fault core, generally consisting of very fine grained crushed rock (gouge) and larger fragments

of broken up host rock, surrounded by a heavily fractured damage zone (Wibberley et al.,

2008) (Figure 3.2). The fault core and surrounding damage zone have very different hydraulic

properties. Laboratory measurements on samples of fault core show that the permeability

can be reduced by two to three orders of magnitude compared to the unfaulted host rock

(Zhang & Tullis, 1998; Shipton et al., 2002, 2005). In contrast, the presence of fracture

networks in the fault damage zone can increase the permeability of the host rock by two to

three orders of magnitude (Simpson et al., 2001; Oda et al., 2002; Mitchell & Faulkner, 2008).
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Figure 3.2: Structure of a typical fault zone consisting of a low permeability fault core
surrounded by a heavily fractured, high permeability damage zone. Figure adapted from
Faulkner et al. (2010).

The resultant model for fluid flow in fault zones is a barrier-conduit system, where the fault

core acts as a barrier to across-fault flow and the fracture damage zone channels flow parallel

to the fault plane (Caine et al., 1996; Balsamo et al., 2010). Studies have applied this model

to explore vertical exchange flows through faults between multiple aquifers (Woods et al.,

2015) and upward migration of CO2 into overlying permeable formations (Chang et al., 2008;

Kang et al., 2014).

Faults are relatively small features in basin-scale models, so can be computationally challeng-

ing and expensive to model accurately by standard multi-scale numerical flow simulations

(Class et al., 2009; Nordbotten et al., 2009). One option is to develop analytical models that

describe fault behaviour, which are then integrated into larger-scale models (Kang et al.,

2014; Nordbotten & Celia, 2011). These models are limited to some extent by the assump-

tions needed to solve the mathematical system of equations, but solutions can be obtained
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in seconds as opposed to hours/days, and developing these models also provides insight into

the dominant physical processes in the system.

A number of studies have focused on analytical solutions for buoyancy-driven flows or on

gravity currents in porous media with leakage from the current. This includes gravity cur-

rents in unconfined porous media leaking steadily through a permeable boundary (Acton

et al., 2001; Pritchard et al., 2001; Pritchard & Hogg, 2002), or leaking through discrete

fractures, where the leakage flux is driven by the hydrostatic pressure of the underlying less

dense fluid (Pritchard, 2007) or with the added effect of the buoyancy of fluid in the fault

(Neufeld et al., 2009). Previous studies have also considered leakage in confined aquifers

(Avci, 1994; Nordbotten et al., 2004, 2005) where leakage is driven by an increased pressure

due to injection or where a background pressure gradient between multiple aquifers con-

tributes to driving leakage through fractures (Pegler et al., 2014b). In all of these studies,

the leakage flux is driven by the Darcy velocity in the leaking boundary or fracture, which

is a product of the mobility of the injected fluid in the layer or fracture and the pressure

gradient across it.

The movement of fluids through porous rocks and small scale fractures can be modelled by

considering miscible porous media flows, where the flow is governed by Darcy’s law. Miscible

flows in porous media can be characterised by the Péclet number, Pe = d0Uτ/Dd, which

describes the relative importance of advection to diffusion in fluid transport. Here d0 is the

mean grain diameter, U is the characteristic velocity of the flow, τ is the tortuosity of the

porous media and Dd is the molecular diffusion coefficient. A composite transport coefficient

D can model the diffusive and dispersive contributions to the spreading of concentration

within the fluid, where

D = d0U

(
1 +

1

Pe

)
. (3.1)

(Houseworth, 1984; Delgado, 2007). In diffusion dominated flows, where Pe � 1, the trans-

port coefficient D ' Dd/τ is approximately constant whereas in advection dominated flows,

where Pe � 1, D ' d0U is dependent on the flow speed.

As a buoyant fluid is injected into a reservoir or escapes through a fracture into an adjacent

aquifer, it initially forms a buoyant plume. The behaviour of a buoyant plume in a porous
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medium was first studied by Wooding (1963), who mathematically modelled the dynamics of

a rectilinear plume by treating the incompressible flow using Darcy’s law and an advection-

diffusion equation for conservation of concentration. He derived a similarity solution that

predicts the amount of entrainment from the ambient and therefore describes the increasing

volume flux of the plume with height. Sahu & Flynn (2015) derived a new similarity solution

for Darcy plumes with large Péclet numbers to obtain expressions for the plume volume flux

and mean reduced gravity as functions of vertical distance from the source.

In this chapter, I develop an analytical model to describe the dynamics of leakage through

a fault zone cutting multiple aquifers and seals, which I test against a new set of laboratory

experiments. To model flow in faults cross-cutting multiple aquifers, I combine current

analytical models for a buoyant plume in a semi-infinite porous media (Sahu & Flynn, 2015)

and a leaking gravity current (Pritchard, 2007; Neufeld et al., 2009) with a new model for

fault leakage which accounts for increased pressure gradients within the fault due to an

increase in Darcy velocity directly above the fault. Previous studies providing analytical

solutions to fault leakage problems have used numerical solvers to verify their models (Kang

et al., 2014). Here, I test the results with a novel set of porous media tank experiments which

show a good fit to the model. The results of the modelling are illustrated by application to

a naturally occurring CO2-charged aquifer system at Green River, Utah, using an extension

of the model to calculate the fluid distribution across multiple vertically stacked aquifers,

cross-cut by a fault.

In Section 3.2, I formulate a theoretical model for the half-space plume in which the plume

volume flux and mean reduced gravity are used as inputs in a model for a leaking gravity

current and where leakage through the fault is driven by the hydrostatic pressure within

the underlying gravity current and the buoyancy of the fluid in the fault. In Section 3.3, I

show numerical results for the gravity current shape and leakage rates. Observations from

experiments show that an increase in Darcy velocity within the secondary plume above the

fault leads to enhanced pressure gradients within the fault. In Section 3.4, an expression

for the pressure above the fault is coupled with the leakage model presented in Section 3.2,

resulting in a new model for leakage through the fault. The model is matched against results

from a set of analogue porous media tank experiment in Section 3.5 and then in Section
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3.6, I demonstrate the application of the model in CO2 storage, by applying an extension

of the model to predict CO2 leakage across multiple aquifers. In Section 3.7, I consider the

validity of my model and discuss potential limitations and extensions, including the explicit

inclusion of multiphase flow relationships in the plume, gravity current and fault leakage

models. Finally, I present the conclusions from this chapter in Section 3.8.

3.2 Theoretical model

In this section, I present a model for calculating the leakage flux from an aquifer intersected

by a fault. To achieve this, I couple a model for a buoyant plume in a semi-infinite porous

medium with a model for a two-dimensional gravity current spreading under an imperme-

able base containing a fault of finite gap-width and thickness, and known permeability and

porosity.

3.2.1 Buoyant plume in a semi-infinite porous aquifer

Here I derive a solution for the steady flow of a two-dimensional buoyant plume in a semi-

infinite porous medium with unit thickness in the third dimension. A constant input flux q0

of fluid with density ρ0 is injected into a porous medium with permeability k and porosity φ

saturated with a denser ambient fluid of density ρa. Both fluids are assumed to be miscible,

with equal viscosities such that there are no capillary effects during the flow. The implications

of this assumption for application to CO2-water systems is discussed in Section 3.7. The

injected fluid mixes with the ambient fluid and forms a plume with a volume flux Q(z) and

density ρ(x, z) at a given height z (Figure 3.3a). I follow the analysis of Sahu & Flynn (2015)

who considered an unconfined plume in a porous medium for Darcy flow with Pe � 1,

in contrast to Wooding (1963). The analysis differs by considering a half-space model,

with an impermeable vertical boundary contacting the injection location. Assuming steady,

incompressible Boussinesq flow (shown in previous studies to be a useful approximation in

CO2-water systems (Amooie et al., 2018; Soltanian et al., 2016)), the governing equations

based on mass continuity, momentum continuity, solute transport and a linear equation of
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Figure 3.3: (a) Fluid with density ρ0 is injected with a constant input flux q0 into a porous
medium with permeability k and porosity φ, saturated with an ambient fluid of density ρa.
The fluid forms a plume with a volume flux Q(z) and density ρ(x, z) at a given height z.
(b) After the buoyant plume reaches the top of the aquifer, it provides a constant input
flux q of fluid with density ρ1 into a gravity current which spreads into a porous medium of
permeability k and porosity φ saturated with an ambient fluid of density ρa. The thickness of
the current is given by h(x, t). The current spreads under an impermeable baffle containing
a fault of gap-width df , thickness hf , permeability kf and porosity φf between x = 0 and
x = df . Injected fluid leaks through the fault with flux qF .

state are
∂u

∂x
+
∂w

∂z
= 0, (3.2)

1

ρa

∂P

∂x
+
ν

k
u = 0, (3.3)

1

ρa

∂P

∂z
+
ν

k
w = −gρ

ρa
, (3.4)

1

φ

(
w
∂C

∂z
+ u

∂C

∂x

)
=

∂

∂x

(
DT

∂C

∂x

)
+

∂

∂z

(
DL

∂C

∂z

)
, (3.5)

ρ = ρa(1− βC), (3.6)

where u and w are the fluid velocities in the x and z directions respectively, P is the fluid

pressure, ν is the kinematic viscosity, g is the acceleration due to gravity, C is the solute

concentration, β is the solutal expansion coefficient and DL and DT are the longitudinal

and transverse dispersion coefficients respectively. Since the plume is long and thin, one can
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neglect vertical variations in the horizontal velocity
(
∂w
∂x
� ∂u

∂z

)
and longitudinal dispersion.

Hence, the combined momentum equations and the solute transport equation become,

ν

k

∂w

∂x
= − g

ρa

∂ρ

∂x
, (3.7)

u
∂C

∂x
+ w

∂C

∂z
= φ

∂

∂x

(
DT

∂C

∂x

)
. (3.8)

A streamfunction ψ is introduced such that w = ∂ψ
∂x

and u = −∂ψ
∂z

. For Pe � 1, the

transverse dispersion coefficient may be approximated as

DT ' αw, (3.9)

where α is the transverse dispersivity (Delgado, 2007). On using (3.6) and (3.9), (3.7) and

(3.8) become
∂2ψ

∂x2
=
gβk

ν

∂C

∂x
, (3.10)

∂ψ

∂x

∂C

∂z
− ∂ψ

∂z

∂C

∂x
= φα

(
∂2ψ

∂x2
∂C

∂x
+
∂ψ

∂x

∂2C

∂x2

)
. (3.11)

For a steady plume, the buoyancy flux, or equivalently the solute mass flux, remains constant

with height, as the horizontally entraining ambient fluid only increases the volume of the

plume but does not alter the solute mass. The buoyancy flux of the plume per unit thickness

is conserved with height and is

F0 =

∫ ∞
0

wg′ dx, (3.12)

where g′ = g(ρa − ρ)/ρa ≡ gβC is the reduced gravity. A scaling analysis of (3.10), (3.11)

and (3.12) suggests that

ψ

x2
∼ gβk

ν

C

x
, (3.13a)

ψC

xz
∼ φα

ψC

x3
, (3.13b)

F0 ∼ wg′x ∼ ψgβC. (3.13c)
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Equation 3.13b motivates definition of a self-similar horizontal length scale of the plume

η =
x√
φαz

(z > 0), (3.14)

noting that z = 0 is the point of injection and therefore entrainment of the ambient fluid

and the corresponding plume equations are applicable only for z > 0. It is also worth noting

that the plume is defined as the region of the flow field where the concentration C > 0, or

equivalently g′ > 0. Now, on considering (3.13a), (3.13c) and (3.14) together, I can define

the stream function and concentration of the plume in the forms of similarity functions F (η)

and G (η) as

ψ =

[(
F0k

ν

)2

φαz

]1/4
F (η), (3.15)

and

C =
1

gβ

[(
F0ν

k

)2
1

φαz

]1/4
G (η), (3.16)

respectively. These expressions for ψ and C are related by (3.10) such that F ′(η) = G (η).

Similarly solute concentration, (3.11) implies that

F ′′′F ′ + F ′′F ′′ +
1

4
F ′′F +

1

4
F ′F ′ = (F ′′F ′)′ +

1

4
(F ′F )′ = 0. (3.17)

I solve (3.17) subject to the conditions that the solute concentration cannot be negative,

and tends to the background concentration in the far field, C(x, z) = 0 and F ′(η) = 0 as

x, η → ∞, whereas inside the plume C(x, z) > 0 and F ′(η) > 0. The transverse velocity

against the fault is zero, such that the value of the streamfunction ψ(0, z) = 0 so F (0) = 0.

With these conditions, it can be shown that

F (η) =


c sin

η

2
, η < π,

c, η > π,

and G (η) = F ′(η) =


c

2
cos

η

2
, η < π,

0, η > π,

(3.18)

where c =
√

8/π is a constant of integration which is obtained by applying the solutions for

w
(
= ∂ψ

∂x

)
and g′ (= gβC) to (3.12). Therefore, the expression for the volume flux per unit
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thickness of the plume is

Q =

∫ ∞
0

w dx =

[(
8F0k

νπ

)2

φαz

]1/4
. (3.19)

This result is a factor of
√

2 smaller than the volume flux of the unconfined plume given by

Sahu & Flynn (2015). Using (3.19), the average reduced gravity across the plume can be

calculated as a function of height,

ḡ′ =
F0

Q
=

[(
πF0ν

8k

)2
1

φαz

]1/4
. (3.20)

The equations here are for an ideal plume formed purely by a buoyancy flux, where the

volume flux Q → 0 as z → 0. For a non-ideal plume with a finite volume flux these

assumptions do not hold. I can correct for this by extrapolating the flow to negative values

of z and defining a point z = −z0 where the plume flux Q(−z0) = 0. The virtual source

location z0 is given by

z0 =
1

φα

(
πν

8F0k

)2

q40, (3.21)

where q0 is the volume flux into the system, and the buoyancy flux F0 = q0g
′
0 where g′0

is the reduced gravity of the injected fluid. Given these corrections for source conditions,

expressions for the plume volume flux per unit thickness and mean reduced gravity are

Q =

[(
8q0g

′
0k

νπ

)2

φα(z + z0)

]1/4
, (3.22)

and

ḡ′ =

[(
πq0g

′
0ν

8k

)2
1

φα(z + z0)

]1/4
. (3.23)

3.2.2 Gravity current with leaking fault at the origin

Here I consider the behaviour of a two-dimensional density-driven flow of a fluid in a porous

medium of permeability k and porosity φ saturated with an ambient fluid of higher density

ρa and bounded on one side by a impermeable vertical boundary (Figure 3.3b). The injected
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fluid spreads below an impermeable horizontal baffle containing a fault of gap-width df ,

thickness hf , permeability kf and porosity φf which abuts the boundary. At the horizontal

baffle, a gravity current forms due to fluid input from a rising plume. The fluid density ρ1

and input rate q into the gravity current are calculated using the expressions for the plume

volume flux and mean reduced gravity derived in (3.22) and (3.23). The values of q and

ḡ′ are evaluated at a vertical distance H from the initial injection point, which corresponds

with the level of the base of the impermeable baffle. I assume that the depth of the ambient

fluid is large compared to the thickness of the current (H � h). This means I can neglect

the effects of flow in the ambient and assume the values of q and ḡ′ remain constant with

time.

Using (3.22) and (3.23), I obtain expressions for the input flux into the current and reduced

gravity of the current,

q =

[(
8q0g

′
0k

νπ

)2

φαH(1 + θ)

]1/4
and g′ =

[(
πq0g

′
0ν

8k

)2
1

φαH(1 + θ)

]1/4
, (3.24)

where the dimensionless parameter

θ =
z0
H

=
1

φαH

(
πνq0
8g′0k

)2

. (3.25)

At the impermeable baffle, the injected fluid forms a gravity current, with some fluid leaking

through the fault. I assume that the current is long and thin, and the velocity is predomi-

nantly parallel to the baffle so that the pressure in the current is hydrostatic. The fault is

modelled using the barrier-conduit system described in Section 3.1, with the fault damage

zone within the baffle modelled using an average permeability kf and width df . Neufeld

et al. (2009) formulated a model for drainage through a fissure of given permeability and

width, which incorporates both flow driven by hydrostatic pressure as well as the buoyancy

of the fluid in the fault itself,

wf (t) =
kf
µ

∆ρg(h0(t) + hf )

hf
=
kfg

′h0(t)

νhf

[
1 +

hf
h0(t)

]
. (3.26)

Here kf is the permeability of the fault, hf is the length of the fault, µ is the dynamic viscosity
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and ν is the kinematic viscosity of the leaking fluid, h0 is the thickness of the current at

x = 0 (h0 = h(0, t)), and g′ is the reduced gravity of the current. Note that despite the

width of the fault, df > 0, I assume that its effect on the gravity current is localised to the

point x = 0, and the leakage is driven by the thickness there. A sharp interface between

the injected and ambient fluids is described by a thickness h(x, t) below the baffle at z = H.

Dispersion will occur predominantly at the edges of the gravity current as it propagates into

the reservoir and is expected to alter the shape of the current, the implications of which are

discussed during comparison with the experimental results in Section 3.5.3. However, where

the plume feeds the current directly below the fault, dispersion will be less pronounced.

Hence, I neglect dispersion in the gravity current as it does not significantly affect leakage

through the fault. The flow in the gravity current is driven by gradients in the hydrostatic

pressure, and the evolution of the height is determined by the divergence of the fluid flux,

φ
∂h

∂t
=
kg′

ν

∂

∂x

(
h
∂h

∂x

)
. (3.27)

The current forms when the plume impacts the impermeable baffle, and has initial condition

h(x, 0) = 0. (3.28)

Subsequently the gravity current is fed by the plume and has boundary conditions,

[
kg′

ν
h
∂h

∂x

]
x=0

= −(q − qF ),

[
kg′

ν
h
∂h

∂x

]
x=xN

= 0, h(xN , t) = 0, (3.29a, b, c)

which describe the input flux at the origin (equal to the plume input flux q, minus the fault

leakage flux qF ), a no flux condition through the nose of the current and zero thickness at

the nose of the current respectively. The current satisfies global conservation of mass, given

by

φ

∫ xN

0

h dx = qt− dfφfkfg
′

νhf

∫ t

0

h0

(
1 +

hf
h0

)
dt, (3.30)

where the final term comes from (3.26) and is equal to the total volume of fluid that has

leaked through the fault. Note that time t = 0 in (3.30) is the instant the plume first reaches

the impermeable baffle at z = H.
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Non-dimensionalisation

Based on (3.24), (3.27) and (3.30) I define the following dimensionless variables,

x̃ =
g′k2fd

2
fφ

2
f

kqνh2f
x =

πk2fd
2
fφ

2
f

8k2h2fφ
1/2α1/2H1/2(1 + θ)1/2

x, (3.31a)

h̃ =
g′kfdfφf
qνhf

h =
πkfdfφf

8khfφ1/2α1/2H1/2(1 + θ)1/2
h, (3.31b)

t̃ =
g′2k3fd

3
fφ

3
f

kφqν2h3f
t =

π3/2k3fd
3
fφ

3
fq

1/2
0 g

′1/2
0

83/2k5/2h3fν
1/2φ7/4α3/4H3/4(1 + θ)3/4

t. (3.31c)

By substituting (3.31a-c), (3.27-3.30) become

∂h̃

∂t̃
=

∂

∂x̃

(
h̃
∂h̃

∂x̃

)
, (3.32)

h̃(x̃, 0) = 0 and h̃(x̃N , t̃) = 0, (3.33)∫ x̃N

0

h̃ dx̃ = t̃−
∫ t̃

0

h̃0

(
1 +

hf

h̃0

kfdfφfg
′

qνhf

)
dt̃. (3.34)

I introduce the dimensionless parameter

λ =
g′kfdfφf

qν
=

πkfdfφf
8kφ1/2α1/2H1/2(1 + θ)1/2

, (3.35)

which characterises the strength of leakage through the fault due to the buoyancy of fluid in

the fault so that (3.34) now has the form

∫ x̃N

0

h̃ dx̃ = (1− λ)t̃−
∫ t̃

0

h̃0 dt̃. (3.36)

Here, λ = 0 describes the case where the leakage through the fault is only driven by the

hydrostatic pressure within the underlying gravity current and not by the buoyancy of fluid

in the fault.
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(a) (b)

Figure 3.4: (a) Thickness profiles of the gravity current from t̃ = 5 to t̃ = 50 at intervals of
5 for the λ = 0 case. (b) Normalised thickness profiles for λ = 0 showing the change in shape
of the current over time and deviation away from the self-similar zero leakage solution.

3.3 Numerical solutions

I solve for the full time-dependent behaviour of the gravity current numerically using a

finite difference scheme. The thickness profile of the current is initially h̃(x̃, 0) = 0, and the

subsequent evolution is described by (3.32)-(3.36). The thickness at x̃ = 0 is obtained by

solving (3.36) at each time step, using the thickness profile obtained from solving (3.32) and

calculating the new leaked volume of fluid using h̃0 from the previous time step. Results

obtained are shown in Figures 3.4-3.6.

Figure 3.4a gives the solution for the gravity current shape as a function of time. The

thickness profiles of the current are plotted from t̃ = 0 to t̃ = 50 at intervals of 5 with λ = 0,

which describes the case where leakage through the fault is only driven by the hydrostatic

pressure within the current below the fault. Figure 3.4b shows three height profiles at

t̃ = 0.5, t̃ = 5 and t̃ = 50 (solid lines), where the extent and height of the profiles have

been normalised by the maximum extent x̃N and the thickness of the current at x̃ = 0, h̃0.

The self-similar solution for the propagation of a gravity current through a porous medium

with a constant input flux and with zero leakage (Huppert & Woods, 1995) is also plotted

(dashed line). The solutions for the leaking gravity current deviate from the zero leakage
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(a) (b)

Figure 3.5: (a) Leaking gravity current horizontal extent and vertical extent at x̃ = 0
plotted as a function of t̃ for the λ = 0 case (solid lines). Dashed lines show the power law
behaviour of a gravity current with no leakage. (b) Gradient of the logarithmic horizontal
and vertical extent evolution plotted as a function of time (solid lines). The horizontal
and vertical extent deviate away from the 2/3 and 1/3 power law relationships of a gravity
current with no leakage (dashed lines).

case over time, demonstrating a non self-similar behaviour of the leaking current.

In Figure 3.5a, the evolution of the horizontal and vertical extent of the leaking gravity

current is plotted for λ = 0 (solid lines). At early times, the horizontal extent evolves

following a t̃2/3 power law relationship and the vertical extent of the current evolves following

a t̃1/3 power law relationship which agrees with the solutions for a gravity current with

no leakage (Huppert & Woods, 1995). At late times, the evolution of the horizontal and

vertical extent evolution deviate from these power law relationships. The vertical extent

of the current tends to a constant value, resulting in a constant rate of leakage from the

current. Late time asymptotic behaviour of (3.29) and (3.30) indicates that the thickness at

the origin h0 asymptotes to a constant as the gravity current nose tends towards infinity. It

is possible to show (by considering a small perturbation to this equilibrium point) that the

nose position approaches infinity like xN ∼ (qt)1/2 in this late time regime (see Appendix

A). This late time behaviour can be seen if the gradients of the log-log graph for the vertical

and horizontal extent of the current are plotted as a function of time (Figure 3.5b).

The total injected volume of fluid into the system increases linearly with time and partitions

between the gravity current and any leaked volume through the fault. A quantitative un-
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(a) (b)

Figure 3.6: (a) Total injection volume, gravity current volume and total leaked volume
plotted as a function of time for λ = 0, 0.1, 0.2 and 0.3. (b) Injection rate, rate of fluid input
into the gravity current and the rate of leakage through the fault as a function of time.

derstanding of this partitioning is a key metric for the storage security of injected fluids in

the subsurface. The total injection volume, gravity current volume and total leaked volume,

represented by the terms t̃,
∫ x̃N
0

h̃ dx̃ and
∫ t̃
0
(h̃0 +λ) dt̃ in (3.36), are calculated as a function

of time and plotted in Figure 3.6a for different values of λ.

Initially, the volume of fluid going into the gravity current is greater than the volume of

the fluid leaking through the fault. However, as the height of the current below the fault

increases, a larger hydrostatic pressure drives more fluid through the fault and the volume

of fluid leaking becomes larger than the volume of fluid going into the gravity current. This

transition can be seen when the fluxes of fluid going into the gravity current and leaking

through the fault are plotted as a function of time (Figure 3.6b). The value of λ signifies the

buoyancy of fluid in the fault. As λ increases, the buoyancy flux through the fault increases,

and so the leakage flux is a larger proportion of the total flux into the system.

3.4 A simple model for the pressure above the baffle

The theoretical model described in Section 3.2 accounts for leakage due to the hydrostatic

pressure in the underlying gravity current and the buoyancy of the fluid in the fault. In
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several of the laboratory experiments (presented in Section 3.5), a thinning of the secondary

plume that forms above the baffle close to the fault is observed (Figure 3.7c). The thinning

may be caused by an acceleration of the secondary plume, leading to differential negative

pressures near the fault which increase the total pressure gradient across the fault. Transport

of concentration in the secondary plume is similar to that described in Section 3.2.1, but

the length scale over which this dispersion plays an important role is much larger than the

length scale for the thinning of the plume (fig 3.13b), hence these effects are not included. In

this section a model for the pressure above the baffle is derived by considering an asymptotic

expansion in terms of a small deviation to the plume inlet velocity. The perturbation theory

in Section 3.4.1 was derived by Dr. Graham Benham from the Department of Earth Sciences,

University of Cambridge as part of a paper published in Journal of Fluid Mechanics, but I

have included it here for completeness.

3.4.1 Thinning plume model

The scenario considered is illustrated in Figure 3.7a. Note the redefined position of z = 0.

The secondary plume z ≥ 0 is fed by a vertical inlet velocity wf which is slightly smaller than

the buoyancy velocity wb = k∆ρg/µ, such that wf = wb(1 − ε) for some small parameter

ε � 1. As a result, the width of the plume, which is denoted d(z), must reduce from an

initial value df to a far-field value db = wfdf/wb. Note that it is possible for ε to be negative,

in which case the width of the secondary plume would increase. Flow into the secondary

plume is modelled using Darcy’s law and mass conservation,

u = −k
µ
∇ (p+ ρ1gz) , ∇ · u = 0, (3.37a, b)

along with boundary conditions corresponding to constant inflow across the fault, imperme-

ability at the vertical left-hand wall and far-field velocity conditions

w = wb(1− ε), at z = 0, (3.38)

u = 0, at x = 0, (3.39)
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Figure 3.7: (a) Schematic diagram illustrating the different parameters of the problem.
The secondary plume z ≥ 0 is fed by a pressure-driven flow wf through the fault, but must
accelerate to match the natural buoyancy velocity wb downstream. Hence, the plume width
d(z) thins out from initial width df to ultimate width db, resulting in a differential negative
pressure p− near its source. Note the redefined position of z = 0. (b) Figurative plot of the
vertical pressure profile above the fault. (c) Close up of a laboratory experiment showing
thinning of the secondary plume above the baffle (Note orientation of experimental image
has been rotated by 180◦, see Section 3.5).
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w → wb, at z →∞, (3.40)

respectively, where u and w are the fluid velocities in the x and z directions. At the edge of

the steady plume, a kinematic boundary condition is imposed and the pressure is set equal

to the ambient hydrostatic,

u = w
dd

dz
, and p = pa − ρagz, at x = d(z). (3.41a, b)

The pressure at the edge of the plume is hydrostatic (3.41), since it must match with the

pressure in the adjacent static ambient fluid. Consider an asymptotic solution of the form

u = εû(x, z) + . . . , (3.42)

w = wb + εŵ(x, z) + . . . , (3.43)

p = pa − ρagz + εp̂(x, z) + . . . , (3.44)

d = df + εd̂(z) + . . . (3.45)

for ε� 1. Clearly in the limit ε→ 0 the leading order terms in (3.42)-(3.45) satisfy (3.37)-

(3.41), as expected. At first order in ε, the pressure must satisfy the linear system

∇2p̂ = 0, (3.46)

∂p̂

∂z
= ∆ρg, at z = 0, (3.47)

∂p̂

∂x
= 0, at x = 0, (3.48)

∂p̂

∂z
→ 0, at z →∞, (3.49)

p̂ = 0, at x = df , (3.50)

∂p̂

∂x
= −∆ρg

dd̂

dz
, at x = df . (3.51)

Conservation of mass (combining (3.37a, b)), dictates that the pressure must satisfy Laplace’s

equation. Since Laplace’s equation is linear, this applies to leading order pressure as well

as the first order pressure correction, resulting in (3.46). Likewise, the boundary conditions

(3.38)-(3.40) and the hydrostatic condition in (3.41b) are all linear equations. Hence, they
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must apply to leading and first order pressure terms alike. The leading order pressure

solution (first part of (3.44)) satisfies all of these trivially. However, inserting the first order

pressure solution (second part of (3.44)) into (3.38)-(3.40) and (3.41b) results in (3.47)-(3.50),

respectively. The only nonlinear equation is (3.41a), also known as the kinematic condition.

In this case, one must expand out the variables, keeping only first order terms, which gives

(3.51). Conveniently, (3.46)-(3.50) can be solved independently of (3.51), indicating that

the plume shape and the pressure are decoupled to leading order. Then, after the solution

for p̂ is known, (3.51) can be integrated with boundary condition d̂(0) = 0 to get the plume

shape. The pressure solution is calculated by separation of variables, giving

p̂ = −8∆ρgdf
π2

∞∑
n=0

(−1)n

(2n+ 1)2
cos

[
(2n+ 1)

πx

2df

]
e−(2n+1)πz/2df . (3.52)

Hence, the pressure (including both leading and first order terms) at x = z = 0, denoted p−,

is given by

p− = pa −∆ρgdf

[
8G

π2

(
1− wf

wb

)]
, (3.53)

where G =
∑∞

n=0(−1)n/(2n + 1)2 ≈ 0.9160 is Catalan’s constant. The plume shape is

calculated by evaluating (3.51) and (3.52), which converge to the differential equation

dd̂

dz
= − 4

π
tanh−1

[
e−πz/2df

]
. (3.54)

Equation 3.54 is solved numerically with boundary condition d̂(0) = 0 and the solution

plotted in Figure 3.8a. Clearly, d̂ → −df as z → ∞, such that the the total plume shape

df + εd̂ asymptotes to the far field plume width db = dfwf/wb, as required.

Note that both the pressure p− and the inlet velocity wf are unknown in (3.53). Hence, to

close the system a second equation relating these two quantities is required. This is given by

considering the flow through the fault −hf < z ≤ 0. In particular, as illustrated in Figure

3.7, the flow through the fault is driven by a difference in pressure p+ − p−, where p+ is set

by the thickness of the gravity current,

p+ = pa + ∆ρgh0 + ρaghf . (3.55)
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Figure 3.8: (a) Perturbation of the width of the secondary plume (3.54). (b, c) Contour
plots of the pressure above the baffle p− (3.53), normalised to give a dimensionless value
(p− − pa)/∆ρgdf , for the different parameters of the problem h̃0 = h0/df , h̃f = hf/df and
k̃ = k/kf . Regions of the contour plots resulting in a widening plume wf/wb > 1 and positive
values of p− are omitted.
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Hence, by approximating Darcy’s law across the fault, a second relationship is obtained,

wf = −kf
µ

[
p− − p+

hf
− ρ1g

]
. (3.56)

Rearranging (3.53) and (3.56) gives the dimensionless equations for wf/wb and p−,

wf
wb

=
1 + (h̃f + h̃0)π

2/8G

1 + k̃h̃fπ2/8G
, (3.57)

p− = pa −∆ρgdf

[
h̃f (k̃ − 1)− h̃0
1 + k̃h̃fπ2/8G

]
, (3.58)

where h̃0 = h0/df , h̃f = hf/df and k̃ = k/kf are known parameters. From (3.57) and (3.58)

it is clear that negative values of p−− pa correspond with wf/wb < 1, and positive values of

p− − pa correspond with wf/wb > 1.

The pressure p− (written in dimensionless form (p− − pa)/∆ρgdf ) is illustrated in Figures

3.8b and 3.8c using contour plots. Largest negative pressures are observed for small values

of the gravity current thickness h̃0, or large values of h̃f and k̃ (corresponding to small

velocity ratios wf/wb). Note, however, that the asymptotic solution is not expected to be

valid for wf/wb � 1. In such situations a full numerical simulation is required to determine

p−. Nevertheless, for the parameter range of the current study (wf/wb ∈ [0.5, 1.2]), (3.58) is

expected to remain a good approximation.

3.5 Laboratory study

I conducted a series of laboratory experiments to test two aspects of the theoretical predic-

tions. First, the spatial distribution of the gravity current was measured as a function of

time. Second, the partitioning of fluxes between the gravity current and the fault was mea-

sured by calibrating the image intensity and dye concentration. As it was easier to model

experimentally, I considered a system in which the injected fluid is more dense with respect

to the ambient. Given the Boussinesq approximation, this system behaves symmetrically to

a less dense fluid rising in an aquifer saturated with a denser fluid. The experimental images
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Figure 3.9: Schematic of the experimental setup.

presented are rotated by 180◦ for ready comparison between the analytical and experimental

results.

3.5.1 Experimental Setup

The experiments were performed within a perspex cell of length 40 cm, height 70 cm and

internal thickness 1 cm (Figure 3.9). The cell was filled with glass ballotini which formed a

porous layer. The glass ballotini filling the majority of the cell had diameter b0 = 3.1± 0.2

mm except for the region adjacent to a central plastic spacer that lies across the cell where

the ballotini diameter bf = 1.0 ± 0.1 mm. The porosity of 3 mm glass ballotini in a cell of

width 1 cm was measured by Sahu & Neufeld (2020) and found to be φ = 0.41± 0.01, which

is slightly higher than the value of φ = 0.37 for randomly close-packed beads as the width

of the cell is comparable to the bead size. The permeability of the larger porous medium
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Exp. Symbol df (cm) hf (cm) H (cm) q0 (cm3 s−1) ρ0 (g cm−3) λ

A1 4 1.2 1.0 30.0 0.240 1.030 0.12

A2 ♦ 1.2 1.0 30.0 0.129 1.030 0.16

A3 × 1.2 1.0 30.0 0.040 1.070 0.19

B1 f 1.9 1.5 40.0 0.239 1.030 0.18

B2 4 1.9 1.5 40.0 0.139 1.030 0.23

B3 ♦ 1.9 1.5 40.0 0.115 1.070 0.26

B4 × 1.9 1.5 40.0 0.039 1.070 0.27

C1 f 2.5 2.0 40.0 0.245 1.030 0.24

C2 4 2.5 2.0 40.0 0.141 1.030 0.30

C3 ♦ 2.5 2.0 40.0 0.112 1.070 0.34

C4 × 2.5 2.0 40.0 0.040 1.070 0.35

D1 f 3.0 3.0 29.9 0.242 1.030 0.31

D2 4 3.0 3.0 29.9 0.182 1.030 0.36

D3 ♦ 3.0 3.0 29.9 0.102 1.030 0.43

D4 × 3.0 3.0 29.9 0.041 1.070 0.49

Table 3.1: Parameter values used in the experiments with associated value of λ from (3.35).
Typical uncertainties in these measurements are df ± 0.05 cm, hf ± 0.05 cm, H ± 0.1 cm,
q0 ± 0.001 cm3 s−1 and ρ0 ± 0.005 g cm−3.

filling the majority of the cell was estimated using the Kozeny-Carman relation

k =
b20

180

φ3

(1− φ)2
≈ 1.06± 0.15× 10−8 m2. (3.59)

The Kozeny-Carman relationship breaks down when applied to a small volume of beads,

hence the permeability of the region with smaller ballotini was treated as an unknown pa-

rameter and fitted for (see Section 3.5.3). The entire cell submerged in a large water tank

with dimensions 90× 80× 80 cm filled with fresh water of density ρa = 0.998 g cm−3. The

cell was closed on three sides, with one side open but lined with a permeable mesh so that

this unconfined side created a hydrostatic pressure boundary condition at the right hand side

of the cell. A total of 15 experiments were conducted, using four different fault geometries

(A-D), as summarised in Table 3.1.

During the experimental run, a peristaltic pump was used to inject aqueous solutions of
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Figure 3.10: Images showing the evolution of experiment B2. The theoretical predictions
for the position of the interface h(x, t) are shown for the thinning plume model presented in
Section 3.4 and the zero leakage model (Huppert & Woods, 1995). Images are rotated 180◦

to allow comparison with theoretical results (see Section 3.5).

sodium chloride (brine) dyed with red food colouring into the cell at a constant rate q0

which ranged from 0.039 - 0.245 cm3s−1, and was calculated by measuring the mass of the

brine container over the course of the experiment. The injected brine solutions had an initial

dye concentration of c0 = 3.00± 0.05 g/L and an initial density ρ0 = 1.030 g cm−3 or 1.070

g cm−3, assuming a water temperature of 20◦C (Green & Southard, 2019). The kinematic

viscosity of the water was 0.01 cm2 s−1 and the transverse dispersivity of the glass ballotini

was assumed to be α = 0.005 cm (Delgado, 2007). The experimental parameters were

selected so experiments spanned a range of λ values. I used a Nikon D5000 DSLR camera

with a resolution of 4288× 2848 pixels to capture images over the course of the experiment

with a time gap which ranged from 4-10 s. The cell was backlit using a LED light panel

with a perspex diffuser to ensure uniform illumination.

3.5.2 Post-processing scheme

A set of photographs for experiment B2 is shown in Figure 3.10, rotated by 180◦ for ready

comparison between the analytical and experimental results. The theoretical predictions for

the position of the gravity current interface h(x, t) in the bottom portion of the cell is plotted
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for the thinning plume model, along with the interface for the zero leakage model (Huppert

& Woods, 1995). The time t = 0 is defined as the point where the plume first makes contact

with the bottom of the central spacer. The horizontal extent of the gravity current was

measured as a function of time by picking the furthest front of the current above a threshold

value. The error range of the measurements was set by calculating the extent for a range

of threshold values. The results were verified by manually checking the front location from

photographs and showed excellent agreement. The height of the current was more difficult

to interpret due to dispersion from the plume making the top of the current uncertain.

To measure the flux of fluid leaking through the fault, the concentration of the injected

fluid throughout the cell must be determined, and so a series of calibration experiments

were performed to determine the functional relationship between the image intensity and

dye concentration. In each calibration experiment, the cell was uniformly saturated with a

red dye solution with concentration Cd. The light intensity for the calibration image was

calculated by subtracting the light intensity from a reference image containing no dye. A

total of 20 different concentrations between 0 g/L and 3.00±0.05 g/L were used to construct

calibration curves for the green and blue colour channels (Figure 3.11), where each colour

channels refers to the respective RGB value of pixels in the image. The dye calibration

is more sensitive to different colour channels at different dye concentrations, so a hybrid

calibration curve was used which weighted contributions from the green and blue curves.

The functional forms of the calibration curves for the green and blue channels are

CG = aI4G + bI3G + cI2G + dIG, (3.60)

and

CB =

aIB, I ≤ 106,

(b+ cIB)−1/d, I > 106.
(3.61)

where IG and IB are differences in the green or blue image intensity between the reference

and calibration images and a, b, c and d are fitting coefficients.

The calibration curve for the blue channel is sensitive to small changes in dye concentration

for concentrations up to ∼ 0.9 g/L, but insensitive at higher concentrations due to image

saturation. In comparison, the green channel is less sensitive at low concentrations but
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Figure 3.11: Calibration curves of image intensity against dye concentration for the green
and blue colour channels (black dashed lines). Also plotted is the effective concentration
where both calibration curves have equal weighting (grey solid line) and the 99% intervals
above and below which the green and blue curves dominate the effective concentration (grey
dashed lines).

has greater sensitivity at dye concentrations above 0.9 g/L. The best calibration results are

obtained when using a weighted average of the two curves to convert image intensity to dye

concentration. The effective concentration is determined by the function

Ceff = CB +

(
CG − CB

2

)[
1 + tanh

(
Cavg − τ

δ

)]
, (3.62)

where CB and CG are the concentrations calculated from the blue and green calibration

curves, Cavg = CB+CG

2
, τ is the concentration at which Ceff is a result of equal contributions

from CB and CG (grey solid line, Figure 3.11) and δ sets the width of the region both curves

contribute significantly towards Ceff (grey dashed lines, Figure 3.11). The calibration curves

in Figure 3.11 were calculated using an average light intensity across the full calibration

images. Calibration curves were plotted for subregions of the cell to check for the potential

effect of small variations in light intensity. However, it was found that effects of spatial
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Figure 3.12: (a) Total leaked dye mass (green circles) and leakage flux (pink circles) plotted
as a function of time for experiment A3 along with results for three leakage models (green
and pink lines). Grey dashed lines display thinning plume model solutions for an uncertainty
range for input kf ± 20%. (b) Picture of the experiment at time t = 700 s with width of
fault df and width of secondary plume db indicated.

variation were minimal.

The mass of dye across the cell is calculated by summing the average concentration within

0.5 × 0.5 cm2 sized bins, with the leaked mass equal to the total mass below the top of

the baffle. The total error in measurement is the sum of two errors. First, the leaked dye

mass shows a linear behaviour at late times. A root-mean-square deviation from a regression

line was calculated, with the deviations likely caused by small variations in light intensity

between each photo, for example due to trapped air bubbles. Second, the total measured

mass of dye across the cell was compared to the known input dye mass for each experiment.

The measured mass increases linearly as a function of time but the post-processing recovers

83-97% of the input dye mass across experiments. The partial measurement of the input

dye is likely due to sensitivity of the calibration curve to smaller concentrations. For each

experiment, the measured dye mass is scaled to the known input dye mass and the difference

is defined as the error in measurement.

K. A. Gilmore, Ph.D. Dissertation



Leakage Dynamics of Fault Zones with Application to CO2 storage 66

3.5.3 Experimental results and comparison with theory

Figure 3.12a shows the total leaked dye mass (green circles) and leakage flux (pink circles) as

a function of time for experiment A3. The leaked flux is calculated by taking the gradient of

a quadratic polynomial fitted over a seven element moving window. The errors bars represent

a 95% confidence interval for the regression coefficients.

The experimental results are compared to theoretical results from three different models

presented in Sections 3.2 and 3.4. The first model only considers the contribution from the

hydrostatic pressure within the underlying current (λ = 0). The second model considers

contributions from the underlying current and the buoyancy of fluid in the fault (λ 6= 0),

and the third model includes both of these effects but also considers the contribution of

flow-enhancing pressure deviations directly above the fault (thinning plume model). There

is very little difference between the solutions for the second and third model, suggesting that

the effects of pressure deviations above the baffle due to thinning of the secondary plume

are minimal. This agrees with experimental observations (Figure 3.12b), which show that

the width of the secondary plume is the same as the width of the fault (db/df ≈ 1).

Due to the difficulty in estimating the fault permeability kf , this was calculated by min-

imising the misfit between the experimental data and the thinning plume model using a

least-squares regression for one of the experiments. Experiment A3 (Figure 3.12) was se-

lected to fit the fault permeability due to the agreement between the thinning plume model

and the λ 6= 0 model. A value of kf = k0/3.9 ≈ 2.7± 0.3× 10−9 m2 was obtained and this

value was used to calculate the theoretical results across the other experiments. It is possible

that there is some variation in the fault permeability across different experiments, but this

should be small as the faults are a similar size and were all packed using the same method.

The sensitivity of the thinning plume model to changes in fault permeability is shown by the

grey dashed lines in Figure 3.12a, in which the model solutions are displayed for kf ± 20%.

Figure 3.13a shows the total leaked dye mass (green circles) and leakage flux (pink circles)

as a function of time for experiment D4, along with theoretical results for the three models.

There is a clear difference between the model which allows for a thinning plume above

the baffle and the model only considering contributions from the underlying current and
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Figure 3.13: (a) Total leaked dye mass (green circles) and leakage flux (pink circles) plotted
as a function of time for experiment D4 along with results for three leakage models (green
and pink lines). (b) Picture of the experiment at time t = 660 s with width of fault df and
width of secondary plume db indicated.

buoyancy in the fault, suggesting that acceleration and thinning of the secondary plume is

leading to enhanced pressure gradients within the fault. Experimental observations are in

agreement (Figure 3.13b), where significant thinning of the secondary plume can be seen

above the fault (db/df < 1).

Note that the model considering buoyancy in the fault assumes that the fault is initially

full of the injected fluid. Furthermore, the thinning plume model assumes that a secondary

plume has reached a quasi-steady state profile above the fault. In reality, at early times the

fault remains filled with the ambient fluid so the only driving force is the hydrostatic pressure

in the underlying current. To account for this, a breakthrough time is introduced, defined

as the time it takes for the injected fluid to fill the fault and breakthrough into the upper

reservoir. The breakthrough time is obtained from experimental observation by calculating

the average concentration just above the fault as a function of time (Figure 3.14).

The concentration is initially low before breakthrough, then rises sharply before levelling

off at a constant value. The grey shaded area in Figure 3.14 shows the potential range in

breakthrough time. The lower limit is when injected fluid first starts to enter the lower
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Figure 3.14: Average concentration directly above the fault plotted as a function of time
for experiment D4. Dashed lines show the upper and lower bounds for the breakthrough
time tb, defined as the time it takes for the injected fluid to fill the fault and breakthrough
into the upper reservoir.

reservoir. The upper limit is when the fault is full of injected fluid and so the concentration

just above the fault becomes constant. Across all the experiments, the average difference

between the upper and lower limit is ∼ 50 s. The upper limit breakthrough time is chosen

when running the numerical models as this is the point where the fault is filled with fluid of

a concentration similar to the gravity current and the plume above the fault has reached a

steady concentration.

Prior to the breakthrough time, all three models only consider the contribution from the

underlying current. After the breakthrough time, the other driving forces are taken into

account. The sensitivity of the plume thinning model to the range of breakthrough times is

shown in Figure 3.15. Here, the leaked dye mass and leakage flux are plotted as a function

of time for experiment D4, and compared against results from the model with leakage only

driven by hydrostatic pressure in the underlying current and the thinning plume model. The

thinning plume model has been calculated using the upper and lower bound breakthrough
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Figure 3.15: Sensitivity of the plume thinning model to the breakthrough time.
Total leaked dye mass (green circles) and leakage flux (pink circles) plotted as a function of
time for experiment D4 along with results for leakage driven by hydrostatic pressure within
the underlying current (unbroken line), and thinning plume model (dashed and dash-dotted)
for upper and lower bound breakthrough time tb.

times (tb− high and tb− low), obtained from Figure 3.14. The models converge to a similar

solution, within the range of experimental error.

This modification to the theory results in a discontinuous leakage flux profile (pink dashes,

Figures 3.12a, 3.13a), where the leakage flux increases rapidly at the breakthrough time.

These predictions broadly agree with the behaviour seen in the experimental data, where

initial leakage rates are slow as the fault fills with the injected fluid before increasing rapidly

to a higher and constant rate. The thinning plume model shows good agreement with the

experimental data in both total leaked dye mass and leakage flux.

Figure 3.16 shows the total leaked dye mass as a function of time across all experiments,

with symbols listed in Table 3.1. The solutions for the thinning plume model are plotted for

each experiment and show good agreement across all experimental setups A-D.

The horizontal extent of the underlying gravity current along with solutions from the thinning
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Figure 3.16: Total leaked dye mass through the fault plotted as a function of time for
the experimental setups A-D, with symbols listed in Table 3.1. Theoretical predictions of
the leakage mass for each experiment calculated from the thinning plume model plotted as
dashed lines.

plume model is plotted in Figure 3.17 for experimental setups A-D. In general the theoretical

model shows good agreement with the experimental data, although it tends to overpredict

the horizontal extent of the current. A possible explanation is that the gravity current

entrains ambient fluid as it moves into the reservoir which is not captured in the model.

This decreases the reduced gravity of the current, and hence reduces the distance it travels.

This effect would also cause the thickness of the current to increase, and this can be seen in

Figure 3.10, where the experimental current has a greater thickness than the thinning plume

model predicts, but appears more dispersed towards its outer edge.

3.6 Application to a CO2 storage reservoir

In reservoirs with multiple faulted aquifers and seals, a fraction of the injected fluid will flow

into the aquifers at each level and a diminishing amount will continue to leak through the
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Figure 3.17: Evolution of horizontal extent of the gravity current xN plotted for the
experimental setups A-D, with symbols listed in Table 3.1. Theoretical predictions for the
extent growth plotted as black dashed lines.

fault. When applied to geological CO2 sequestration, this has important implications for

providing an initial estimate of the security of a potential field scale storage site, especially

where numerical reservoir simulations are unable to include the details of faults. The critical

properties of the faults such as their damage zone widths and permeabilities may be estimated

from scaling relationships, analogue surface outcrops or drill cores if available.

To address the case of a fault cutting through multiple layers, I now extend the model

developed in Section 3.2 and Section 3.4 and briefly discuss the results. Three aquifers and

seals are stacked vertically with a fault cutting through the layers (Figure 3.18a). The same

physical parameters are used for each layer, and are modelled on a natural CO2-charged

aquifer at Green River, Utah, where CO2 has been escaping along fault zones for several

hundred thousand years (Bickle & Kampman, 2013). The aquifer properties used in the

model are thickness H = 122 m, permeability k = 1.4 × 10−15 m2 and porosity φ = 0.15.

The seals have thickness hf = 50 m and are cut by a fault of width df = 9 m (measured
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Figure 3.18: (a) Schematic showing injection of CO2 into a system with multiple stacked
aquifers and seals with a fault cutting through the layers. (b) The total CO2 mass in each
layer as well as the total leaked CO2 (leakage from layer 3) plotted as a function of time
for three different values of the fault permeability. The breakthrough time into each layer is
marked with a grey vertical line.

from drill core) with porosity φf = 0.07 (Kampman et al., 2014). The system is initially

saturated with water of density ρa = 1000 kg m−3. Less dense CO2 is injected at a constant

rate of 0.1 Mt yr−1 at the bottom of Layer 1, and assumed to have constant density ρ = 790

kg m−3 and dynamic viscosity µ = 6.9 × 10−5 Pa s, calculated at typical storage reservoir

conditions of 15 MPa and 40◦C (Dubacq et al., 2013). The mass flux of injected CO2 is

converted into a two-dimensional input flux assuming an along-fault system length of 1 km.

These parameters give an initial value of λ = 0.26.

The total CO2 mass in each layer as well as the total leaked CO2 (defined as the leakage from

Layer 3) is plotted as a function of time for three different values of the fault permeability

(Figure 3.18b). Note that the experiments performed in Section 3.5 had kf/k < 1 whereas
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the scenarios shown here have kf/k ≥ 1. When the fault permeability is comparable to or

less than the reservoir permeability, the majority of the CO2 remains trapped within layer 1

over a roughly 1000 year time scale. However, when the fault permeability is larger than the

reservoir permeability, a significant fraction of the injected CO2 leaks all the way through

the system. For example, in the two cases where kf/k = 5 and kf/k = 10, layers 2 and 3

do not accumulate significant amounts of CO2. However, even with kf/k = 10 ∼ 55% of

the CO2 remains trapped after 1000 years. Note that this is the simple case where all layers

have equal permeabilities. In a more realistic system where the permeability varies across

layers, it is likely that larger accumulations of CO2 would be seen in more permeable aquifers,

regardless of their position. This system represents the worst case scenario for CO2 storage

as trapping mechanisms such as capillary trapping and dissolution trapping are neglected.

In reality, as the CO2 rises and spreads out into different aquifers these other mechanisms

would contribute towards long-term storage of the CO2.

The model has a limit, when the flux into the aquifer is small, in which all the flux into the

aquifer leaks up the fault. This critical flux below which this phenomenon occurs is equal

to the flux driven by buoyancy through the fracture zone. For a reservoir with multiple

aquifers and seals, the leakage flux through the top layer will eventually reach this limit, as

the amount leaked decreases at each subsequent aquifer.

3.7 Discussion

I have presented a new analytical model that describes the dynamics of leakage through a

fault zone given properties relating to fault, aquifer and fluids. This new model has been

tested against results from analogue porous media tank experiments, from which I obtain

good fits with the experimental data. This model has then been applied to predict the CO2

distribution and leakage rates from a naturally-occurring CO2 reservoir. I find that when

the permeability of the fault is comparable to the reservoir, the majority (>96%) of the CO2

remains trapped after 1000 years. However, it is important to highlight the limitations of

the current model and discuss to what extent it can be applied directly in its present form,

and in which ways it might be fruitfully enhanced as part of a future study.
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The gravity current model uses a sharp-interface approximation (Huppert & Woods, 1995;

Hesse et al., 2007), originally developed for miscible flows in porous media. This is valid for

settings such as saline intrusions, but extra multiphase effects need to be considered when

applied to immiscible settings such as CO2-water systems (Golding et al., 2011). When CO2

is injected into water-saturated reservoirs, capillary forces play a key role in determining

the saturation distribution and flow properties through the relative permeability and capil-

lary pressure relationships (Nordbotten & Celia, 2011). When the fault and reservoir have

relatively uniform permeability, I expect the behaviour of the system to scale in a similar

manner to the miscible case, with the effective permeability instead replaced by the product

of intrinsic and relative permeability. However, geologically heterogeneous reservoirs may

have significant gradients in capillary pressure, which tend to rearrange the CO2 saturation

into high permeability regions, thereby accelerating plume migration (Benham et al., 2021b;

Jackson et al., 2018). An extension of the present model to fault zones with significant cap-

illary heterogeneity therefore remains an outstanding and important question in predicting

the flux through such systems.

Another potential refinement to the model is that the fault zone will have a capillary entry

pressure that needs to be overcome before leakage can occur and so the underlying current

may have to build up to a large thickness before breakthrough can occur. It is also possible

that the CO2 will be constrained to more localised flow paths with lower entry pressures

which, depending on the entry pressure and permeability of the fault and intervening reser-

voirs, may affect the vertical migration of CO2. These may be simply accommodated by the

addition of a critical height the gravity current must overcome to achieve breakthrough in

the fault (Sayag & Neufeld, 2016; Woods & Farcas, 2009).

The present gravity current model also assumes that the aquifer is unconfined (h � H).

This means that there is negligible flow of the ambient fluid and so fluid propagation is

independent of the viscosity ratio between the fluids (Huppert & Woods, 1995; Vella &

Huppert, 2006). Pegler et al. (2014a) showed that background pressure-driven flow due to

confinement starts to play a role when ratio of the current depth and aquifer depth (h/H) is

comparable to the viscosity ratio of the injected and ambient fluid. In the case of CO2 and

water, the viscosity ratio µCO2/µw ' 0.1, hence the assumption that the size of the reservoir
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is much larger than the thickness of the current is valid for currents up to ∼10% of the height

of the aquifer, as is the case at many CO2 storage sites. As the experiments performed in this

chapter were between fluids of near equal viscosity, the thickness of the currents across all

experiments are well within the limit for the unconfined approximation. For cases in which

hCO2 ' 0.1H, Pegler et al. (2014b) found that confinement causes greater leakage at earlier

times due to the introduction of background pressure, but at later times, as the CO2 fills

the entire depth of the aquifer, the maximum hydrostatic head below the fracture is limited

and hence the leakage rate is also limited. Incorporating the effects of confinement on the

gravity current would be an interesting additional extension of the present work.

There are other important fluid dynamical processes which stabilise the storage of CO2,

including for example the dissolution of CO2 into the brine. Dissolution depends on the

relative flows of CO2 and brine over the small (e.g. centimetre) length scales related to

CO2 diffusion, presenting significant modelling challenges. However, the mixing of CO2 and

brine within the rising plumes and fault zone is likely to enhance dissolution of the CO2 (c.f.

Kampman et al., 2014).

Constraining the hydraulic properties of fault zones in the field remains a much studied area

with many different factors affecting the flow of fluids, such as the host rock composition

(Wibberley & Shimamoto, 2003), fracture density (Mitchell & Faulkner, 2012) and fracture

connectivity (Sævik & Nixon, 2017) and their contribution towards the overall permeability.

The model presented in this chapter constrains the sensitivity of CO2 leakage rates to bulk

fault properties such as permeability, width and thickness. By observing the resultant plume

behaviour around complex fault zones, this simplified model could be used to provide an

estimate of these bulk properties. When applied in a suitable geological context, the model

presented here can be used to characterise the flow dynamics of fault zones.

3.8 Summary and conclusions

I have presented an analytical model that describes the dynamics of leakage through a fault

zone, motivated by the potential risk to storage security of anthropogenic CO2. It comprises

a two-dimensional gravity current in a porous medium, fed by a buoyant plume and spreading
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under a horizontal impermeable baffle. The medium is bounded by an impermeable vertical

boundary and the horizontal baffle contains a fault through which the current is leaking.

This system constitutes a reduced order model of a faulted caprock, whereby an impermeable

fault core is surrounded by a high permeability fracture zone (Wibberley et al., 2008) through

which leakage occurs.

I have thoroughly tested this model of flow and fault leakage using analogue laboratory

experiments in which the evolution of the plume, gravity current and leakage could be

continuously measured. During these experiments, I observed thinning of the secondary

plume above the fault due to an increase in Darcy velocity, leading to increased pressure

gradients across the fault. A new model for leakage through the fault was derived, including

this effect. In contrast to previous analytical fault models which use numerical solvers to

verify their models (Kang et al., 2014), I matched results using a series of analogous porous

media tank experiments, which supported the dependence of the fault width, fault height,

input flux and input density on leakage rates as derived by the model. Crucially, this analysis

showed how these parameters control the ratio of fluid flux into the aquifer compared to fluid

leaking through the fault, which is significant for storage efficiency.

I demonstrated the utility of the model for assessment of storage security of anthropogenic

CO2 by application to a naturally occurring CO2-charged aquifer at Green River, Utah,

using an extension of the model to calculate the fluid distribution and leakage rates across

multiple vertically stacked aquifers, cross-cut by a fault. This showed the dependence of

leakage rates on the fault/aquifer permeability contrast, with significant leakage occurring

when the fault permeability is larger than the reservoir permeability. A detailed discussion

of the limitations of the model in application to CO2-water systems was provided in Section

3.7.

It is important to note that while other trapping mechanisms such as dissolution trapping,

residual trapping and mineral trapping are important in CO2 storage, they occur on longer

timescales and so structural trapping remains the principal mechanism for storage of CO2.

Understanding to what extent faults within caprocks can act as potential leakage pathways

is crucial for ensuring safe storage of CO2.

The chapter is adapted from Gilmore, K. A., Sahu, C. K., Benham, G. P., Neufeld, J.
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A., and Bickle, M. J., (2022), Leakage dynamics of fault zones: experimental and analyt-

ical study with application to CO2 storage, Journal of Fluid Mechanics, Vol. 931, A31,

doi.org/10.1017/jfm.2021.970
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Chapter 4

The Otway Project

4.1 Introduction

The Otway Project is a pilot scale CO2 sequestration project, located in the onshore Otway

Basin in Victoria, Australia (Figure 4.1). The project demonstrates multiple stages of the

carbon capture and storage (CCS) workflow, namely CO2 extraction from a natural reservoir,

processing and compression of the CO2 into a supercritical state and injection of CO2 into

a sub-surface storage reservoir where it can be remotely monitored (Cook, 2014). There

have been various phases of the Otway Project which have investigated different methods of

storage (see Table 4.1).

Stage 1 took place between March 2008 and August 2009, with the aim of demonstrating

safe capture, transport and storage of CO2 at the Otway site (Jenkins et al., 2012). 65,445

tonnes of CO2-rich gas, composed of 75% CO2, 21% CH4 and 4% heavier hydrocarbons, was

extracted from the nearby Buttress gas field and injected into the Waarre sandstone reservoir,

an old gas field depleted by Santos between 2002-2003 (Boreham et al., 2011). Stage 2 of the
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Figure 4.1: Location map of the CO2CRC Otway Project showing positions of the major
wells. Red line gives the position of the cross-section in Figure 4.2. Figure adapted from
Boreham et al. (2011).
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project was divided into four phases: Stage 2A which finished in Februrary 2010, Stage 2B

which took place between June and September 2011, Stage 2B extension in 2014 and Stage

2C which took place between 2014-2018. The primary aim of Stage 2A was to characterise

the Paaratte Formation, the storage formation for Stage 2. A new injection well, CRC-2,

was drilled and cased, and stratigraphic logs, core samples and wireline data were acquired.

The aim of Stage 2B was to quantify the residual and solubility trapping of CO2 in a saline

formation in the absence of a structural seal (Paterson et al., 2013). 150 tonnes of pure CO2

was injected followed by 454 tonnes of water to drive the CO2 to residual saturation. A

series of tests including a pulsed neutron log (RST), noble gas tracer partitioning (LaForce

et al., 2014), reactive ester tracer partitioning (Myers et al., 2015), dissolution testing (Haese

et al., 2013), and thermal logging (Zhang et al., 2011) were conducted to measure the residual

saturation of the reservoir. The Stage 2B extension consisted of an injection of water spiked

with methanol, Kr and Xe, followed by an injection of 110 t of CO2 which was driven to

residual saturation by a further injection of CO2-saturated water, with the aim of measuring

the residual saturation of the reservoir (Ennis-King et al., 2017a; Serno et al., 2016). Stage

2C, which is the focus of this chapter, involved the injection of 15,000 tonnes of CO2-rich gas

into a saline aquifer accompanied by time-lapse seismic monitoring (Watson et al., 2018).

Stage 3 took place between March 2020 and May 2021, with a total injection volume and

target formation identical to Stage 2C, but the injection well, CRC-3, situated ∼600 m

down dip from CRC-2 (Jenkins et al., 2018). The seismic monitoring program focused

on development of an automated continuous downhole monitoring system using five wells

instrumented with fibre-optic sensing cables and nine permanently deployed surface orbital

vibrators (SOVs). Continuous time-lapse vertical seismic profile (VSP) were acquired giving

plume evolution in near-real-time (Pevzner et al., 2021).

The rest of this chapter focuses on Stage 2C of the Otway Project. I review the geology of

the storage reservoir and the acquisition and processing of the seismic reflection data. The

geometry of the reservoir and the amplitude anomaly associated with the CO2 plume are

interpreted from the seismic data. Amplitude difference measurements, seismic waveform

modelling and CO2 saturation logs are used to constrain the thickness of the CO2 plume.

Measured CO2 plume distributions are required for comparison against numerical simulations

performed in Chapter 5.
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The Otway Project

Stage 1 Injection of 65,445 t of CO2-rich gas into the Waarre Formation
at the CRC-1 well and related monitoring (complete)

Stage 2A Drilling of new injection well CRC-2 into the Paaratte Formation
and site characterisation (complete)

Stage 2B Injection of 140 t of pure CO2 into the Waarre Formation and
determination of residual saturation (complete)

Stage 2B Ext. Injection of 110 t of pure CO2 and geochemical tracers to esti-
mate residual CO2 saturation (complete)

Stage 2C Injection of 15,000 t of CO2-rich gas into the Paaratte formation
with related seismic monitoring (complete)

Stage 3 15,000 t of CO2-rich gas into the Paaratte formation with con-
tinuous seismic monitoring (complete)

Table 4.1: Various phases of the Otway Project (Cook, 2014; Pevzner et al., 2021)

4.2 Reservoir Geology and Conditions

4.2.1 Geological History

The location of the Stage 2C injection was the Paaratte Formation, located in the eastern

side of the Port Campbell Embayment within the Otway basin (Dance et al., 2012). The

area is associated with the eastern Gondwanan and Tasman breakup along the Australian

Southern Margin (Woollands & Wong, 2001). The Paaratte Formation lies in the Cretaceous

Sherbrook Group and is Campanian to Maastrichtian in age (Partridge, 2001). It was de-

posited during a stage of rifting in the Otway Basin, with the extension resulting in NW-SE

trending normal faults, downthrown to the south (Krassay et al., 2004) which form a series

of large fault bounded half grabens (Hill & Durrand, 1993).

4.2.2 The Paaratte Formation

The Paaratte Formation is subdivided into three units by correlating palynology to global

eustatic cycles (Partridge, 2011). These are Unit A, Unit B and Unit C with Unit A strati-

graphically lowest in the formation (Figure 4.2). Unit A was selected as the injection location

for Stage 2C as the other two units are juxtaposed against the Timboon Sandstone aquifer
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Figure 4.2: Geological cross-section through the Otway site from north to south showing
stratigraphic units and major faults (see red-dashed line on Figure 4.1 for location of cross-
section). Inset shows the stratigraphy for Unit A of the Paaratte Formation at a greater
resolution, including the injection interval for the Stage 2C injection. Figure adapted from
Dance et al. (2012) and Glubokovskikh et al. (2016).

by the nearby Naylor South fault, which may present a contamination risk (Watson et al.,

2012). Within Unit A there are several higher order parasequences that define reservoirs and

seals (see Figure 4.2 inset). The parasquences are correlated across the Paaratte Formation

using a combination of well cores and logs, seismic horizons and neutron/density and micro-

resistivity measurements from down-well probes (Dance et al., 2012). The parasequences are

known as PS1, PS2 and PS3, with PS1 stratigraphically lowest in the unit, and the target

for the Stage 2C injection.

PS1 and PS2 comprise deltaic sediments occurring as clay rich distal mouth bars grading
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to more sand rich proximal mouth bars and distributary channels. The distal mouth bars

are a mixed lithology with some poor reservoir rocks. In contrast, the proximal mouthbars

and distributary channels are high quality sandstones with large porosity (∼25-30%) and

permeability (1-2 Darcy) (Dance et al., 2019). The surfaces between parasequences, known

as flooding surfaces, are defined by extensive mudstone seals deposited in a shallow marine

delta front setting. Delta front facies have low average porosity (<15%) and permeability

(<10 mD) and high capillary entry pressures with the potential to act as a seal for a CO2

plume several tens of metres thick (Daniel, 2012). PS3 has similar deltaic deposits towards

the base, but more estuarine deposits (channels and heterolithic sands) towards the top. The

top of PS3, also the top of Unit A, is coincident with a major flooding surface comprising

a moderately mudstone layer of 20-25 m thickness (Dance et al., 2012). Overprinting the

system are numerous calcite and dolomite cemented layers or nodules, formed by post-

depositional precipitation from meteoric fluids at depth (Dutton et al., 2000). They have

very low porosity and permeability and are clearly identifiable in core samples. Their lateral

extent remains an uncertainty, but similar facies within the extensively mapped Frontier

Formation of central Wyoming, USA, which reflects a paleo-environmental system most

applicable to the Paaratte Formation, suggests that the cemented horizons are likely to be

discrete stringers on the order 40-200 m and hence more likely to act as baffles (Dance et al.,

2019; Dutton et al., 2002; Willis et al., 1999).

Well data

There are a number of wells in the study area from which various forms of data have been

collected. CRC-1, CRC-2, Naylor-1 and Boggy Creek-1 form a natural grouping of wells

because they sit within the same NW-SE orientated fault block. Naylor South-1 lies is

located on the down thrown side of the main Naylor South fault and shows significant

thickening of the Paaratte Formation. Buttress-1 is located in an up-thrown fault block to

the north and shows thinning of the formation (Watson et al., 2012). For the Stage 2C

injection, CRC-2 is the injection well and CRC-1, which lies ∼170 m to the south, is used

to directly monitor the CO2 plume. The other wells are further afield and not involved in

the Stage 2C injection.
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Core and well log data were obtained for the CRC-1 and CRC-2 wells. For CRC-2, a

total 176.1 m of core was recovered encountering a range of lithologies including shales from

the seal intervals and heterogeneous claystones, siltstones, sandstones and gravels (Dance,

2010; Lawrence et al., 2012). Immediately after drilling, wire-line logs were run in CRC-

2 to determine clay volume fraction, porosity, permeability, detailed lithology, structural

dip, cumulative thickness, minimum and maximum horizontal stress directions and fracture

identification (Lawrence et al., 2013). Pressure testing was also conducted using a modular

formation dynamics test (MDT) tool to obtain a complete vertical pressure-depth profile

along the CRC-2 well section (Bunch et al., 2012; Dance et al., 2012). No conventional

well logging tool can be used to directly measure permeability. However, nuclear magnetic

resonance (NMR) logging data in conjunction with permeability models can be used to

predict permeability. A commonly used model is the Timur-Coates model (Coates et al.,

1999), which has the form,

k =

(
φ

C

)m(
1− Swi
Swi

)n
, (4.1)

where Swi is the irreducible water saturation and C, m and n are model parameters which

can be derived statistically from lab NMR experiments on core samples. The permeability

profile obtained correlates well with the wire-line log results and permeameter measurements

of core slab faces and core plugs (Dance et al., 2012).

Gamma ray, clay volume fraction, porosity and permeability logs of CRC-2 have been plotted

over a depth interval centered around the injection location (Figure 4.3). In general, the Skull

Creek Mudstone and FS1 (the mudstone seal marking the top of PS1), have a lower porosity

and permeability and a higher clay volume fractions than PS1 and PS2. The cemented layers

which overprint the system are characterised by very low porosities and permeabilites.

4.2.3 Regional faulting

There are several NW-SE trending normal faults associated with late Cretaceous extension

that bound the injection zone. The major faults cut through the entire Paaratte Formation

and tend to die out before the top of the Sherbrook group (Dance et al., 2019). The Naylor

South fault is a major fault to the south of the injection zone with a throw of up to 190
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m. The vertical extent of the fault and the fault throw increases from west to east. The

Naylor South splay fault, several hundred metres north of the main Naylor South fault, exists

parallel to the main fault and is approximately 1500 m long with a maximum offset at the

Paaratte level of 15-30 m. It is of particular interest for the Stage 2C injection due to its

proximity to the injection region and its potential to effect plume migration. The splay fault

appears to die out before the top of the Paaratte Formation, which implies that any flow up

the fault plane would result in CO2 entering an upper layer of the formation and still remain

contained (Tenthorey et al., 2014). However, it is still important to assess to what extent

the fault may act as a barrier or conduit to flow.

Tenthorey et al. (2014) investigated likelihood of fault reactivation due to CO2 injection as

well as the across-fault and fault-parallel flow potential of the Naylor South splay fault. Due

to the small injection pressures associated with injection (Ennis-King et al., 2017b), fault

reactivation is very unlikely. The shale gouge ratio algorithm, which estimates the proportion

of shale or clay that might be entrained in the fault zone, was used to quantify the across-

fault flow potential of the splay fault and it was found that the fault should be sealing and

restrict lateral movement of CO2. Fault-parallel permeabilities are harder to assess, with

many factors such as rock type, fracture size/density and local stress fields affecting the flow

potential up the fault. Tenthorey et al. (2014) used empirical relationships of permeability

anisotropy to convert estimates of across-fault permeability into an estimate for vertical

permeability (Antonellini & Aydin, 1994; Arch & Maltman, 1990; Faulkner & Rutter, 1998;

Zhang et al., 2001). These studies find that in general vertical permeability is 1-2 orders

of magnitude greater than across-fault permeabilities due to preferential orientation of clay

minerals and deformation band effects. Dynamic simulations of high fault permeability

scenarios were performed and it was found that CO2 migrates 10s of metres vertically after

100 years which is still more than 350 m below the top of the Paaratte Formation.

4.2.4 Hydrodynamic properties of the reservoir

The Paaratte Formation is an extensive, regionally confined aquifer with flow paths that are

not well characterised. (Dance et al., 2012) speculates that flow rates within the formation

are not sufficient to impact the Stage 2C test, based on regional flow paths from the overlying
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Upper Cretaceous aquifer (Bush, 2009). The best estimates for the salinity of the Paaratte

Formation in the injection region are from 1000-2000 mg/L total dissolved solids (TDS)

(Dance et al., 2012). A modular formation dynamics test (MDT) tool was run in CRC-1

and CRC-2 to measure the formation temperature and recorded a maximum temperature

gradient of 0.02◦C m−1, which gives a temperature of 62.4±0.5◦C in the injection interval.

The MDT tool also gives formation pressure measurements with depth, with a pressure of

14.5±0.1 MPa in the injection interval (Dance et al., 2012; Pevzner et al., 2017).

4.3 Previous Geophysical Interpretation of the Paaratte Formation

Several horizons within the Paaratte Formation have been interpreted using a variety of

different datasets. Initial interpretation used regional 3D surveys extending over a total area

of 83.5 km2, which have a 24 fold resolution (number of receivers that record a given data

point) to a depth of 4 seconds with a bin size of 20 m. Supplementing the regional survey

is a reprocessed 2000 survey, repeated CO2CRC baseline and monitoring surveys acquired

in 2008, 2009 and 2010 and 3D vertical seismic profile (VSP) data which provides greater

detail directly over the study area (Dance et al., 2012) (see Figure 4.8b,d).

A series of studies have also interpreted data from the Stage 2C baseline and time-lapse

seismic reflection and VSP surveys. For the seismic reflection dataset processed using the

fast-track pre-stack time migration workflow, clear reflections are seen at ∼1200 ms TWTT

or ∼1450 m TVDss in the seismic difference cubes (difference between a given time-lapse

seismic cube and the baseline seismic cube). Root-mean-square (RMS) amplitudes computed

within a 24-ms time window corresponding to the injection interval show a clear anomaly

localised around the injection well CRC-2, with amplitudes that are much stronger (6-8

times) than away from this location (Pevzner et al., 2017, 2020).

A seismic inversion workflow which assimilated borehole measurements and geological models

was used to convert the pre-stack time migration time-lapse seismic difference to relative

change in acoustic impedance (Glubokovskikh et al., 2016, 2018, 2020), which is an analogue

for rock stiffness. Post-injection analysis of this dataset by Dance et al. (2019) showed that

the impedance anomaly associated with the CO2 plume preferentially extends along the main
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Figure 4.4: (a) Thickness of acoustic impedance ∆AI anomaly post injection of 5kt CO2

(TL seismic 1). (b) Cross section of acoustic impedance anomaly showing bifurcation, in-
terpreted as due to additional splay faults (red dashed lines). (c) Updated topography map
of the injection interval in PS1 with new splay faults. Figures adapted from (Dance et al.,
2019).

splay fault which indicates a high permeability zone either caused by a high permeability

fracture zone or a high permeability facies parallel to the fault. There is also a bifurcation

of the anomaly within the reservoir which Dance et al. (2019) interpreted as an additional

small minor fault running parallel with the the main splay fault and bisecting the CRC-1

and CRC-2 wells (Figure 4.4a,b). An updated topography map of the top of the Stage 2C

injection interval in PS1 as interpreted by (Dance et al., 2019) is shown in Figure 4.4c.

Initial interpretation of the post-stack time migration Stage 2C seismic reflection dataset by

(Popik et al., 2020), shows similar plume distributions in the seismic difference cubes, and

similar RMS amplitude anomalies around the injection interval as with the pre-stack time

migration data. The vertical seismic profile (VSP) difference data also shows a comparable
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Figure 4.5: Time to depth conversion using VSP data from CRC-1 and CRC-2. Figure
adapted from Dance et al. (2012).

TL signal and RMS maps around the plume, although it has lower coverage and lower fold

than the surface seismic data (AlNasser et al., 2017; Pevzner et al., 2020).

The VSP data available in the Naylor-1, CRC-1, CRC-2 and Boggy Creek-1 wells allows

time to depth domain conversion via well to seismic ties. Given the wells are vertical, a

velocity model was created by Dance et al. (2012) assuming a linear velocity function in

each layer. The model was built layer by layer (known as a layer cake model), with well

corrections performed after each layer. The resultant two-way travel time (TWTT) to depth

relationship for the CRC-1 and CRC-2 wells is shown in Figure 4.5. The TWTT-depth

relationships for the Boggy Creek-1 and Naylor-1 wells show very similar results, which

suggests that there is not significant lateral velocity variations across the fault block (Dance

et al., 2012).
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4.4 Time-lapse seismic reflection surveys

A total of 15,006 tonnes of CO2-rich gas was injected into CRC-2 at an average rate of 120

tonnes a day over the period from 2nd December 2015 to the 4th April 2016 (Figure 5.7).

The gas was injected into PS1, Unit A of the Paaratte Formation, over a perforated interval

between 1453.1 m and 1464 m TVDss (metres below mean sea level). The injected fluid

is a supercritical CO2-rich gas mixture extracted from the nearby Buttress reservoir with

fluid composition 78.7% CO2, 18.9% CH4, 1.38% N2 and 1.04% C5+ by molar percentage

(Watson et al., 2018).

A baseline seismic survey and five subsequent time-lapse surveys were undertaken in the

Stage 2C test. The baseline survey took place in March 2015, with injection commencing

in December 2015. Two of the time-lapse surveys were undertaken during injection, after

5,000 tonnes and 10,000 tonnes of CO2 had been injected respectively and the third survey

was undertaken at the end of injection, after 15,000 tonnes had been injected. Two surveys

more were undertaken one year and two years after the end of injection. The purpose of

the time-lapse surveys was to monitor the movement and stabilisation of the CO2 plume.

The acquisition and processing workflows of the seismic data was kept as uniform between

surveys as possible to allow for direct comparison between them.

4.4.1 Receiver array

A total of 908 5-Hz seismic sensors were divided between eleven receiver lines ∼100 m

apart, with the sensors spacer at 15 m intervals along each line (Pevzner et al., 2015). The

geophones were buried at 4 m depth in the ground to reduce ambient noise and variability

in geophone coupling with the ground (Shulakova et al., 2015).

4.4.2 Acquisition

For the seismic source, two Inova 26,000 lb vibroseis units were used, operating in flip-flop

mode to increase efficiency. The vibroseis units were moved around obtaining a total of 3003
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source points grouped into 27 lines. Sources were spaced at 15 m intervals along the line and

lines were spaced 50-100 m apart. A single 24 second 6-150 Hz sweep with 0.5 second cosine

tapers and 5 second listening time was used on every shot point (Pevzner et al., 2017).

4.4.3 Processing

Two methods have been used to process the seismic dataset, differing in their seismic mi-

gration process. The first approach produces plume images quickly, using a post-stack time

migration (Pevzner et al., 2017) whereas the second approach is more time-consuming but

results in a more detailed characterisation of the plume’s lateral and vertical extent and

increases image quality around fault zones through use of a pre-stack time migration (Popik

et al., 2020). The second approach was used to process the seismic data analysed in this

chapter and is detailed here.

Identical processing workflows were used across all vintages to allow direct comparison be-

tween seismic surveys, with the aim to suppress surface waves, shorten the source wavelet,

stack the data in a common midpoint domain and apply post-stack denoising. The main ad-

dition to the this approach was the inclusion of a pre-stack Kirchhoff time migration (Popik

et al., 2020). Seismic migration is carried out to move the reflective surface back to its actual

position and angle. In pre-stack time migration, the migration is applied before the stacking

process, which provides better results especially when imaging complex structures such as

fault zones (Popik et al., 2018). The velocity model obtained from the baseline survey was

used to pre-stack migrate all time-lapse surveys. Small time shifts may exist between seis-

mic volumes due to subtle changes in the shallow sub-surface, for example due to changes

in ground water level. To account for this, all time-lapse vintages were shifted to match the

baseline vintage using a post-migration time-shift, based on cross-correlation in a 400-1170

ms window above the plume position. Time-shifts were between -0.5 ms and 0.5 ms. Further

details of the processing workflow are given in Table 4.2.
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Processing stages Procedures

Data Input and geomotry
assignment

SEG-D data input; Correlation with sweep signal; Ge-
ometry assignment; Binning;

Velocity analysis and statics Velocity analysis; Elevation statics

Noise attenuation Time-frequency domain noise attenuation; Ground roll
removal

Deconvolution Surface-consistent spiking deconvolution

Residual static corrections Surface-consistent MaxPower autostatics

Migration Pre-stack Kirchhoff Time Migration

Post-migration processing FK-filtering; Stacking; FK-filtering; FXY-deconvolution

Table 4.2: Seismic processing workflow (Popik et al., 2020).

4.5 Interpretation of Pre-injection Survey

Seismic reflections surveys measure the reflectivity between layers in the sub-surface as a

function of two-way travel time (TWTT). TWTT is the time it takes for a seismic wave to

travel from the source to the receiver, via a reflection at a sub-surface boundary. To convert

from TWTT to depth requires the velocity structure of the sub-surface to be known, which

can be determined from seismic processing velocities, sonic logs from well data or checkshot

and VSP surveys (Francis, 2018). The latter was used to create a velocity model for the

Otway site (Figure 4.5).

If a seismic wave crosses a boundary at a normal incidence, the reflectivity R at the boundary

is a function of the change in impedance,

R =
I2 − I1
I2 + I1

=
ρ2v2 − ρ1v1
ρ2v2 + ρ1v1

, (4.2)

where Ii is the impedance of the upper (i = 1) or lower (i = 2) layer, which is a product of

the overall density ρi and seismic velocity vi of the layers. The larger the impedance contrast

at a boundary, the greater the amplitude of the reflected wavelet and hence the brighter the

reflection on the seismic reflection survey. A reduction in impedance across a boundary (e.g.

at the upper boundary of a CO2-saturated layer), results in a negative polarity reflection

which is coloured blue on the seismic reflection images. An increase in impedance across

a boundary (e.g. at the lower boundary of a CO2-saturated layer), results in a positive
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polarity which is coloured red in the seismic reflection images. Reflection amplitudes are

extracted from the seismic reflection surveys using Schlumberger’s seismic interpretation

software Petrel, which tracks the depth and lateral extent of the peak amplitude of the

reflected wavelets.

Seismic reflection surveys highlight boundaries between contrasting layers within the sub-

surface, hence provide a good estimate of the geological structure and geometry of the

reservoir. This is important as the geometry of low permeability horizons such as the mud-

stone seals will play an important role in governing the migration of CO2 throughout the

reservoir. In this section, I present a geological interpretation of the baseline survey and the

topographic structure of horizons proximal to the Stage 2C injection.

4.5.1 Geological Interpretation

Four different cross-sections of the baseline pre-injection seismic survey are shown in Figure

4.7, along with their geological interpretations. The location of each of the seismic lines is

shown in Figure 4.6.

Figure 4.7 shows the three main units within the Paaratte Formation (Units A, B and C),

with Unit A further subdivided into the three parasequences, PS1, PS2 and PS3, which are

separated by mudstone seals, FS1, FS2 and FS3. Further geological formations above and

below the Paaratte Formation are also shown. In general, the units are shallowly dipping

towards the Northwest, and there is a topographic high ∼400 m east of the CRC-2 injection

well. The seismic reflection images show many regularly spaced high amplitude reflections,

especially within the Paaratte Formation, which suggests a high level of heterogeneity within

the formation. Some of these layers are not continuous, either due to termination at faults

or thinning out, and cannot be traced across the area.

The Naylor South fault and Naylor South splay fault can be clearly seen, with ∼100 m and

∼40 m of average offset seen respectively. The Naylor South fault cuts through the entire

Paaratte Formation and dies out around the base of the Dilwyn Formation. The splay

fault dies out towards the top of Unit A in the Paaratte Formation. Units appear to be

thicker on the downthrown side of the main fault. Towards the edges of the seismic lines,
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Fig 4.10, 4.12
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Figure 4.6: Location of seismic lines. Dashed line = extent of plume from TL5 survey.
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horizons appear to curve upwards rapidly. This is a seismic processing artifact known as

overmigration (Zhu et al., 1998) which is caused by inaccurate velocity estimates due to the

reduced seismic data coverage in these areas.

The mudstone layer FS1 at the top of PS1 appears to be of a similar thickness to PS1, even

though the CRC-2 well log data (Figure 4.3) suggests that FS1 is ∼8 m thick whereas PS1

is ∼30 m thick. This highlights a resolution issue with the seismic reflection images. The

frequency of the seismic waves determine the minimum vertical thickness of a layer that can

be resolved in the seismic data. In general, it is possible to detect a layer down to 1/32 wave-

length, where the wavelength λ = v/f , where v is the seismic velocity and f is the frequency

of the seismic wave. However, for layers of thickness less than 1/4 wavelength, interference

between the reflections at the top and bottom of the layer mean that the thickness of the

layer cannot be resolved from seismic reflection images. In these cases, the distance between

the top and bottom reflections will remain at a λ/4, even though the layer thickness is less.

Evaluating λ/4 for the Paaratte Formation using v = 3195 m s−1 and f = 40 Hz, gives a

vertical resolution of 20 m, which is approximately half the thickness of PS1, hence could

explain why FS1 appears a similar thickness to PS1.

Synthetic waveform modelling presented in Section 4.7.4 suggests that some of the seismic

reflections may be picking out the cemented layers within the Paaratte Formation, rather

than the mudstone seals. There is evidence to suggest that some of the sealing layers appear

to pinch out in the seismic images (e.g. FS1 in Figure 4.7a). However, most of these cemented

layers are on the order ∼1 m thick, which is below the seismic detection threshold, and are

not laterally extensive, in contrast to the seismic reflections picked out (e.g. FS1) which

have lateral extents on the order of kms (Figure 4.8a, FS1 horizon).

Figure 4.7: Baseline seismic reflection survey (overleaf) (a)-(d) show different seismic
lines across the Otway site, the locations of which are shown in Figure 4.6. Top: seismic re-
flection images, red/blue reflections correspond to positive/negative amplitudes respectively.
Bottom: Interpreted images, showing major faults, formations and wells. DF (orange) =
Dilwyn Formation; PM (green) = Pember Mudstone; PPF (yellow) = Pebble Point Forma-
tion; MS (green) = Massacre Shale; TS (Orange) = Timboon Sandstone; PF (yellow) =
Paaratte Formation; SKM (green) = Skull Creek Mudstone.
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4.5.2 Horizon Geometry

The Stage 2C injection takes place into parasequence 1 (PS1), Unit A of the Paaratte

Formation. The top of PS1 is defined by an extensive mudstone seal, under which the

injected CO2 is expected to spread. The negative (blue) reflection at 1200 ms two-way travel

time (TWTT) is interpreted as the boundary between the bottom of the mudstone and the

top of PS1. The maximum amplitude of this reflection was picked across the baseline seismic

survey to give the lateral extent of the horizon in TWTT. The TWTT to depth relationship

in Figure 4.5 was then used to convert from travel time to depth, and a correction of 50.4 m

applied to convert from metres depth (MD) to metres below mean sea level (m TVDss)

(Lawrence et al., 2012).

The resultant horizon is plotted in Figure 4.8a. The Naylor South fault and splay fault

are clearly visible with both showing increasing throw from west to east. The splay fault

transitions into a fold to the west of the area. For comparison, the topography of the top of

the PS1 sand as interpreted by Dance et al. (2012) is shown in Figure 4.8b. Both horizons

dip towards the northwest in the northwest section of the area. To the east of the wells, the

2015 survey plateaus out, with a small topographic high ∼400 m east of CRC-2, whereas the

2012 interpretation continues rising to the southeast. Note that the splay fault is visible but

the main Naylor South fault has not been interpreted in this survey.

The top of the Skull Creek Mudstone (also the base of the Paaratte Formation), was inter-

preted as the positive (red) reflection at ∼1215 ms TWTT. This horizon was also picked

across the baseline survey and converted to depth below mean sea level (Figure 4.8c). The

same horizon as interpreted by Dance et al. (2012) is plotted for comparison (Figure 4.8d). In

general, the Skull Creek mudstone reflection is found ∼20 m below the top of PS1 reflection

in the 2015 survey, whereas the distance between the horizons in the 2012 interpretation

is ∼35 m. The topographic differences between the two Skull Creek horizons reflect the

differences seen in the PS1 horizons.

The difference in depth between the top of the PS1 sand in the 2012 interpretation and the

2015 baseline survey is shown in Figure 4.9a, with darker regions corresponding to shallower

depths in the 2012 interpretation. Around the injection location, the two broadly agree,
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however there is some discrepancy towards the edges of the survey and around the fault.

Horizons were picked by hand so there is a ∼ ±1 ms error in two-way travel time, which

corresponds to a ±2 m depth error. However, some discrepancies between the surveys are

larger than this. The discrepancy at the edges of the survey are likely due to over-migration

during seismic processing. Figure 4.9b shows the discrepancy of the 2012 interpretation

around the fault zone when it is overlaid on the 2015 survey. Seismic imaging of fault

zones is challenging and conventional seismic reflection methods do not work well due to

complex geometries and large variations in the velocity structure. Other possible reasons

for differences between the two surveys are variations in the acquisition and processing

workflows, updated velocity models used in the time-to-depth conversion and different survey

resolutions. As the 2015 baseline survey has a greater resolution over the target area, and a

higher signal-to-noise ratio due to the use of a buried receiver array, it is used in the analysis

conducted in the remainder of this chapter.

4.6 Interpretation of post-injection surveys

The seismic lines for all time-lapse surveys are shown in Figure 4.10. There is an increase in

brightness for the negative (blue) and positive (red) amplitudes reflections above and below

the injection zone (marked by the green circle), associated with the top of the PS1 formation

and the bottom of the PS1 formation (coincident with the top of the Skull Creek Mudstone)

respectively. There is also a negative amplitude region below the injection zone at ∼1250 ms

two-way travel time (TWTT) that brightens in the time-lapse surveys.

Studies determining the CO2 distribution at the Sleipner field using time-lapse seismic re-

flection surveys used sharp reductions in amplitude within a horizon to determine the edge

of the CO2 plume (Bickle et al., 2007; Boait, 2012). However, the significant heterogeneity in

the Paaratte Formation means that there are greater amplitude variations across horizons,

and so high amplitude regions are not exclusively due to the presence of CO2. This is illus-

trated in Figure 4.11, where the negative amplitude reflection at top of PS1 is plotted in plan

view for the baseline and TL3 seismic surveys (Figure 4.11a,b). The amplitude distribution

for this horizon across both of these surveys is plotted in Figure 4.11c. There is an increase
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Figure 4.10: Seismic line (cross-line 123) for all time-lapse surveys, with injection interval
marked by green circle.
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Figure 4.11: Amplitude of the negative (blue) reflection at 1200 ms TWTT corresponding
with the top of PS1 plotted for (a) baseline and (b) TL3 seismic surveys. Black circles =
location of CRC-2 injection well (top) and CRC-1 monitoring well (bottom). (c) Histogram
showing the amplitude distribution for that horizon across the baseline (blue) and TL3 (red)
surveys. Histogram is coloured brown where blue and red bars are both present. There is
an increase in high amplitude reflections in the TL3 survey but there still significant high
amplitude reflections in the baseline survey.

in high amplitude regions from TL0 to TL3 due to the injected CO2, especially in close

proximity to the injection well. However, in the baseline survey there are still significant

regions displaying high amplitudes due to reservoir heterogeneity, hence it is difficult to tell

whether high amplitudes in the time-lapse surveys are due to CO2 or reservoir heterogeneity.

Seismic difference volumes can be used to more easily pick out the changes in sub-surface

reflections due to the presence of CO2. Here, the baseline seismic volume is subtracted

from a time-lapse seismic volume, leaving a volume which contains the amplitude differences

between the two, which is a result of both amplitude changes and shifts in travel-time.

The increase in reflectivity of the horizons at the top and bottom of PS1 can be clearly

seen in the time-lapse seismic difference volumes (Figure 4.12b-f). If all seismic surveys
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were acquired and processed under identical conditions, the only reflections in the seismic

difference volumes would be due to changes in the sub-surface, in this case due to CO2.

However, noise in the seismic data results in additional amplitude anomalies in the seismic

difference volumes, can be seen in Figures 4.12b-f.

Also clearly visible is the negative seismic anomaly below the injection site at ∼1250 ms.

Pevzner et al. (2020) suggests the reduction in seismic velocity in the CO2-invaded area

results in pushdown in the time-lapse surveys, which results in the negative anomaly below

the injection zone. However, analysis of the two-way travel time of horizons below the

injection zone suggests that minimal pushdown occurs. Instead, seismic waveform modelling

around the injection zone suggests that the negative anomaly is caused by constructive

interference of the seismic wavelets, and is discussed further in Section 4.7.4.

The extent of the negative amplitude anomaly (top of PS1) and positive amplitude anomaly

(top of Skull Creek Mudstone) in the seismic difference volumes is interpreted by picking

the peak amplitude of the reflections. The peak amplitude of both reflections is plotted

spatially in Figure 4.13, where only amplitudes above a threshold value of 2 are included.

Also plotted are the contours for the outline of the reflection if the threshold is set at 1.6

(dashed blue line) and 2.4 (solid red line).

Figures 4.13a-e show the time-lapse evolution of the negative amplitude anomaly and Figures

4.13f-j show the time-lapse evolution of the positive amplitude anomaly. In general, both

reflections display a similar behaviour over time, with an increase in the size of the anomaly

from TL1-TL4, and preferential spreading towards to the southeast. Both also display a

low amplitude region, ∼100 m east of CRC-1. Amplitudes are highest close to the injection

well, but the positive amplitude anomaly shows higher amplitude changes and also a greater

spatial distribution.

Within the seismic difference volumes there are other reflections associated with noise. These

can either be due to variations in amplitude between the surveys, or small travel-time shifts

of the horizons meaning that reflections shift out of phase resulting in a difference in the

seismic difference volume. Where amplitude anomalies associated with CO2 and amplitude

anomalies due to noise are in close proximity, it can make interpretation of the seismic

difference plots difficult. Figure 4.14 shows a close-up of the TL4 seismic difference volume
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Figure 4.12: (a) Baseline seismic line (cross-line 123). (b)-(f) Seismic difference volumes for
each of the time-lapse seismic surveys (cross-line 123) calculated by subtracting the baseline
seismic volume from each of the time-lapse seismic volumes. Note the different amplitude
scale for the seismic difference volumes. Green circle = injection interval.
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Figure 4.14: Close-up of the TL4 seismic difference volume, with blue and red lines showing
the manually picked extent of the plume. Amplitude anomalies surrounding the plume are
due to noise between the seismic surveys. Blue reflection below the injection zone is caused
by constructive interference of seismic wavelets (see Section 4.7.4)

with interpretations for the top and bottom horizons associated with the CO2 plume (blue

and red lines). Just to the right of the plume are amplitude anomalies due to noise which

make it difficult to interpret where the edge of the plume is.

Another method can be used to obtain changes in amplitude between the baseline and time-

lapse seismic surveys. Here, the position of the peak amplitude for a reflection is picked in

the baseline survey and each of the time-lapse surveys across the full horizon. The baseline

amplitudes are then subtracted from the time-lapse amplitudes to obtain the amplitude

difference across the horizon. This also eliminates the effect of travel-time shifts, as the peak

amplitude is picked regardless of TWTT, which means that changes in reflectivity are due

to amplitude differences between the layers.

Figure 4.15 shows the amplitude difference between the baseline and time-lapse surveys

for the negative amplitude reflection at the top of PS1 (Figure 4.15a-e) and the positive

amplitude reflection at the top of the Skull Creek Mudstone (Figure 4.15f-j). Amplitude

differences above a threshold value of 2 are plotted, with contours for the outline of the
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plume if the threshold is 1.6 (dashed blue line) and 2.4 (solid red line) also shown. The

behaviour of the amplitude anomalies is similar to the anomalies extracted from the seismic

difference volumes, with preferential movement to the southeast and a low amplitude region

∼100 m east of CRC-1. The positive amplitude anomaly associated with the top of the Skull

Creek Mudstone shows higher amplitude differences and a greater spatial distribution than

the negative amplitude anomaly at the top of PS1. Some reflections around the main plume

due to seismic noise are still visible, especially when the threshold is set to 1.6, but most of

these reflections are not present when the threshold is 2.4.

4.6.1 Growth of the CO2 layer

The areal extent of the CO2 plume, as interpreted for the positive and negative amplitude

anomalies using both methods (picking reflections in the seismic difference volumes and

taking the difference between reflections in the baseline and time-lapse seismic surveys), is

plotted in Figure 4.16. The points correspond to an amplitude threshold of 2, with the

limits defined by the error bars corresponding to thresholds of 1.6 and 2.4. All methods

robustly show an increase in plume area during injection, followed by a period of steady

areal extent with possibly a decline at later times. This is consistent with CO2 spreading

under buoyancy, then stabilising under a topographic high with some capillary trapping and

CO2 dissolution at later times reducing the volume of the CO2 plume. Where the methods

differ is in the magnitude of the measured area. The lower reflection (Top Skull Creek) is

more sensitive to impedance changes in the injection interval caused by the injected CO2,

and shows a higher maximum amplitude increase, as well as detectable amplitude changes

towards the edges of the plume where the CO2 thickness is smaller, which results in greater

areal extents. This is consistent with the waveform modelling performed in Section 4.7.4,

where significant amplitude changes are seen at lower CO2 thicknesses for the lower reflection

compared to the upper reflection (Figure 4.30). The difference seismic volumes show higher

areal extents, especially around the fault zone. In the fault zone, small shifts in horizon travel

times between the baseline and time-lapse surveys may be reflected as amplitude changes in

the difference seismic volumes.
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TL1
TL2

TL3

Top Skull Creek

Di�erence seismic volumes

Amplitude di�erence between
baseline and time-lapse seismic

TL4
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Figure 4.16: CO2 plume areal extent plotted for each time-lapse seismic survey. Blue
markers correspond to the areal extent as interpreted from the negative reflection at 1200 ms,
red markers correspond to the positive reflection at 1225 ms. Circles = areal extent obtained
from seismic difference volumes. Diamonds = areal extent obtained from horizon amplitude
differences between baseline and time-lapse surveys. Areas calculated for an amplitude
threshold of 2, and error bars reflect the areas calculated at amplitude thresholds of 1.6 and
2.4.
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4.7 Seismic Response of CO2 Saturated Rocks

4.7.1 Estimating the acoustic velocity of a CO2-saturated sandstone

When interpreting seismic reflection surveys, the amplitude and polarity of measured signals

are a result of the impedance contrasts between layers. These impedance contrasts are

dependent on the velocity and density contrasts between layers. The acoustic velocity of a

rock is affected by the properties of the rock frame and the properties of the interstitial fluid.

Rock physics models such as the Gassmann’s relations (Gassmann, 1951; Smith et al., 2003)

can be used to estimate the velocity of a CO2-saturated sandstone.

The Gassmann Model

The velocities of body waves travelling through a homogenoeus, elastic, isotropic medium

are given by

vp =

(
K + 4

3
µ

ρ

) 1
2

, (4.3)

vs =

(
µ

ρ

) 1
2

, (4.4)

where vp and vs are the P-wave and S-wave velocities, K is the effective bulk modulus of the

rock, µ is the shear modulus and ρ is the density. This means that if the P-wave and S-wave

velocities are known, the effective bulk and shear moduli of the medium can be estimated

using the expressions

µ = ρv2s , (4.5)

K = ρ(v2p − 4
3
v2s). (4.6)

When a rock undergoes compression, for example due to a seismic wave, a pore-pressure

change is induced which resists compression, therefore increasing the stiffness of the rock.

The Gassmann-Biot theory (Biot, 1956; Gassmann, 1951) predicts the resulting increase in

effective bulk modulus K, of the saturated rock using the following equation

K

Kmin −K
=

Kdry

Kmin −Kdry

+
Kfl

φ(Kmin −Kfl)
(4.7)
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where Kdry is the effective bulk modulus of the dry rock, Kmin is the bulk modulus of the

mineral making up the rock, Kfl is the effective bulk modulus of the pore fluid and φ is the

porosity. Kdry can be determined by laboratory measurements on rock samples. Note that

the shear modulus of the rock is unchanged by pore fluid (i.e. µ = µdry).

The most common use of the Gassmann relations is to predict the change in effective bulk

modulus when one fluid is substituted for another. In this case, I investigate the partial

substitution of interstitial brine by CO2 and treat the brine/CO2 mixture as a single effective

fluid, which is a common approach to modelling partial saturation. One can algebraically

eliminate the dry rock modulus from (4.7) to obtain

Ksat

Kmin −Ksat

− Kbr

φ(Kmin −Kbr)
=

Ksat(SCO2)

Kmin −Ksat(SCO2)
− Kfl(SCO2)

φ[Kmin −Kfl(SCO2)]
(4.8)

where Ksat is the bulk modulus of the brine saturated rock, SCO2 is the CO2-saturation of

the rock, Ksat(SCO2) is the bulk modulus of the partially CO2-saturated rock, Kbr is the

bulk modulus of the brine and Kfl(SCO2) is the effective bulk modulus of the CO2 and brine

fluid mixture that occupies the pore space.

It is well established that the Gassmann theory is valid only at sufficiently low frequencies

(< 100 Hz) so that the induced pore pressure can equilibrate throughout the pore space,

allowing sufficient time for the pore fluid to flow and eliminate wave-induced pore-pressure

gradients (Mavko et al., 2020). If all of the fluid phases are mixed at the finest scale (i.e.

saturation is uniform), the effective bulk modulus of the mixture of fluids is described well

by the Reuss average,

Kfl(SCO2) =

[
SCO2

KCO2

+
(1− SCO2

Kbr

]−1
. (4.9)

An assumption of the Reuss average is that differences in wave-induced pore pressure have

time to flow and equilibrate throughout the different phases. A characteristic relaxation

time for diffusion of pore pressures across a critical length scale Lc is

τ ≈ L2
c

D
, (4.10)

where D = kKfl/η where is the diffusivity, k is the permeability and Kfl and η are the bulk
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modulus and viscosity of the most viscous fluid respectively. At a seismic frequency f = 1/τ ,

the critical length scale where pore pressures will have time to equilibrate over is

Lc =

√
kKfl

fη
. (4.11)

Where saturation is heterogeneous over length scales greater than Lc (i.e. saturation is

patchy), each patch will have a different effective fluid bulk modulus described by the Reuss

average, and hence the bulk modulus of the rock will vary spatially. An approximation

to calculating this patchy-saturation bulk modulus can be found by computing the Voigt

average of the fluid modulus

Kfl(SCO2) = SCO2KCO2 + (1− SCO2)Kbr. (4.12)

Brie et al. (1995) suggest an empirical fluid mixing law, given by

Kfl(SCO2) = (Kbr −KCO2)(1− SCO2)
n +KCO2 , (4.13)

where n is an empirical constant, typically equal to about n ≈ 3. While the Voigt and Reuss

are bounds for the effective fluid, a more useful range is to assume the effective fluid modulus

will fall roughly between the Reuss and Brie averages (Mavko et al., 2020).

On determining the bulk modulus of the partially CO2-saturated rock Ksat(SCO2), it’s ve-

locity can be calculated,

vp(SCO2) =

(
Ksat(SCO2) + 4

3
µ

ρ(SCO2)

) 1
2

, (4.14)

remembering that the shear modulus is unchanged by the pore fluid and the density of the

partially saturated rock is given by

ρ(SCO2) = (1− φ)ρmin + φSCO2ρCO2 + φ(1− SCO2)ρbr. (4.15)
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PS2 FS1 PS1 Skull Creek

Density (kg m−3) 2294±62 2430±51 2290±72 2399±46

Porosity 0.25±0.03 0.19±0.02 0.25±0.04 0.19±0.03

P-wave velocity (m s−1) 3150±78 3283±67 3195±78 3269±87

S-wave velocity (m s−1) 1710±71 1740±54 1749±94 1737±97

Table 4.3: Average parameters obtained from the CRC-1 and CRC-2 well logs. Uncertainty
range indicates one standard deviation from the mean.

4.7.2 Acoustic velocity of the Paaratte Formation

Average parameters of the PS1 formation in Unit A of the Paaratte Formation are used to

calculate the seismic velocity vp(SCO2) of the CO2-saturated sandstone. Density, porosity,

P-wave velocity and S-wave velocity measurements taken from well logs of the CRC-1 and

CRC-2 wells are shown in Figure 4.17. The different geological units are highlighted, with

boundaries between units indicated by horizontal dashed lines. The positions of the cemented

calcite layers that overprint the formation are interpreted in red, characterised by very high

density and seismic velocity, and low porosity. It should be noted that the appearance and

position of these cemented layers appears consistent between the wells, suggesting that they

are laterally continuous, at least over the distance between the wells (∼150 m).

The properties for each unit obtained from the well logs are shown in Table 4.3. The values

are calculated by taking the average across the depth interval for that unit using data from

both wells, and excluding the depths which contain the cemented layers (highlighted in red

on Figure 4.17). The uncertainty range indicates one standard deviation from the mean.

The parameters in Table 4.4 are used to estimate the P-wave velocity of the PS1 sandstone

as a function of CO2 saturation vp(SCO2) using the model described in Section 4.7.1. The P-

wave velocity vp, S-wave velocity vs and porosity φ are average values for the PS1 formation

obtained from the well logs. The CO2/CH4 mix bulk modulus KCO2 and density ρCO2 are

calculated at reservoir conditions (fluid pressure 14.5±0.1 MPa, temperature 62.4±0.5°C)

using the GERG 2008 equation of state (Kunz & Wagner, 2012), and the bulk modulus Kbr

and density ρbr of the brine (Dubacq et al., 2013; Fine & Millero, 1973) are taken from the

literature, with the uncertainty range reflecting the uncertainty in the reservoir conditions.
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Figure 4.17: Density, porosity, P-wave and S-wave velocity logs for the CRC-1 well (a-d)
and CRC-2 (e-h) well. Geological boundaries are marked by horizontal black dashed lines.
Cemented calcite layers are shaded red. Well log data from Lawrence et al. (2012).
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Parameter Symbol Value Uncertainty Units

P-wave velocity vp 3195 ±78 m s−1

S-wave velocity sp 1749 ±94 m s−1

Mineral bulk modulus Kmin 37 ±0.1 GPa

Mineral density ρmin 2650 ±25 kg m−3

Porosity φ 0.25 ±0.04

Brine bulk modulus Kbr 2.25 ±0.05 GPa

Brine density ρbr 988 ±2 kg m−3

CO2/CH4 mix bulk modulus KCO2 10.6 ±0.2 MPa

CO2/CH4 mix density ρCO2 348 ±10 kg m−3

Table 4.4: Parameter values used to calculate vp(SCO2).

The mineral bulk modulus Kmin and mineral density ρmin of quartz are used for the mineral

making up the rock (Mavko et al., 2020).

The velocity of the PS1 sandstone as a function of CO2 saturation vp(SCO2) is plotted in

Figure 4.18. The effective bulk modulus of the fluid mixture Kfl(SCO2) is calculated using

the Reuss, Voigt and Brie averages which are represented by the solid, dotted and dashed

lines respectively. The use of (4.15) for calculating the density of the partially saturated rock

can be checked by comparing the density of the brine saturated rock to the density measured

in the well logs. When SCO2 = 0, (4.15) becomes ρsat = (1− φ)ρmin + φρbr = 2235 kg m−3,

which is within error of the average value calculated from the well logs. There is significant

variation in seismic velocity across the three curves, particularly at lower CO2 saturations,

so it is important to determine which average best represents the PS1 formation.

To understand the sensitivity of vp(SCO2) to the uncertainty in each parameter, vp(SCO2) is

plotted using the Reuss average for the effective bulk modulus, varying each parameter in

turn (Figure 4.19). The black line shows the vp(SCO2) for the partially CO2-saturated using

the values in Table 4.4. The blue and red lines show vp(SCO2) calculated using the upper

and lower bounds of the uncertainty range. The uncertainties associated with vp, vs and φ

show the largest effect on the acoustic velocity.

K. A. Gilmore, Ph.D. Dissertation



The Otway Project 116

Figure 4.18: P-wave velocity of the PS1 sandstone as a function of CO2 saturation vp(SCO2)
calculated using the Gassmann model. Different lines represent different models for the
effective bulk modulus of the fluid mixture. Solid line = Reuss average, Dashed line = Brie
average, Dotted line = Voigt average.

4.7.3 CO2 saturation in the injection interval

In a heterogeneous rock such as the Paaratte Formation, permeability variations between

layers can mean that the CO2 saturation may vary across adjacent layers. These differences

in saturation can be below the seismic resolution but may still affect the velocity-saturation

relationship and hence the seismic response (Watson et al., 2012). The two end-member sat-

uration distributions are illustrated in Figure 4.18, described by the Reuss average and Voigt

average, which correspond to fully mixed and fully unmixed CO2 saturations respectively.

Caspari et al. (2015) performed a 1D synthetic sensitivity study to determine the role of

CO2 saturation heterogeneity length scales on the seismic velocity of the Paaratte Formation.

Alternating layers of 100% CO2/CH4 saturated and 100% brine saturated porous media were

generated at different length scales, and the change in P-wave velocity as a function of average

saturation was calculated for a frequency of 45 Hz, taking wave-induced pressure diffusion

into account (Figure 4.20). The velocity-saturation relationship deviates significantly away

from the Reuss average for heterogeneities at length scales greater than 0.1 m, and approaches

the Voigt average at a 10 m length scale. This corresponds well with the critical length scale

given by (4.11) for the PS1 formation, Lc ≈ 0.1 m, evaluated using the bulk modulus and
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Figure 4.19: P-wave velocity of a partially CO2-saturated sandstone with sensitivity to
parameter uncertainties. (a) P-wave velocity. (b) S-wave velocity. (c) Mineral bulk modulus.
(d) Mineral density. (e) Porosity. (f) Brine bulk modulus. (g) Brine density. (h) CO2/CH4

mix bulk modulus (i) CO2/CH4 mix density.

viscosity of brine at reservoir conditions, frequency 45 Hz and an average permeability of

82±7 mD for the PS1 formation, calculated by taking the geometric mean of the well log

data in Figure 4.21a and Figure 4.21b.

However, this analysis focused on the end-member case where the layers were either saturated

with 100% gas or 100% brine. As can be seen in Figure 4.18, at a uniform CO2 saturation of

0.05 (Reuss average), the velocity of the rock is already greatly reduced. Hence, if Caspari

et al. (2015) had modelled layers with 100% gas or 5% gas (95% brine), the velocity would

lie close to the Reuss average, irrespective of the heterogeneity length scale. This means

that if the CO2 saturation across the injection interval is uniformly above ∼0.05, the Reuss

average is the most suitable for estimating the velocity-saturation relationship.

This has also has important implications for the seismic response of residually trapped CO2.
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Figure 4.20: Sensitivity of seismic velocity to saturation heterogeneity. Figure adapted
from Caspari et al. (2015).

During the Stage 2B phase of the Otway Project, the residual gas saturation in the PS2

unit of the Paaratte Formation was estimated to be between 0.18-0.22. At this saturation,

the velocity of the rock will be reduced and hence cause a brightening of the reflection on

the seismic survey. Therefore, the seismic anomaly associated with the injected CO2 will

indicate where both the active CO2 plume and the residually trapped CO2 are located.

Pulsed neutron log saturation measurements

The CO2 saturation in the CRC-1 and CRC-2 wells was measured 1 month after CO2 injec-

tion finished by pulsed neutron logging (Marsh et al., 2018). A pulsed neutron tool emits

high energy neutrons that interact with neutrons in the formation producing gamma rays

which are detected by several detectors. There are two types of gamma rays produced at

varying depths in the formation (Inanc et al., 2009). These are inelastic gamma rays, formed

by inelastic interactions between fast neutrons and nuclei in the environment close to the

logging tool, and capture gamma rays, formed when neutrons are capture by the nuclei,
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which can only happen when the neutrons have lost nearly all their energy and hence are

formed further from the borehole. Ratios of the gamma ray count between the short space

and long space detectors can be used to calculate the CO2 saturation.

RIN13 is the ratio of the inelastic gamma ray count and has a 15-25 cm depth of investigation

(Figure 4.21b). RATO13 is the ratio of the capture gamma ray count and has a 30-40 cm

depth of investigation (Figure 4.21d). Other measurements from the pulsed neutron tool are

the formation corrected sigma (SGFC), which is derived from the rate of captured neutrons

in the formation and has a 30-40 cm depth of investigation (Figure 4.21e), and the RBOR,

which measures the neutron decay rate at the short space detector, and is used to detect the

presence of CO2 in the annulus between the tubing and casing (Figure 4.21c). The vertical

resolution is defined by the source detector spacing, here around ∼30 cm.

Gas saturation is computed using a pulsed neutron measurement (RIN13 or RATO13), and

a corresponding Monte Carlo N-Particle (MCNP) model, which predicts pulsed neutron

responses in particular borehole environments given inputs such as lithology, fluid properties

and borehole specifications (Carter & Cashwell, 1975; Forster et al., 1990).

Pulsed neutron log measurements for the CRC-2 injection well are shown in Figure 4.21b-e,

along with the permeability structure of the formation (Figure 4.21a). The CO2 saturation

varies across the formation, with higher saturations generally corresponding to regions with

high permeability. The highest saturation region is found at the top of the injection interval,

where the CO2 saturation is 1. The RIN13 log shows a high saturation region above the

injection interval, but this is thought to be due to CO2 within the tubing-to-casing annulus

at depths of ∼1437-1453 m, which can be seen in the RBOR log. The RATO13 log also

detects some CO2 at these depths, but there is no indication of CO2 in the SGFC log. The

CO2 saturation across the rest of the injection interval varies between in the 0.1-0.5 RIN13

log and 0.2-0.8 in the RATO13 log. This difference is due to re-invasion of water into the

perforations after CO2 injection has finished, which affects the RATO13 log less as it is more

sensitive at further distances in the formation.

Differences in the resolution of the MCNP input data and pulsed neutron data can cause

bed boundary effects and minor depth-matching variations that result in discrete spikes on
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Figure 4.22: CO2 saturation logs for CRC-1. Data from Marsh et al. (2018).

the gas saturation log at depths where no CO2 is present (Marsh et al., 2018). This explains

the spikes in CO2 saturation above the FS1 caprock seen in the RIN13 and RATO13 logs.

Saturation measurements for the CRC-1 observation well are shown in Figure 4.22, and

good agreement is seen between the RIN13 and RATO13 logs. There is a ∼3 m interval

from 1447-1450 m depth where the saturation varies from 0.4-0.6. Above this, there is a

∼10 m interval of low saturation (∼0.05-0.1) also seen in both logs.
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4.7.4 Seismic Reflections of the Injected CO2

Now that I have determined the velocity of the reservoir rock for varying CO2 saturations,

I can investigate how this is expected to affect the seismic response of the reflection survey.

Following the analysis of (Arts et al., 2004; Chadwick et al., 2005; Cowton et al., 2016), I

consider the amplitude change of a seismic wavelet caused by changes in impedance of the

Paaratte formation due to the presence of CO2 and interference of seismic wavelets which is

strongly dependent on the thickness of the CO2. I model a zero-phase Ricker wavelet, ψ(t),

with normalised amplitude

ψ(t) = [1− 2πfp(t− t1)2] exp[−πfp(t− t1)2], (4.16)

where t is time, t1 is the time position of the peak of the wavelet and fp is the peak frequency

of the wavelet (Ryan, 1994), estimated at 40 Hz for the Stage 2C time-lapse seismic by

(Glubokovskikh et al., 2020), using the algorithm by Walden & White (1998) in a 940 to

1240 ms window. Where this wavelet meets a boundary, such as a change in rock type, the

amplitude and polarity of the reflected wavelet is dependent on the change in impedance

at the boundary. If two boundaries, such as the top and bottom of a CO2 saturated layer,

are in close proximity, the reflected wavelets from both boundaries will interfere, forming

a composite wavelet with amplitude, arrival time and shape strongly dependent on the

spacing of the boundaries. I model the expected composite wavelet along the length of a

wedge-shaped low impedance layer that forms when reflected wavelets from the top and

bottom of the layer interfere (Figure 4.23). The composite wavelet produced by interference

has the form,

χ(t) = A1[ψ(t) + Arψ(t+ δ)], (4.17)

where δ is the separation of the upper and lower boundaries in two-way travel time (TWTT),

A1 and A2 are the amplitudes of the reflections from the upper and lower boundaries and

Ar = A2/A1. A1 and A2 are dependent on the impedance contrast at the boundaries, which

can be caused by contrasting lithologies or CO2 saturation in the pore space.

There are two features of the seismic waveforms plotted in Figure 4.23 which can be used

to estimate CO2 thicknesses below the tuning thickness (Cowton et al., 2016; Furre et al.,
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Figure 4.23: Seismic reflection modelling of a wedge of CO2. Grey wedge represents
a wedge of CO2-saturated PS1 sandstone under a FS1 caprock with properties given in
Table 4.3. Black wiggle at CO2 thickness of 0 represents the seismic trace obtained by
convolving the impedance contrast between FS1 and PS1 with a zero-phase Ricker wavelet.
The subsequent wiggles are the composite wavelets formed from the interference between
seismic traces formed at the top and bottom of the CO2 wedge. Red dashed lines mark the
maximum and minimum amplitude position of the seismic waveform.

2015; Ghaderi & Landrø, 2009). Firstly, as the thickness of the CO2 layer gets larger, that

maximum amplitude of the resultant wavelet gradually increases up to a peak value at a CO2

layer thickness of 14.5 m. This thickness is known as the tuning thickness, and is commonly

thought of as the minimum thickness that can be resolved seismically by measuring the

distance between the top and bottom reflections. Secondly, for CO2 layer thicknesses up to

15 m, there is a decrease in TWTT of the amplitude peak due to interference between the

top and bottom reflections. Both these trends are illustrated in Figure 4.24, which shows

the minimum amplitude of the negative amplitude reflection at the top of the CO2 layer and

the change in TWTT of the peak of the top reflection as a function of CO2 thickness.

The colours in Figure 4.24 illustrate the effect of varying the average CO2 saturation on the

amplitude and time anomaly response. The velocity of the CO2 layer has been estimated

using the Reuss average for an average CO2 saturation of SCO2 = 0.5. The CO2 saturation

will change the seismic velocity, which will in turn affect the seismic response of the CO2

layer. Higher CO2 saturations result in slightly larger amplitude changes because of the
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Figure 4.24: Dashed lines = Two-way travel time of the minimum amplitude position of
the seismic waveforms shown in Figure 4.23 relative to the waveform formed when no CO2

is present. Solid lines = Minimum amplitude of the composite waveform. The effect of
changing the CO2 saturation of the wedge is described by the colour of the lines.

increased impedance contrast due to the lower density of the CO2 saturated rock.

4.7.5 Waveform modelling of synthetic reservoir models

The seismic waveform analysis described above assumes that the CO2 layer ponds directly

below a low permeability caprock and saturates the uppermost region of the reservoir rock.

However, the saturation logs in Figures 4.21 and 4.22 suggest that the injected CO2 remains

largely confined to the injection interval, which is towards the middle of the PS1 formation.

Therefore, to determine whether the TWTT and amplitude dependence on CO2 thickness

shown in Figure 4.24 still hold for the Stage 2C injection, I model the resultant seismic

waveform from a synthetic reservoir consisting of units PS2, PS1, FS1 and Skull Creek

Mudstone, using thicknesses and average properties obtained from well logs given in Table

4.3 (Figure 4.25a,b). I also model the synthetic case including a 10 m thick CO2 saturated
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da b c

Figure 4.25: Synthetic seismic waveform for injection location. (a) and (c) Sim-
plified geological model for the injection region without and with a 10 m interval of CO2-
saturated rock. Depths and geological units taken from the CRC-2 well log. Geological model
units: Orange = PS2, Green = FS1, Yellow = PS1, Grey = Skull Creek Mudstone, Light
blue = CO2-saturated PS1. (b) and (d) Resultant composite wavelet formed by interference
of the reflections from each impedance boundary.

layer with average saturation SCO2 = 0.5 across the injection interval (Figure 4.25c,d).

The addition of a CO2 layer results in a large increase in amplitude for the negative and

positive peaks at 5 ms and 25 ms TWTT respectively. The peak of the negative reflection

also displays noticeable push down, shifting down 7 ms. There is also a smaller increase

in amplitude for negative and positive peaks at 35 ms and 0 ms TWTT. These synthetic

waveforms can be compared to the observed seismic waveforms in the time-lapse surveys.

Figure 4.26 shows a close-up of the baseline and TL3 seismic surveys around the injection

zone. In the baseline survey, there is a clear negative amplitude anomaly above and positive

amplitude anomaly below the injection spot. The peaks of these anomalies are 10 - 15 ms

apart, which is less than the 20 ms difference in TWTT between the same peaks in the

baseline synthetic waveform (Figure 4.25b). Both of these reflections increase significantly
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Figure 4.26: Close-up of baseline (a) and TL3 (b) seismic surveys for cross-line 123. In-
jection location marked by green circle.

in amplitude in the TL3 seismic survey, as a result of the CO2 present. However, there is no

noticeable shift in the travel time of the observed negative amplitude anomaly, in contrast to

the synthetic case, suggesting that the simple reservoir model does not explain the observed

seismic waveform.

Seismic response of the calcite baffles

The calcite baffles that overprint the geology and can be seen in the well log data are not

included in the synthetic reservoir models presented above. It is possible that the thickness of

the calcite baffles may be lower than the minimum detectable thickness, in which case they

will not appear in the seismic waveform. To determine the minimum thickness of calcite

baffle that may be detected, I model a calcite baffle of variable thickness with velocity v

= 3800 m s−1 and density ρ = 2700 kg m−3, within a section of PS1 and plot the resultant

synthetic waveform (Figure 4.27). Baffles thinner than ∼1 m are below the seismic resolution
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Figure 4.27: Seismic reflection modelling of calcite baffles. Red wedge = baffle with
velocity v = 3800 m s−1 and density ρ = 2700 kg m−3 within a section of PS1 sandstone.
Resultant waveforms are formed by interference of the reflections from the top and bottom
of the baffle. The frequency of the source wavelet used is 40 Hz.

and will not affect the composite waveform for the formation. However, baffles thicker than

this show significant amplitude anomalies, and should be included in synthetic waveform

modelling as they will affect the resultant waveform.

Figure 4.28a shows the synthetic geological model for the CRC-2 well now including the

calcite baffles. The peaks and troughs in the resultant seismic waveform (Figure 4.28b) seem

to correspond with heights at which the baffles are located, rather than changes in geological

units. On comparison between the synthetic waveforms and the observed waveforms (Figure

4.26), there is good agreement between the positions of amplitude peaks and troughs. The

amplitudes of the negative and positive anomalies above and below the injection zone increase

significantly with the addition of CO2, as well as a noticeable increase of the lower negative

amplitude anomaly, which is reflected in the seismic observations. There is also no noticeable

push-down of the negative amplitude anomaly, which agrees with observation.

The synthetic waveform from the geological model containing the calcite baffles matches the

seismic response of the time-lapse seismic surveys. This is important for interpretation of

the seismic surveys, as it suggests that the seismic anomalies correspond to locations of the
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da b c

Figure 4.28: Synthetic seismic waveform for injection location including calcite
baffles. (a) and (c) Simplified geological model for the injection region without and with
a 10 m interval of CO2-saturated rock. Depths and geological units taken from the CRC-2
well log. Geological model units: Orange = PS2, Green = FS1, Yellow = PS1, Grey =
Skull Creek Mudstone, Red = Calcite baffles, Light blue = CO2-saturated PS1. (b) and (d)
Resultant composite wavelet formed by interference of the reflections from each impedance
boundary.
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Figure 4.29: Seismic waveform modelling of the CRC-2 well with varying CO2

thickness. Simplified geological model including calcite baffles (Figure 4.28c) including
a layer of CO2-saturated rock with thickness indicated on the x-axis. Resultant composite
waveform formed by interference of the reflections from each impedance boundary is plotted.

calcite baffles, rather than larger scale changes in the geological units.

The effect of adding calcite baffles to the geological model on the amplitude and time anomaly

of the seismic waveform is now investigated. The resultant waveforms when adding a layer

of CO2-saturated rock (SCO2 = 0.5) of varying thickness (increasing from the bottom of the

injection interval upwards) to the synthetic reservoir model is shown in Figure 4.29. The

minimum and maximum amplitudes of the negative and positive anomalies associated with

the top and bottom of the CO2 layer respectively, are plotted as a function of CO2 thickness,

as well as the change in travel time anomaly with respect to the baseline survey (Figure

4.30). Both amplitude anomalies show the same general trend, with a small initial decrease

in amplitude at small CO2 thickness followed by a relatively linear increase in amplitude until

a thickness of around 16 m where further increases in CO2 thickness results in a reduction

in amplitude. In contrast to the CO2 wedge below a caprock presented in Figure 4.23, there

is an increase in TWTT for CO2 thicknesses up to ∼8 m, after which the time anomaly

decreases again.

When the time anomaly between the baseline and time-lapse seismic surveys is calculated
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a b

Figure 4.30: Two-way travel time and amplitude anomalies for varying CO2

thickness at the CRC-2 well. Position and amplitude of the (a) trough and (b) peak in
figure 4.29.

around the CO2 plume, there is significant noise over a ±2 ms range, especially in close

proximity to the fault. This makes attributing any changes in TWTT which may be due

to the presence of CO2 difficult. There is also noise in the amplitude difference over a ±1

range, but regions associated with the plume show amplitude differences up to 11, so are

well above the noise threshold (e.g. see Figure 4.15). For this reason, I can not use travel

time anomalies to constrain CO2 thicknesses and am limited to changes in amplitude.

4.8 Finding the thickness of the CO2 plume

4.8.1 Amplitude-thickness relationships

Time-lapse surveys TL1, TL2 and TL3 all take place during, or immediately following the

injection phase, so the volume of CO2 within the reservoir during these surveys is known.

This information is used to estimate the thickness of the CO2 layer in these surveys, assuming

that the thickness of the plume scales like some monotonic function of the amplitude. To

motivate the form of this function, I take the results of the synthetic study shown in Figure

4.30, and plot the thickness of the CO2 layer as a function of the change in amplitude of the

positive anomaly associated with the base of the CO2 layer (Figure 4.31a). Above a CO2

layer thickness of 3 m, the thickness scales relatively linearly with amplitude change up to a
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thickness of ∼15 m.

The amplitude difference maps of the time-lapse plume shown in Figure 4.15f-h are used

to constrain the amplitude-thickness relationship. This is done by converting amplitude to

thickness using the polynomial function that returns the minimum least squares misfit be-

tween the known injected CO2 mass and the calculated total mass across the plume using

that function (Figure 4.31c). Since the CO2 mass of the plume depends on the CO2 sat-

uration, a different minimum misfit polynomial function is found for each CO2 saturation,

assuming an average CO2 saturation across the plume. Hence, when using conservation of

mass to convert from amplitude to thickness, there is a trade-off between the average CO2

saturation and the thickness of the plume. Therefore, unless the average CO2 saturation

distribution across the plume is known, amplitude measurements alone cannot be used to

calculate the thickness of the CO2 layer. In addition, using a conservation of mass statement

to calculate the thickness of the CO2 plume likely leads to an overestimate, as the areas of

the plume which are below the limit of seismic detection are not counted within the total

plume volume.

4.8.2 Thickness derived from acoustic impedance change obtained from seismic

inversion

Changes in amplitude from a single horizon are unable to constrain the thickness of the CO2

layer. It is also not possible to pick the top and bottom of the plume from a vertical slice of the

difference seismic as interference in the waveform means that time-lapse amplitude anomalies

are seen well above and below the CO2 layer, as demonstrated by the synthetic waveforms

in Figure 4.28. A seismic inversion workflow has been developed by Glubokovskikh et al.

(2020), which uses knowledge of the source wavelet and the measured time-lapse response to

invert for the three-dimensional impedance structure of the reservoir. Their approach was

tested on the Otway 2C dataset and shown to be able to characterise a small CO2 plume.

In their analysis, CO2 is detected when the change in impedance from the baseline survey

to time-lapse survey is above a pre-defined threshold value. The CO2 thickness is calculated

from the two-way travel time between the top and bottom of the impedance anomaly using a
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Figure 4.31: (a) Change in maximum amplitude of the positive anomaly associated with
the base of the CO2 layer plotted as a function of CO2 thickness. (Adapted from Figure
4.30b). (b) Best fit amplitude difference-CO2 thickness relationships obtained by minimising
the misfit between known injected CO2 mass and CO2 mass in the seismic plumes in Figure
4.15f-j. Amplitude-thickness relationship is very sensitive to the average CO2 saturation
across the plume. (c) CO2 mass obtained using the relationships in (b) compared against
the known injected mass. Error bars reflect the uncertainty range in the parameters used to
calculate the mass.
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constant velocity of vp = 3200 m s−1. In reality, the velocity through the plume will vary by

up to 10% depending on the CO2 saturation, introducing error to the calculated thickness.

The threshold impedance value chosen also introduces a trade-off between missing parts of

the plume and miss-classification of noise as CO2. During synthetic tests, plume thicknesses

of 2-20 m were obtained. However, when inverting the Stage 2C seismic data, it was difficult

to accurately estimate plume thicknesses below 8 m due to noise in the data, so it is likely that

thin regions at the plume edge have gone undetected. Although no formal characterisation of

errors in thickness estimates are given in the study, synthetic tests show that plume thickness

is overestimated in the middle and is undetected at the edges, with thickness errors on the

order of 20-30%. Although this method can determine the total thickness of the CO2 plume,

the CO2 saturation throughout the plume is still unknown. The evolution of the injected

CO2 as mapped in the time-lapse seismic inversion is given in Figure 4.32. These are the

CO2 distributions used for comparison against numerical simulations performed in Chapter

5.

4.9 Summary

Stage 2C of the Otway Project involved an injection of 15,000 tonnes of CO2-rich gas into

the Paaratte formation at a depth of ∼ 1500 m, accompanied by time-lapse seismic moni-

toring. A baseline seismic reflection survey was carried out prior to injection, three surveys

conducted during injection and two conducted one and two years after the end of injection.

Parasequence 1 (PS1), within Unit A of the Paaratte formation, was the location of the in-

jection and comprises of deltaic sediments ranging from clay rich distal mouth bars grading

to sand rich proximal mouth bars and distributary channels. The unit is relatively hetero-

geneous, with large variations in porosity and permeability caused by numerous calcite and

dolomite cemented layers that overprint the system, formed by post-depositional precipita-

tion from meteoric fluids at depth. These layers are around 1-2 m thick but their lateral

extent is uncertain. The surfaces between parasequences are defined by extensive mudstone

seals deposited in a shallow marine delta front setting. The injection interval is bounded

to the south by the Naylor South splay fault, which runs parallel and eventually joins the
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Figure 4.32: CO2 plume thickness maps for the Otway Stage 2C injection. Thickness
is computed from the two-way travel time thickness of the difference impedance above a
threshold value using a constant velocity vp = 3200 m s−1. Data from Glubokovskikh et al.
(2020).
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larger Naylor South fault. The splay fault has a maximum offset of 15-30 m.

Comparison between the baseline seismic survey and subsequent post-injection surveys shows

an increased amplitude positive and negative reflection around the injection zone. Analysis

of seismic difference volumes reveals an amplitude anomaly associated with the CO2 plume

that spreads and extends along the fault zone towards the southeast, forming an elongate

plume roughly 750 m in length. Highest amplitudes, and hence likely the thickest region

of the plume, are seen around the injection region. The areal extent of the anomaly varies

depending on the horizon analysed and the differencing method used, but all horizons display

the same overall behaviour of an increase in plume area during injection followed by a period

of steady areal extent with possible decline at later times.

Waveform modelling of a synthetic geological model of the target formation built from well

log data suggests that high amplitude reflections correspond to calcite baffles, rather than

changes in geological units. Modelling a CO2 layer of variable thicknesses in the synthetic

model shows that there is a roughly linear scaling between the amplitude difference and CO2

thickness. The total volume of CO2 injection into the reservoir can be used to constrain

the exact amplitude-thickness scaling, provided the CO2 saturation in the plume is also

known. The CO2 saturation at the CRC-2 injection well and CRC-1 observation well was

measured by pulsed neutron logging one month after injection. An average CO2 saturation

of 0.5 with saturations up to 1 over a 10 m interval was measured at the injection well,

and CO2 saturations of 0.4-0.6 over a 3 m interval was measured at the observation well.

The lack of further constrains on the CO2 saturation in the plume mean that amplitude

measurements alone cannot be used to estimate the thickness of the CO2 plume, as there is

a trade-off between CO2 saturation and layer thickness. The CO2 thickness measurements

used for comparison against numerical simulations in Chapter 5 are obtained from a seismic

inversion workflow developed by Glubokovskikh et al. (2020), which uses knowledge of the

source wavelet and the measured time-lapse response to invert for the three-dimensional

impedance structure of the reservoir.

The main objective of time-lapse seismic reflection surveys for CO2 storage is to image the

extent and growth of the plume through time. The technique is good at imaging the areal

extent of a plume, with the caveat that areas of the plume where the thickness is below
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the seismic detection threshold can go unseen. For small CO2 volume injections, such as at

the Otway site, this may be a significant fraction (∼40%) of the total plume area, whereas

the fraction of the plume below the detection limit at industrial scale storage sites would

be less. Another limitation of seismic reflection surveys is that they are poor at resolving

saturation heterogeneity within the plume, and differentiating between the active CO2 phase

and residually trapped CO2. This could mean that areas of the plume could be filling in,

(i.e. the saturation is increasing but the total thickness remaining constant), but this would

go undetected in the seismic data. Nevertheless, if the user understands the extent of the

information that can be gained from seismic reflections surveys, they remain a useful tool

for monitoring the flow of CO2 in the subsurface.
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Chapter 5

Vertically-integrated flow simulations of the

Otway Stage 2C Injection

5.1 Introduction

Numerical simulations of CO2 flow prior to injection are an important means to test the

suitability of storage sites as well as for identifying potential leakage pathways or other haz-

ards prior to injection. Accurate numerical modelling of CO2 flow in storage reservoirs is

difficult, as it relies on having detailed knowledge of the geological structure and stratigraphy

of the target reservoir, which may included large variations in properties such as porosity

and permeability on length scales below the resolution of seismic imaging or well log mea-

surements. In addition, secondary processes that occur following injection of CO2 into a

reservoir, such as dissolution and capillary trapping, take place across distances down to the

pore scale (mm), and modelling this detail over the large length scales (km) and time scales

of CO2 injections is impractical. Opportunities to test the ability of these models to predict
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plume migration and trapping in reservoir settings are also limited due to the relatively small

number of monitored CO2 injections both at the pilot and commercial scale, and due to the

difficulties in accurately determining the exact extent, thickness and saturation distribution

of the CO2 plume post injection.

Previous flow modelling of the Otway Stage 2C injection (Glubokovskikh et al., 2020; Watson

et al., 2012, 2018) was undertaken using the commercial flow simulation package Eclipse300,

which solves Darcy’s law for flow in porous media on a three-dimensional grid. Flow is

driven by pressure gradients caused by injection of CO2 into the reservoir and by buoyancy

forces. Due to the large number of parameters, Darcy flow simulators can be computationally

expensive meaning that grid sizes may be large compared to the bedding, on the order

50 × 50 × 20 m. The geological models used in these Darcy flow simulations were created

using a sequential indicator simulation (SIS) (Journel & Alabert, 1990). Here, the geological

model is built from the well log facies data at well locations, but away from the wells it is

randomly generated, guided by variograms and depositional environment analogues (Dance

et al., 2019). Figure 5.1a shows an outline of the CO2 plume from the pre-injection numerical

flow simulation from Watson et al. (2012) for the Stage 2C injection two years after injection

(red), as well as the outline of the fifth time-lapse seismic plume (TL5) from Glubokovskikh

et al. (2020) for comparison. There is significant spreading of the simulated plume towards

the north-east, due to a local topographic high in the high permeability sandstone within

the geological model used.

After injection, history matching of the Stage 2C time-lapse data was used to update the

reservoir model to calculate key patterns in the monitoring data. This included the addition

of two more smaller internal splay faults which run parallel to the main splay fault. These

faults have a low across-fault permeability, which helps account for the bifurcation seen

within the observed plume (Figure 4.5), and also have a high permeability fracture zone

associated with them which increases fault-parallel flow towards the southeast. Better history

matching was also achieved by including a structural or stratigraphic baffle to the north-

east of CRC-2, and including relative permeability functions and end-point saturation data

determined from experimental measurements on CRC-2 core samples (Watson et al., 2018).

The history matched numerical simulation using the new geological model is shown in Figure
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Figure 5.1: (a) Red line = Pre-injection numerical flow simulation from Watson et al.
(2012), produced using Eclipse simulator with a 5% gas saturation cut-off. Black line =
Outline of TL5 plume from Glubokovskikh et al. (2020). (b) Red line = History matched
numerical flow simulation incorporating stratigraphic baffle to the north east of CRC-2 and
relative permeability and end-point saturation data (Glubokovskikh et al., 2020; Watson
et al., 2018). Black line same as (a).

5.1b and shows a more comparable shape to the measured plume.

The velocity of a fluid travelling through a porous media can be evaluated using Darcy’s equa-

tion, which forms the basis for a suite of analytical models describing the flow of CO2. Bear

(1988) first derived a sharp-interface, vertical-equilibrium gravity current model accounting

for the slope of the aquifer and confining horizons above and below the flow. Huppert &

Woods (1995) found that for unconfined gravity currents on a slope, the flow of the injected

fluid would initially be driven by diffusive gravitational slumping of the current, and at

later times dominated by advection of the fluid up-slope. Analytical solutions for radial

flow on a horizontal boundary were given for unconfined flows by Lyle et al. (2005) and the

three-dimensional case for an unconfined gravity current on a slope was studied by Vella

& Huppert (2006). In their analysis they suggest a timescale at which point the current

transitions from spreading axisymmetrically to spreading predominantly downslope. Using
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injection and fluid parameters representative of the Otway Stage 2C injection and PS1 stor-

age formation, their analysis suggests the CO2 movement would be dominated by advection

after 1.4-4.9 years, which is well within the time scale captured by the time-lapse seismic

surveys.

CO2 injection into a vertically confined aquifer introduces new dynamics compared to un-

confined flows. While flows in unconfined media are driven solely by the buoyancy of the

CO2, confined layers have background pressure gradients, for example due to the pressure

difference between the injection point and the aquifer far field, which drive fluids horizontally,

with the speed at which the CO2 front progresses outward from the injection well controlled

by the mobility ratio between the CO2 and ambient water phase (Nordbotten et al., 2005;

Nordbotten & Celia, 2006). Pegler et al. (2014a) showed that the relative importance of

injection-driven flow to buoyancy driven flow can be characterised by the dimensionless ra-

tio G̃ ≡MH/h, where M = µCO2/µH2O is the mobility ratio (ratio of the viscosities between

the CO2 and ambient water), H is the aquifer height and h is the height of the CO2 current.

For G̃� 1, the dynamics are dominated by gradients in the hydrostatic pressure due to vari-

ations in the slope of the interface. For G̃� 1, the dynamics are dominated by background

pressure gradients often due to injection.

As a CO2 current advects up-slope, CO2 will be permanently trapped at the receding inter-

face of the current by capillary forces in a process known as residual trapping (Krevor et al.,

2015). Empirical evidence suggests the residual saturation depends on the historical maxi-

mum CO2 saturation before imbibition (Pentland et al., 2010). Both linear and non-linear

trapping models are used to describe the relationship between these values. The effect of

residual trapping on the post-injection spreading and up-slope migration of a CO2 current

has been incorporated into sharp-interface models (Hesse et al., 2006, 2008; Juanes et al.,

2010; MacMinn et al., 2010). Here, a constant saturation of residually trapped CO2 is left

at the receding interface of the current as it propagates, as in Kochina et al. (1983), caus-

ing the total volume of the active current to reduce over time. Hesse et al. (2008); Juanes

et al. (2010); MacMinn et al. (2010) find that diffusive spreading has a negligible effect on

the long-term evolution of the plume, and the essential features of the plume shape and

migration are dominated by advective effects, both from up-slope migration and background
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flows, as well as capillary trapping. Two-phase models using a non-uniform CO2 saturation

have also incorporated the effects of residual trapping (Golding et al., 2011, 2013, 2017).

Here, the residual saturation varies across the CO2 current according to the initial-residual

saturation relationship used.

Vertical-equilibrium reservoir simulators utilise the large body of work on vertical-equilibrium

Darcy flow models to simulate fluid flow over the long time and length scales of CO2 storage

projects (Liu et al., 2010; Nilsen et al., 2016). These simulators are much more computation-

ally efficient than commercial three-dimensional flow simulators and can be used to model

fluid flow in geological settings where analytical solutions cannot be found. Computational

efficiency is significantly increased as the flow of CO2 may be solved on a two-dimensional

grid due to the vertically-integrated formulation. For example, when simulating CO2 flow in

Layer 9 at the Sleipner field, Bandilla et al. (2014) reports running times of 12 minutes on a

single core for their vertical-equilibrium model, compared to several hours on 100 cores using

the TOUGH2 Darcy flow simulator. Cowton et al. (2018) developed a vertically-integrated

reservoir simulator based on the theory of topographically controlled, porous gravity cur-

rents. This was used to invert for the spatial distribution of reservoir permeability and find

a geologically informed reservoir model that produced a good match between measured and

modelled CO2 spreading in Layer 9 at the Sleipner field.

In this chapter, I further develop the reservoir simulator from Cowton et al. (2018) to in-

cluded residual trapping at the receding interface of the CO2 current. First, I describe the

simplifying assumptions associated with the model and quantitatively assess the extent to

which these assumptions hold for the Otway Stage 2C injection. Next, numerical simula-

tions are benchmarked against analytical solutions to test the accuracy of the model. The

simulator is then used to model the flow of CO2 during the Otway Stage 2C project using

average properties of the reservoir from well log data and average saturation estimates from

CO2 plume volume measurements. When comparing the CO2 distribution to time-lapse

seismic measurements, the CO2 in simulations is seen to propagate towards the north-east

instead of predominantly following the direction of the splay fault towards the south-east.

The flow model is inverted to find the simplest set of reservoir parameters that minimise the

difference between the observed and modelled CO2 distribution. Better agreement is seen
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between the observed and modelled CO2 distribution when including a high permeability

fault damage zone around the Naylor South fault and associated splay fault which bound

the storage reservoir. However, in flow simulations significant CO2 still ponds under a small

structural trap towards the north-east, which is not seen in the seismic surveys. Finally, I

summarise the results of the flow simulations and present conclusions from this chapter.

5.2 Vertically-integrated flow model with residual trapping

The flow simulator described in this section models CO2 flow through a saturated porous

media as a buoyancy-driven gravity current, with the CO2 spreading driven by diffusive

slumping of the current and advection along topographic gradients. In the simulations, I

presume that a constant saturation of residually trapped CO2 is left at the receding inter-

face of the current as it propagates, as in Kochina et al. (1983). The governing gravity

current equations used in these studies models the vertically integrated flow within the cur-

rent, meaning that it is assumed that any vertical variations in reservoir properties may be

captured in a simple vertical average. This has proved to be a valid assumption at rela-

tively homogeneous storage reservoirs such as Sleipner, but may be a greater limitation of

the analysis at Otway, where the injection interval contains larger variations in porosity and

permeability as can be seen from the well log data (Figure 4.3). The extent to which vertical

variations in heterogeneities can be averaged and upscaled for use in numerical models is

an outstanding question that recent studies have begun to address (Gershenzon et al., 2015;

Jackson & Krevor, 2020; Li & Benson, 2015).

It is important to consider whether the storage reservoir is vertically confined or unconfined.

In unconfined aquifers, the thickness of the CO2 flow is much smaller than the total thickness

of the aquifer, and hence the flow of ambient water may be neglected. In a confined aquifer,

the CO2 plume is of comparable thickness to the permeable layer, and the flow of both

the ambient and the CO2 must be calculated, as driven for example by injection pressures.

Pegler et al. (2014a) showed that confining dynamics may be neglected if the height h of the

CO2 current

h� µc
µa
H, (5.1)
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where µc and µa are the dynamic viscosities of the CO2 and ambient phases and H is the

height of the aquifer. In the parasequence 1 (PS1) storage interval at Otway, it is difficult to

know exactly what value to take as the height H of the confining aquifer. The total thickness

of PS1 as measured in the CRC-2 injection well is 34 m. However, it is possible that increased

pressures due to injection may be confined by the low permeability calcite baffle layers that

overprint the Paaratte Formation. Two of these baffles straddling the injection interval

are 22.8 m apart. In either case, assuming a viscosity ratio of µc/µa ' 0.07 suggests that

where the plume is thinner than 2.4 m or 1.6 m, the CO2 behaves like an unconfined current,

and where it is thicker, confining forces will start to play a role. It is worth nothing that

(5.1) applies to a uniform, two-dimensional reservoir and does not include the effects of

topographic gradients within the caprock.

In a confined layer, the background pressure gradient due to injection or large scale ambient

flow can govern the dynamics of the flow by driving fluids horizontally. Ambient flow paths in

the Paaratte Formation are not well characterised, but regional flow paths from the overlying

Upper Cretaceous aquifer suggest that flow rates within the PS1 formation are not sufficient

to impact the Stage 2C test (Bush, 2009; Dance et al., 2012). During the Otway Stage 2C

injection, the pressure was monitored using multiple gauges both in the injection interval

and in the PS2 formation above the FS1 caprock (Figure 5.2) (Ennis-King et al., 2017b).

Pressure diffusion through a low permeability baffle at the top of PS1 explains the magnitude

and decay of the pressure signal in the PS2 formation above the injection zone (Figure

5.2c) (Ennis-King et al., 2017b). The pressure response was not measured in the CRC-1

observation well so there is no indication of pressure decay in the horizontal. In the next

section, I show that elevated pressures are localised to a radius of ∼ 100 m around the

injection well, due to the small size of the injection and a logarithmic pressure decay.

As can be seen in Figure 5.2b, the elevated injection pressures also die away quickly after

injection ceases, meaning that viscous flow diminishes at later times. It is also the case that

buoyancy driven flows constantly get thinner over time, hence they are always approaching

the unconfined limit. The relative importance of viscous and buoyancy forces with increasing

distance from the injection well is estimated in the following section.

Another consideration is the extent to which capillary forces will affect the flow of CO2. Su-
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Figure 5.2: (a) Injection rate during the Stage 2C Otway injection. (b) Measured pressures
in the PS1 injection interval. (c) Measured pressures above the injection interval. Grey
vertical lines outline the three injection intervals. Pressure data from Ennis-King et al.
(2017b).
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percritical CO2 and water are largely immiscible fluids and so surface tension effects between

them mean that each phase will occupy a fraction of the pore space within a rock. This

changes the behaviour of the CO2-water system in two ways. Firstly, the pore space available

for CO2 to move through the rock is reduced by the remaining saturation of the water phase.

Secondly, the effective permeability of the porous medium is dependent on the saturation

of the phases present (Bennion & Bachu, 2005; Jackson et al., 2018; Krevor et al., 2012).

Analytical studies incorporating capillary effects in homogeneous porous media (Golding

et al., 2011, 2013) find that capillary forces tend to thicken the current as increased capillary

forces reduce the CO2 saturation resulting in a reduced effective permeability of the rock. In

homogeneous systems, the rate of migration of the plume is found to be largely insensitive to

capillary effects. However, in heterogeneous layered porous media, when capillary forces are

dominant the CO2 saturation may be dynamically rearranged into high permeability regions,

accelerating plume migration and enhancing multiphase effects such as relative permeability

(Benham et al., 2021b; Jackson & Krevor, 2020).

5.2.1 Flow controlling forces

For reasons outlined above, it is important to make a quantitative assessment of the relative

contributions of the three forces, viscous, capillary and buoyancy, in controlling the flow of

CO2 within the Paaratte Formation at varying distances from the injection well. To obtain

the relative strength of the viscous forces requires an estimate of the background pressure

gradient due to injection. Assuming that the CO2 has reached near steady-state flow at

a constant average saturation SCO2 , and neglecting the buoyancy of the fluid, the pressure

Pr, at a distance r from the injection well can be found by extending the Dupuit-Theim

theorem (Dupuit, 1863; Thiem, 1906) to multiple phases, as shown by Jackson & Krevor

(2020). Here,

Pr = P0 −
µCO2Q

2πKkrCO2H
ln

r

R0

(5.2)

where P0 is the equilibrium pressure at some outer boundary R0, µCO2 is the dynamic

viscosity of CO2, Q is a constant injection flux, K is the upscaled absolute permeability of

the aquifer, krCO2 is the upscaled relative permeability of the CO2 and H is the height of
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the confined aquifer.

(5.2) is evaluated using parameters from the Otway Stage 2C injection and PS1 storage

formation (Figure 5.3a). The background pressure P0 = 14.5 MPa at a distance of 500 m

from the injection well, µCO2 = 3 × 10−5 Pa s, K = 82 mD and h = 34 m. The pressure is

plotted for three values of the relative permeability of the CO2 phase, krCO2 = 0.1, 0.2 and

0.3. krCO2 = 0.2 gives a pressure at the injection well that matches the measured pressure

increase during injection (Figure 5.2b). This also corresponds with relative permeability

measurements for a core sample of Paaratte Formation sandstone taken at higher interval

at 1400 m depth for a CO2 saturation of 0.5 (Krevor et al., 2012).

The strength of the capillary forces can be evaluated by estimating the maximum change in

capillary entry pressure ∆Pc in the storage interval, across a characteristic vertical length

scale Hc (Benham et al., 2021a; Jackson et al., 2018). The maximum and minimum capillary

entry pressures can be estimated using (Benham et al., 2021b; Leverett, 1941)

pc = pe

(
φ

k/K

)1/2

, (5.3)

where pe is a characteristic pore entry pressure for the reservoir, φ is the porosity, k is the

permeability of the layer and K is the upscaled absolute permeability of the aquifer. Using

φ = 0.25, K = 82 mD, kmin = 4 mD and kmax = 500 mD from well log data, and pe = 2.1 kPa

calculated from a Paaratte sandstone core sample (Krevor et al., 2012), gives a maximum

change in capillary entry pressure ∆Pc = 4.3 kPa, over a characteristic vertical distance of

1 m.

Finally, the strength of the buoyancy forces can be estimated using the expression ∆ρg,

where ∆ρ = ρw − ρCO2 is the density difference between the CO2 and brine which gives rise

to a buoyancy force, and g is gravitational acceleration. The relative strength of these three

competing forces can be evaluated using three dimensionless numbers, the capillary number

Nc, the gravity number Ng and the Bond number Nb. The capillary number is the ratio

of the viscous pressure drop to the characteristic capillary pressure variation between layers

(Virnovsky et al., 2004)

Nc =
Hc(Pr − P0)

R0∆Pc
. (5.4)
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Figure 5.3: (a) Injection pressure for the Otway Stage 2C injection as a function of radial
distance from the injection well. (b) Typical capillary number (ratio between viscous forces
and capillary forces) and (c) gravity number (ratio between buoyancy forces and viscous
forces) for the Otway Stage 2C injection.
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For capillary numbers Nc < 1, the CO2 saturation distribution is predominantly governed

by gradients in capillary pressure between heterogeneous layers, while at large capillary

numbers the flow is driven by the background pressure due to injection. The capillary

number is plotted for the Stage 2C injection as a function of distance from the injection well

in Figure 5.3b. The low capillary number suggests that capillary forces play a dominant

role in rearranging the CO2 saturation, even around the injection location. This agrees with

the well log saturation measurements (Figure 4.21), which shows that high CO2 saturations

correspond with the higher permeability layers. The gravity number Ng and the Bond

number Nb are the ratio of the buoyancy force with viscous and capillary forces respectively,

Ng =
∆ρgR0

Pr − P0

, Nb =
∆ρgHc

∆Pc
. (5.5)

Large gravity and Bond numbers correspond with situations where the buoyancy forces

dominate the flow behaviour over the viscous or capillary forces. The gravity number is

plotted for the Stage 2C injection as a function of distance from the injection well in Figure

5.3c. At a distance of 40 m from the injection well, the gravity number Ng = 30, which

suggests that over most of the CO2 plume extent at Otway the buoyancy forces will dominate

the flow behaviour over viscous forces. The Bond number for the flow Nb = 1.5, meaning

that both buoyancy and capillary forces are important in controlling the flow. (Benham

et al., 2021b) suggests that once the injection phase ends, the vertical length scale used to

define the Bond number is governed by the gravity current thickness, which is small at the

edges of the plume. Hence in these regions the Bond number is correspondingly small and

capillary effects will govern the CO2 flow.

The flow model described in this chapter makes the simplification that the aquifer is uncon-

fined and neglects capillary forces. It is likely that viscous forces due to injection pressures

will play a role in governing the flow behaviour at early times close to the injection well,

but the gravity number suggests that buoyancy forces should dominate the flow further from

the injection well. The Bond number suggests that capillary effects will contribute towards

rearranging the saturation into high permeability layers, enhancing multiphase effects. For

this reason, incorporating multiphase effects such as relative permeability into a vertically-

integrated reservoir simulator, as well as introducing confinement and flow of the ambient
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Figure 5.4: Schematic of a two-dimensional section through a three-dimensional gravity
current moving under a caprock with topography d(x, y). The active current with CO2

saturation SCO2,i and density ρc has height h(x, y, t) and is coloured dark grey. The ambient
fluid has density ρa. As the current moves up-slope it leaves behind a region of residually
trapped CO2 with saturation SCO2,r and height hmax(x, y, t)− h(x, y, t), where hmax(x, y, t)
is the maximum thickness of the active current has achieved at a particular point (x, y) up
to the time of consideration.

phase are important areas for future research.

5.2.2 Flow model

This model describes the flow of a single-phase gravity current with a sharp interface and

uniform saturation propagating below a slope in an unconfined aquifer. A constant fraction

of the flow is residually trapped in the pore space at the receding interface of the current

(Figure 5.4).

Fluid flow in porous media is governed by Darcy’s law which relates driving forces due to

background pressure gradients and buoyancy to viscous drag at the pore scale,

φũ = u = − k

µc
(∇P + ρgẑ), (5.6)

where φ is the porosity, ũ is the interstitial fluid velocity, u = (u, v, w) is the Darcy or

transport velocity, k is the permeability, µc is the dynamic viscosity of the CO2 phase, ∇P =

(∂P
∂x
, ∂P
∂y
, ∂P
∂z

) is the pressure gradient, ρ is the CO2 density, g is gravitational acceleration and

ẑ is a unit vector in the vertical.
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Assuming that the matrix and CO2 are both incompressible, a simplified statement of con-

servation of mass may be written in terms of the Darcy velocity u as

∇.u = 0. (5.7)

If the lateral extent of the gravity current is much larger than the vertical extent, as is the case

for most CO2 injections, the vertical velocity is negligible compared to the horizontal velocity,

w � (u, v), and hence the pressure in the current can be approximated as hydrostatic,

P =

{
PH − ρag[H − (d+ h)]− ρcg[(d+ h)− z], d < z < d+ h,

PH − ρag(H − z), d+ h < z < H,

(5.8a)

(5.8b)

where PH is the pressure at a reference horizon below the gravity current at z = H, ρc and

ρa are the densities of the ambient and injected phases where ρc < ρa, h(x, y, t) is the height

of the active gravity current and d(x, y) is the topography of the impermeable caprock.

On applying Darcy’s law to (5.8a), assuming that PH remains constant, the horizontal

velocity uH = (u, v) is given by

uH = − k

µc
∇HP = −ub∇H(d+ h), (5.9)

where ∇H is the horizontal gradient operator and ub = k∆ρg/µc is the characteristic buoy-

ancy velocity for the reservoir where ∆ρ = ρa − ρc.

Residual trapping is introduced as a source/sink term Rc in the evolution equation of the

plume, which accounts for the volume of CO2 that is lost as residual saturation sCO2,r in the

wake of the plume (Hesse et al., 2008). As in Kochina et al. (1983), the residual saturation

sCO2,r is assumed to be constant, such that

Rc =

φsCO2,r
∂h
∂t

for ∂h
∂t
< 0,

0 for ∂h
∂t
> 0.

(5.10)

Empirical evidence suggests the residual saturation sCO2,r depends on the historical maxi-

K. A. Gilmore, Ph.D. Dissertation



Vertically-integrated flow simulations of the Otway Stage 2C Injection 151

mum CO2 saturation before imbibition (Pentland et al., 2010). Both linear and non-linear

trapping models are used to describe the relationship between these values. A commonly

used non-linear model for the residual saturation is Land’s trapping model (Land, 1968),

which relates the initial saturation of CO2 in the pore space sCO2,i to the residual saturation

according to the relationship,

sCO2,r =
sCO2,i

1 + C.sCO2,i

(5.11)

where C is a dimensional constant known as the Land coefficient, which can be determined

experimentally with data from the maximum initial and residual saturations,

C =
1

sCO2,rmax

− 1

sCO2,imax

. (5.12)

Land’s model captures the behaviour that with decreasing initial saturation, the residual

saturation also decreases, but notably the trapping fraction increases.

In the case of a vertically uniform permeability structure, horizontal flow within the current

is uniform as a function of depth, and so the equation for the evolution of the gravity current

interface can be obtained by integrating the conservation of mass, (5.7), in combination with

(5.9) over the depth of the current to give,

φsCO2,i(1− ε)
∂h

∂t
−∇H .

(
k∆ρg

µc
h∇Hd

)
= ∇H .

(
k∆ρg

µc
h∇Hh

)
, (5.13)

where

ε =

sCO2,r/sCO2,i for ∂h
∂t
< 0,

0 for ∂h
∂t
> 0.

(5.14)

5.2.3 Benchmarking the numerical scheme

The evolution of the gravity current given by (5.13) is solved using a Crank-Nicholson finite

difference scheme, centered in time and space (Press et al., 2007). Tridiagonal elimination is

implemented to solve subsequent time steps efficiently. A predictor-corrector scheme is used

to evaluate the non-linear diffusive buoyancy (Press et al., 2007). The model also includes

an adaptive time step which can increase or decrease based on whether changing the time
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step results in an error above or below a threshold value (Cowton et al., 2018; Lister, 1992).

To improve the stability of the model in regions of numerical instability, such as sharp

gradients in topography, the Il’in three-point differencing scheme is implemented (Il’in, 1969;

Clauser & Kiesner, 1987). This scheme is able to handle sharp changes in parameters by

ensuring that the ‘upwind’ cell is used to calculate advective fluxes into or out of each cell.

In this case, the Peclet number, which is the ratio of advection to diffusion, determines the

amount of ‘upwinding’ required to keep the model stable. At high positive or negative Peclet

numbers, the advective term is strongly upwind or downwind, and at low Peclet numbers

the scheme reverts to the space-centred Crank-Nicholson scheme (Cowton, 2017).

An alternating-direction-implicit (ADI) scheme is used to calculate the propagation of the

current in three-dimensions (Peaceman & Rachford, 1955; Press et al., 2007). Here, the

numerical simulation is advanced by a half time step in the x-direction, and then by half a

step in the y-direction, advancing the simulation by a full time step after one iteration.

The numerical scheme was benchmarked against analytical solutions for unconfined gravity

currents in two- and three-dimensions presented by Huppert & Woods (1995) and Vella &

Huppert (2006) by Cowton (2017). The numerical scheme, including residual trapping, is

benchmarked against analytical solutions from Kochina et al. (1983) (Figure 5.5). Here,

I model two-dimensional gravity-driven flow of a finite volume release of fluid for varying

residual saturations sr. Figure 5.5a and 5.5b show the active current extent Xn and current

depth at the origin H = h(0, t) as a function of time for sr = 0 and sr = 0.5. Where there

is no residual trapping, the current extent and height evolve according to Xn ∼ t1/3 and

H ∼ t−1/3, which agrees with the analytical solutions for the point release of a buoyant

fluid on a horizontal boundary given by Huppert & Woods (1995). Although there are no

equivalent analytical solutions for a gravity current with residual trapping, it has been shown

that an asymptotic self-similar solution of the second kind exists, with the extent and height

evolving as a power law at late times, which can be seen for the sr = 0.5 solutions. The

power law exponent β, where Xn ∼ tβ and H ∼ tα where α = 1− 2β, is plotted for varying

values of sr in Figure 5.5c, along with the numerical solution from (Kochina et al., 1983),

solved using a shooting method. Both solutions show consistent power law exponents, even

at high residual saturations.
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a

b

c

Figure 5.5: Extent (a) and height (b) of a 2D gravity current with and without residual
trapping. (c) Power law exponent of the extent β and height (β = (1− α)/2 where α is the
exponent of the height) plotted as a function of residual saturation sr.
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5.3 Forward modelling of the Otway Stage 2C injection

The flow simulator solves (5.13) to obtain distributions of the CO2 current, h(x, y, t), which

can be compared against the observed CO2 thickness measurements obtained from seismic

inversion by Glubokovskikh et al. (2020), which are presented in Chapter 4. There are a

number of inputs required for application of the numerical scheme to a reservoir setting: an

estimate of the geometry of the impermeable caprock beneath which the CO2 is spreading

d(x, y); the permeability k(x, y) and porosity φ(x, y) of the reservoir; the initial CO2 sat-

uration in the pore space sCO2,i(x, y) and residual saturation sCO2,r(x, y); the density and

viscosity of the injected fluid; and the volumetric flux and input location of CO2 into the

reservoir. Each of these input parameters is discussed below.

5.3.1 Model input parameters

Reservoir geometry

The reservoir geometry is constrained by picking the negative amplitude anomaly at 1200 ms

two-way travel time (TWTT) in the 2015 baseline survey, which is thought to correspond

with the boundary between the top of the PS1 storage formation and the bottom of an

extensive, 8 m thick mudstone seal. Waveform modelling of a synthetic reservoir model

based on the CRC-2 well log suggests that the high amplitude reflections may be picking

out the calcite baffles which overprint the geology and have characteristically high densities

and velocities and low porosity and permeability. However, regardless of which horizon the

reflection corresponds to, it is a reasonable assumption that the geometries of neighbouring

horizons are relatively consistent, particularly as geochemical evidence suggests that these

calcite layers form in close proximity to the mudstone seals as they act as the source of the

biogenic carbonate (Dutton et al., 2000). Hence, the geometry of the reflection is our best

estimate of the reservoir geometry.

The dominant frequency of the source wavelet for the seismic reflection surveys is 40 Hz,

which means that the vertical and horizontal resolution is around 20 m. Topographic features

below this length scale will not be fully resolved. Comparison of the TWTT of horizons
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above the injection zone across time-lapse seismic surveys shows small variations on the

order ±1 ms, which suggests the horizon topography is affected by noise on the order ±2 m.

This is in line with the error associated with hand picking of the horizons. The seismic survey

is binned into 7.5 m × 7.5 m blocks before processing. A median filter with 50 m blocks is

applied to the picked surface (Lim, 1990) to mitigate short wavelength noise and remove

sharp gradients that could affect the stability of the numerical flow simulations.

The topographic surface of the caprock is converted from two-way travel time to depth below

sea-level using a TWTT to depth relationship obtained from vertical seismic profile (VSP)

data and well logs (Figure 4.5), and a correction of 50.4 m is applied to convert from metres

depth to metres below mean sea level. The TWTT-depth relationship from wells across the

fault block varies by ±5 m at a depth of 1500 m, which suggests that there is not significant

lateral velocity variations across the fault block (Dance et al., 2012).

Reservoir permeability and porosity

The permeability and porosity for the PS1 formation are estimated using average properties

from the CRC-1 and CRC-2 well logs, not including intervals overprinted by the calcite

formations. The formation is a deltaic sedimentary package, ranging from clay rich distal

mouth bars to high quality distributary channel sandstones. This heterogeneity is reflected

in the range of permeabilities (1-1000 mD) and porosities (0.17-0.31) across the formation.

The geometric mean permeability across the PS1 formation is 82±7 mD and the average

porosity is 0.25±0.04, with the uncertainty range indicating one standard deviation from the

mean. The CRC-1 and CRC-2 wells, spaced ∼ 150 m apart, show consistent permeability

and porosity measurements, suggesting that lateral heterogeneity between wells is limited.

The Naylor South splay fault ∼ 200 m from the injection well is assumed to be sealing to

across-fault flow. Tenthorey et al. (2014) used the shale gouge ratio algorithm to quantify

the across-fault flow potential of the splay fault and found that the fault should be sealing

to lateral movement of CO2. The fault-parallel flow properties are harder to quantify and it

is likely that a high permeability damage zone exists in the region directly next to the fault

(see Section 4.2.3). For these simulations it is assumed that no CO2 in the vicinity of the
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fault leaks through the caprock. However, if the fault damage zone resulted in a 2-3 order

of magnitude permeability increase in the caprock, it is possible that CO2 may start to leak

into the overlying formation. Implementing the fault leakage rates estimated in Chapter 3

into the flow simulator is a potential area for future research.

CO2 saturation

The CO2 saturation within the plume sCO2,i(x, y) is difficult to predict due to its spatial

variability and the lack of constraining measurements. The pulsed neutron log saturation

measurements suggest that the CO2 saturation varies from sCO2,i = 0.2− 1 at the injection

well. However, it is likely these saturations are larger than the CO2 saturations further

from the injection site. For simplicity, an average saturation is used across the plume in the

numerical simulations, which is obtained by comparing the known injected CO2 mass to the

mass of the observed plumes. The observed CO2 thickness measurements obtained by seismic

inversion (Figure 4.32), give an effective volume that the CO2 occupies. A least squares fitting

is used to calculate the average saturation that minimises the misfit between the CO2 mass

in the observed plume and the known injected CO2 mass, assuming a density for the CO2 gas

mix of ρ = 348 kg m−3 and a reservoir porosity φ = 0.25 (Figure 5.6). The minimum average

mass misfit is found at sCO2,i = 0.16±0.03, with the error reflecting the uncertainty in the

plume thickness and any missed CO2 thickness at the plume edges. It is worth noting that

although the model uses a vertically-averaged saturation, the heterogeneous permeability

structure means that saturation is likely to vary vertically (see Section 5.2.1 for further

discussion).

The residual saturation of sCO2,r = 0.13 is calculated using Land’s trapping model (5.11),

where the Land’s coefficient C = 1.3 is calculated using a maximum initial saturation

sCO2,imax = 0.59 and maximum residual saturation sCO2,rmax = 0.33, obtained from core

flood experiments on a sample of Paaratte sandstone (Krevor et al., 2012). As with the

initial saturation, it is assumed that the residual saturation is uniform across the plume.

In reality, it is likely that residual saturations would be higher close to the injection site

where initial CO2 saturations are also likely to be higher. Estimated values for the initial

saturation and residual saturation result in a high trapping fraction sCO2,r/sCO2,i = 0.81,
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Figure 5.6: Average misfit between the injected CO2 mass and mass of observed plume as
a function of saturation. Average plume saturation sCO2,i = 0.16 gives minimum misfit.

which suggests that fast stabilisation of the plume by residual trapping could be expected.

Fluid properties and injection parameters

A total of 15,006 tonnes of CO2-rich gas was injected into CRC-2 at an average rate of 120

tonnes a day over the period from 2nd December 2015 to the 4th April 2016 (Figure 5.7).

The gas was injected into PS1, Unit A of the Paaratte Formation, over a perforated interval

between 1453.1 m and 1464 m TVDss (metres below mean sea level). The injected fluid

is a supercritical CO2-rich gas mixture extracted from the nearby Buttress reservoir with

fluid composition 78.7% CO2, 18.9% CH4, 1.38% N2 and 1.04% C5+ by molar percentage

(Watson et al., 2018). The injection rate is measured in standard cubic metres of gas per

day (Sm3/day), where a Sm3 is a m3 of gas at 15◦C and 1 atm (101.325kPa). To convert the

volume flux in Sm3 to a volume flux at reservoir conditions, I use the GERG 2008 equation

of state, which is the ISO standard for calculating the thermodynamic properties of natural

gas mixtures (Kunz & Wagner, 2012). The density of a gas mix comprising 78.7% CO2,

18.9% CH4, 1.38% N2 and 1.04% isopentane by molar percentage, is ρ = 1.65 kg m−3 at

15◦C and 101.325kPa and ρ = 348 ± 10 kg m−3 at reservoir conditions of 62.4±0.5◦C and

14.5±0.1 MPa. For the numerical simulations of the Stage 2C injection, an injection flux

of 88475 Sm3/day, equal to 0.0049 m3s−1 at depth, is used across three discrete injection

intervals, lasting 34, 35 and 33 days respectively, shown by the black dashed line in Figure
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Figure 5.7: Measured and modelled injection rate during the Otway Stage 2C injection.
Injection was paused while the TL1 and TL2 seismic surveys were being carried out.

5.7.

The viscosity of the injection mixture is estimated by assuming a gas mix comprising 80%

CO2 and 20% CH4 by molar percentage. Here, the kinematic viscosity of the mixture νmix

is approximated by the relationship

ν
1/3
mix = xCO2ν

1/3
CO2

+ xCH4ν
1/3
CH4

, (5.15)

where xCO2 , xCH4 and νCO2 , νCH4 are the mass fractions and kinematic viscosities of CO2

and CH4 respectively (Gambill, 1959). Using νCO2 = 8.0× 10−8 m2s−1 (Dubacq et al., 2013)

and νCH4 = 1.8×10−7 m2s−1 (Gonzalez et al., 1967) calculated at reservoir temperature and

pressure, gives a kinematic viscosity for the mixture νmix = 8.6× 10−8 m2s−1, which can be

converted into a dynamic viscosity µ = 3.0× 10−5 Pa s.

5.3.2 Modelling Results

The CO2 flow from the Stage 2C injection is simulated and compared against the seismic

observations of plume thickness obtained by Glubokovskikh et al. (2020) (Figure 5.8). The

thickness plotted for the numerical simulations is the total thickness of the active and resid-

ually trapped plume (hmax in Figure 5.4). It is appropriate to compare the total thickness

against the seismically derived thicknesses as the seismic response of the active CO2 current
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and the residually trapped CO2 is very similar. Here, a uniform permeability for the reservoir

of k = 82 mD is used, estimated from the CRC-1 and CRC-2 wells.

In general, the simulations using a uniform permeability field do a relatively poor job at

matching the overall shape of the plume. At early times, the up-slope extent and thickness

around the injection wells agree reasonably well. However, the modelled plume spreads

radially, whereas the observed plume forms two distinct lobes. At later times, the modelled

plume preferentially propagates towards the east, due to a local topographic high in that

area, whereas the observed plume preferentially follows the splay fault towards the southeast.

These results suggest that the uniform parameter inputs used are not sufficient to match

the observed CO2 distribution. In the following sections, uncertainties in the large-scale

permeability structure of the reservoir are investigated along with a discussion of the other

possible causes for the discrepancy.

5.4 History-Matching the Reservoir Permeability Structure

Post-injection observations of the seismic plumes suggest that the base-case reservoir model

used in flow simulations is not representative of the storage reservoir. By comparing results

of the numerical simulations to the observations, reservoir models can be retrospectively

updated in a process known as history-matching (e.g. Cowton et al., 2018; Nilsen et al.,

2017). Due to the computational efficiency of the vertically-integrated flow model, a large

number of numerical runs using a range of different bulk parameters for the reservoir can be

performed and compared to the seismic observations to see if there are large scale reservoir

properties that produce an improved match.

5.4.1 Inversion for uniform permeability structure

A parameter sweep is used to obtain the reservoir permeability that best fits the observed

CO2 distribution. The misfit between the observed plume and the simulated plume is cal-

culated using a least-squares misfit function defined in terms of the thickness of the CO2
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Figure 5.8: Observed (left-hand side) and modelled (right-hand side) CO2 distribution
using a uniform permeability derived from well logs, k = 82 mD.
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Figure 5.9: Misfit between observed and simulated CO2 distribution for uniform reservoir
permeability simulations. Black arrow shows bulk permeability of 188 mD which corresponds
with the minimum misfit.

plume,

M =
1

Ns

Ns∑
j=TL1

[
1

N

N∑
i=1

(hsij − hoij)2
]
, (5.16)

where M is the misfit for the simulation, Ns is the number of seismic surveys, j refers to a

specific seismic survey in order from time-lapse survey 1 (TL1) to TL5, N is the number of

data points in each survey over 2 m thick, i refers to a data point, hs is the simulated CO2

thickness and ho is the observed CO2 thickness.

The misfit between the observed and simulated CO2 distributions as a function of bulk

reservoir permeability is shown in Figure 5.9. The minimum point in the misfit function is

found at k = 188 mD. The CO2 plume distributions for simulations performed at a bulk

reservoir permeability of k = 188 mD are shown in Figure 5.10. The results of this simulation

are very similar to the results from the uniform well log permeability simulations. The

discrepancies between the observed and simulated plumes suggest that a bulk permeability

structure for the reservoir is not adequate to match the observed CO2 distribution and that

a more complex permeability structure is required.

5.4.2 Large-scale Reservoir Heterogeneity

A likely source of large-scale heterogeneity in the PS1 formation is due to the fault damage

zone surrounding the Naylor South fault and splay fault. A simple model for the structure
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Figure 5.10: Observed (left-hand side) and modelled (right-hand side) CO2 distribution
using uniform permeability obtained by history-matching. k = 188 mD.
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Figure 5.11: Relationship between fault displacement and damage zone width. Grey line
marks transition between a power law relationship and constant width. Grey zone is 80%
confidence limit on this point. Data collated by Savage & Brodsky (2011) from a range of
studies.

of a fault zone is a low permeability fault core surrounded by a zone of intense fracturing,

known as the fault damage zone, which decays in intensity away from the fault (Wibberley

et al., 2008). Damage zones have enhanced permeabilities due to pervasive fracturing which

results in increased flow parallel to the fault. Data collated by Savage & Brodsky (2011)

shows that damage zone thickness scales with total fault displacement until around 2400 m

displacement, at which point the damage zone grows more gradually (Figure 5.11).

The scaling relationship in Figure 5.11 is used to estimate the damage zone thickness around

the Naylor South splay fault and Naylor South fault (Figure 5.12). Here, the displacement

across the fault is measured along its length, and a linear fit applied to the data (Figure

5.12b). The scaling relationship between displacement and damage zone thickness is then

used to estimate the damage zone width as a function of distance along the fault (Figure

5.12c).

The complex permeability structure of the fault damage zone is simplified to a dual-permeability

model for the flow simulations, with the area inside the damage zone assigned a uniform

permeability and the rest of the PS1 formation is assigned a lower uniform permeability.

Simulations are run for a range of fault and reservoir permeabilities, and the misfit for each
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a
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c

Figure 5.12: (a) Topography of the Top of the PS1 formation. Red dashed line = section
fault displacement is calculated along. (b) Displacement across the Naylor South splay fault.
Black points = spot displacement measurements. Red dash line = fitted linear function. (c)
Estimated damage zone width across the Naylor South splay fault using relationship in
Figure 5.11.
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Figure 5.13: Misfit between observed and simulated CO2 distribution as a function of
reservoir permeability and fault damage zone permeability. Red cross shows the misfit low
found at a reservoir permeability of k = 0.11 D and a fault damage zone permeability of
kf = 16 D.

run calculated using (5.16) (Figure 5.13). The misfit function is largely insensitive to changes

in fault damage zone permeabilities when the permeability is above 5 D, whereas it is more

sensitive to changes in the reservoir permeability. Where the fault damage zone permeability

is above 5 D, misfit values are lower for the dual-permeability model compared to the bulk

permeability model, with the minimum misfit reduced from 6.12 to 5.78. A misfit minimum

is found at a reservoir permeability of k = 0.11 D and a fault damage zone permeability of

kf = 16 D. The CO2 distribution for this simulation is shown in Figure 5.14. A comparison

of the misfit function between the bulk permeability model and the dual-permeability model

shows that the fit is improved between simulated and observed CO2 distributions by adding

a high permeability damage zone near the fault. However, although more of the CO2 flow

is towards the south-east, there is still a significant fraction of the plume which propagates

towards the north-east, which is not seen in the seismic observation. This suggests that a

dual-permeability model is not sufficient to explain the observed CO2 flow, and discussion

over the causes for this remaining discrepancy is presented in Section 5.6.
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Figure 5.14: Observed (left-hand side) and modelled (right-hand side) CO2 distribution
using a reservoir permeability of k = 0.11 D and a fault damage zone permeability of kf =
16 D obtained by history-matching.
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5.5 Stabilisation of the CO2 plume by residual trapping

Although flow simulations using a bulk permeability or dual-permeability model are unable

to match the detailed planforms of the observed CO2 plume, there is agreement on the

timescale over which the CO2 plume stabilises. Simulations are run with a high residual

trapping fraction sCO2,r/sCO2,i = 0.81, meaning that fast stabilisation of the active CO2

plume due to residual trapping occurs. The similar CO2 distributions of the simulated

plumes in seismic surveys TL4 and TL5, which took place 1 year and 2 years post-injection

respectively, signal stabilisation of the active plume, and this is also reflected in the observed

CO2 plumes.

To analyse the effect of residual saturation on time to plume stabilisation more quantitatively,

the change in height of the active CO2 plume is calculated and summed across the entire

plume and plotted as a function of time for varying residual trapping fractions sCO2,r/sCO2,i.

(Figure 5.15a). Simulations are performed for a bulk permeability of k = 188 mD and assume

a uniform initial saturation sCO2,i = 0.16. For larger values of sr, the volume change of the

active plume rapidly decreases as a larger fraction of the CO2 is being residually trapped, and

the active plume stabilises earlier compared to if no residual trapping occurs. For numerical

simulations using low residual trapping fractions of sCO2,r/sCO2,i = 0.2 and 0.4, there is still

significant movement of the CO2 plume at the times of the TL4 and TL5 seismic surveys.

In contrast, for a high residual trapping fraction of sCO2,r/sCO2,i = 0.8, the volume change

by the times of the TL4 and TL5 seismic surveys is greatly reduced, and so the thickness dis-

tribution of the resultant plume is similar between the two seismic surveys. This agrees with

seismic observations of the plume distributions (Figure 4.32), which show similar plume dis-

tribution for the TL4 and TL5 surveys, suggesting that the CO2 plume has mostly stabilised

by the time of the TL5 survey.

By defining a threshold volume change below which the simulated active plume is effectively

stable, the time to stabilisation is calculated as a function of the residual trapping fraction

(Figure 5.15b). This illustrates the dependency of the time to plume stabilisation on the

residual trapping fraction with stabilisation times around five times greater where no residual

trapping occurs compared to a 90% trapping fraction. Error bars represent the range of
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Figure 5.15: (a) Volume change of the CO2 plume as a function of time for varying residual
trapping fractions. Vertical dashed lines show the times of the TL4 and TL5 seismic surveys.
(b) Time to plume stabilisation as a function of residual trapping fraction. Stabilisation time
is defined as the time at which the volume change in (a) falls below a threshold value of
1 × 10−4 m3 s−1. Error bars illustrate a 20% change in the threshold. The horizontal grey
bar represents a plume stabilisation time range of 2-5 years, appropriate for the Otway Stage
2C injection (Watson et al., 2018).

stabilisation times that result from a 20% change in the threshold value. The horizontal

grey bar shows the 2-5 year stabilisation time range that is expected for the Stage 2C

injection (Dance et al., 2019; Watson et al., 2018). This timescale for stabilisation agrees with

simulated plume stabilisation times at high residual trapping fractions, sCO2,r/sCO2,i ≈ 0.9.

This suggests that there is a high level of residual trapping in the storage reservoir, and that

residual trapping plays an important role in stabilisation of the CO2 plume.

K. A. Gilmore, Ph.D. Dissertation



Vertically-integrated flow simulations of the Otway Stage 2C Injection 169

5.6 Discussion

The vertically-integrated flow simulations capture some aspects of the observed plume be-

haviour such as the plume thickness and shape at early times and the time to stabilisation

by residual trapping. However, there are remaining discrepancies between observed and

simulated CO2 distributions and this section will discuss reason for this, as well as touch

upon what we can and cannot infer about the reservoir and flow of CO2 from the numerical

simulations.

The first likely cause for discrepancy is due to uncertainty in the topography of the caprock.

The topography of the caprock controls the advective flow of the CO2. For the simulations

performed here, a topographic high towards the north-east of the injection zone drives sig-

nificant CO2 flow in that direction, which is not capture by the seismic observations. The

numerical simulations for the Stage 2C injection were rerun using the caprock topography

from the regional seismic surveys (Dance et al., 2012). A bulk reservoir permeability model

was used, and the misfit function between observed and simulated plumes calculated, with

a minimum misfit found at a permeability of k = 134 mD (Figure 5.16). The simulated

plume distributions using this permeability are shown in Figure 5.17. The overall shape of

the simulated plumes agree better with the observed plume, especially for the time-lapse

surveys TL1-TL3 taken during the injection phase. Simulated CO2 flow moves preferentially

southeast of the injection zone, due to a large scale topographic gradient in this direction.

This closer match between observed and simulated plumes is reflected in lower misfit values

compared to the bulk permeability simulations performed using caprock topography from

the 2015 baseline survey. However, although use of the regional seismic surveys results in a

better match, much of this is due to the presence of a high topography channel that runs

parallel to the fault (see Figure 4.9b). This is potentially an artifact of the lower resolu-

tion seismic acquisition parameters and use of a post-stack time migration during seismic

processing, which results in poorer seismic image quality around fault zones.

It is difficult to say exactly what is the cause for the discrepancy between the two seismic

surveys, but possible reasons include variations in the acquisition and processing workflows,

updated velocity models used in the time-to-depth conversion and different survey resolu-
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Figure 5.16: Misfit between observed and simulated CO2 distribution for uniform reser-
voir permeability simulations with using PS1 caprock topography obtained from regional
seismic surveys (Dance et al., 2012). Black arrow shows bulk permeability of 134 mD which
corresponds with the minimum misfit.

tions. An important consideration is the extent to which differences between repeat seismic

surveys can affect the results of flow simulations. For the Stage 2C injection, looking at

the simulations using topographies from different surveys, the planforms have similar shapes

and thicknesses at early times, but as the CO2 moves further into the reservoir there are

significant changes in the shapes of the simulated plumes. Accurately determining the causes

of discrepancy between repeat seismic surveys at a potential injection site and a quantitative

assessment of how this affects the interpreted geological structure and resulting numerical

simulations is an important area for future research.

The second likely cause of discrepancy between the simulated and observed CO2 plumes is

due to spatial distribution of permeability in the reservoir. Including a large-scale perme-

ability structure associated with the fault damage zone was not sufficient to match between

observed and simulated plumes. Due to the heterogeneous nature of the storage formation,

there are likely further spatial variations in permeability, both vertically and laterally, which

will affect the flow of CO2. In particular, the calcite baffles within the reservoir play an

important role in governing the flow of CO2, and uncertainties in their size, position and

geometry will translate to uncertainties in the flow models. Modelling a spatially varying

permeability structure is not within the scope of this thesis, but results from the numeri-

cal simulations performed can be used to infer something about the possible permeability

structure of the reservoir.
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Figure 5.17: Observed (left-hand side) and modelled (right-hand side) CO2 distribution
using uniform permeability obtained by history-matching and topography from Dance et al.
(2012). k = 134 mD.
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The first discrepancy between the simulated and observed CO2 plumes that may be a result

of spatially varying permeability is the hole seen within the CO2 plume just to the east of

CRC-1. It is likely that there is a low permeability region which is inhibiting flow through

this area. Dance et al. (2019) speculates that this is due to a further splay fault which inhibits

cross-fault flow through the region. It could also be caused by a lower permeability zone due

to calcification of the deltaic sandstones. The second discrepancy is the lack of CO2 in the

observed plumes towards the north-east of the area. This could be due to higher permeabil-

ities associated with the fault zone across wider distances than suggested by fault scaling

relationships which channel CO2 flow towards the south-east, or lower permeabilities on a

larger-scale towards the north-east of the fault block. However, TWTT-depth relationships

for the wells further north suggest there are not significant lateral velocity variations across

the fault block (Dance et al., 2012). Another possible explanation is that some CO2 does

move towards the north-east but is not detected by the seismic reflection surveys. Potential

evidence to support this are the isolated patches of increased amplitude seen in amplitude

difference maps (Figure 4.15), which were thought to be due to noise between seismic surveys

but may be due to patches of CO2. This highlights another important uncertainty associated

with the limited resolution of the seismic data.

The third cause of discrepancy between the simulated and observed CO2 plumes is down

to the validity of the gravity current model. The current simulations assume that the flow

is unconfined, neglect capillary effects and assume a uniform CO2 saturation in the plume.

Confining forces will govern flow behaviour around the injection zone at early times, and

capillary forces will act to rearrange the CO2 saturation into high permeability layers, as

discussed in Section 5.2.1. Vertical permeability structures may also result in significant

vertical flow, which is not captured in vertical equilibrium models. However, it is still

expected that horizontal flow will still dominate flow behaviour as the aspect ratio of the

flow is still large. Incorporating these modifications to the gravity current model are areas

for future research.

It is likely that uncertainties in the topography, reservoir permeability structure and simpli-

fications to the gravity current model all contribute towards discrepancies between simulated

and observed CO2 distributions. Differences in the caprock geometry due to variation be-
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tween seismic surveys resulted in changes to the simulated plume distribution highlighted

by a difference in the misfit function. Similarly, changing from a bulk permeability to

dual-permeability model also resulted in a similar reduction in the misfit function, although

there was a smaller change in the planform of the CO2 plume, suggesting that broad scale

CO2 movement is affected more by reservoir geometry. The discrepancies between observed

and simulated CO2 distributions highlights the utility of vertically-integrated simulations

combined with history-matching as a means to identify where the reservoir geometry or

permeability structure is unknown.

5.7 Summary

In this chapter, I have presented results from flow simulations of the Otway Stage 2C in-

jection. The numerical model used is a vertically-integrated, sharp-interface model which

assumes that the CO2 current is unconfined. It is the first use of a reduced-order modelling

approach at the Otway site, and provides an opportunity to assess the use of such models in

a heterogeneous storage formation such as the storage interval used in the Otway Stage 2C

trial.

I quantitatively assess some of the simplifying assumptions within the model, such as ne-

glecting vertical confinement and capillary effects. I find that although viscous forces due

to confinement are likely to play a role in governing the flow behaviour at early times close

to the injection well, buoyancy forces should dominate the flow further from the injection

well. Due to strong vertical permeability variations across the storage formation, it is likely

that capillary effects will play a large role in rearranging the CO2 saturation in the reservoir,

and incorporating multiphase effects such as relative permeability is an important area for

future research.

Flow simulations using bulk reservoir and fluid properties from the literature and well log

measurements do a relatively poor job at matching the observed CO2 distributions. Bulk per-

meability simulations using the best-fit permeability obtained by history-matching reduces

the misfit between simulated and observed plumes, but there is still significant disagreement,

which suggests the reservoir has a more complex permeability structure.
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The damage zone surrounding the Naylor South fault and splay fault which bound the storage

formation is a likely source of large-scale heterogeneity. Simulations were run using a dual-

permeability model, where the permeability of the fault damage zone and the permeability of

the rest of the reservoir were allowed to vary, with the width of the damage zone determined

using scaling relationships from the literature between fault displacement and damage zone

width. The numerical simulations fit the overall shape of the observed CO2 better, with

more CO2 flowing along the fault, but there is still significant flow towards a topographic

high east of injection well, which is not seen in the seismic images.

Seismic observations of the CO2 plume at 1 and 2 years post-injection suggest that the

plume mostly stabilises within this time. Numerical simulations performed with a high

residual trapping fraction of sCO2,r/sCO2,i ≈ 0.8 show stabilisation of the plume within a

similar time-frame. It is found that the time to plume stabilisation is around five times

greater where no residual trapping occurs compared to a 90% residual trapping fraction.

Possible causes for the remaining discrepancy between observed and simulated CO2 distri-

butions such as uncertainty in the caprock topography, a spatially variable permeability

distribution in the reservoir and simplifications in the gravity current model are discussed.

Even though the flow simulations performed are not be able to replicate the observed CO2

flow, they are valuable in highlighting which aspects of the CO2 flow cannot be explained

with current knowledge of the reservoir geometry and permeability structure.
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Chapter 6

Conclusions and Future Work

6.1 Summary and Conclusions

In this dissertation, three important aspects of carbon dioxide (CO2) storage security in

sub-surface geological reservoirs have been investigated through the use of reduced-order

analytical and numerical models. These are CO2 trapping rates due to dissolution in het-

erogeneous reservoirs, CO2 leakage rates through fault zones and modelling CO2 flow for a

field-scale carbon storage project with comparison to observations from time-lapse seismic

reflection surveys.

The rate of CO2 dissolution in saline aquifers is the least well-constrained of the secondary

trapping mechanisms which enhance the long-term security of geological carbon storage. CO2

injected into an aquifer with interbedded high and low permeability layers will preferentially

be confined to the higher permeability layers, which increases the CO2-water interfacial

area and increases dissolution rates. In Chapter 2, I provide a conservative, first-principles

analysis of the quantity of CO2 dissolved and the rate at which free-phase CO2 propagates in
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layered reservoirs. A horizontally layered reservoir comprising alternating higher and lower

permeability layers was modelled. Free-phase, low viscosity CO2 is confined to the higher

permeability layers, and a finite capillary entry pressure impedes the CO2 from entering the

lower permeability layers. The velocity at which CO2 travels in the reservoir is dominated by

the advective input flux at early times and transitions to an intermediate diffusion dominated

regime as diffusive loss of CO2 increases. At late times, the water in the low permeability

layers reaches CO2 saturation, dampening diffusion and resulting in a return to an advection

dominated regime. The significance of these regimes is governed by the ratio between the

volume available for CO2 dissolution in the low permeability layers and the volume of CO2

within the high permeability layers. This ratio also governs the maximum fraction of injected

CO2 dissolved at late times. The model was applied to a real world example of a carbon

storage reservoir, and it was found that for characteristic bedding thicknesses of < 0.1 m,

over 10% of the injection CO2 will dissolve into the water within a few years of injection

and propagation distances into the reservoir are reduced by ∼ 10%. The tendency of low

viscosity supercritical CO2 to finger and the much more complex flow paths in real reservoirs

will likely increase CO2 dissolution rates above the minimum estimates from this model.

Fault zones have the potential to act as leakage pathways through low permeability struc-

tural seals in geological reservoirs. In the case of CO2 storage, they pose a risk of CO2

leakage to the surface, as faults can cut through multiple aquifers and caprocks. In Chap-

ter 3, I developed an analytical model to describe the dynamics of leakage through a fault

zone cutting multiple aquifers and seals, which was tested against porous media laboratory

experiments. It comprises a two-dimensional gravity current in a porous medium, fed by a

buoyant plume spreading under a horizontal impermeable baffle. The baffle contains a low

permeability fault through which the current leaks. This system constitutes a reduced order

model of a faulted caprock, whereby an impermeable fault core is surrounded by a high

permeability fracture zone. A set of porous media tank experiments verify the dependence

of the fault width, fault height, input flux and input density on leakage rates through the

fault as predicted by the model. Crucially, the analysis showed how these parameters control

the ratio of fluid flux into the aquifer compared to fluid leaking through the fault, which is

significant for storage efficiency. The utility of the model for the assessment of CO2 storage

was demonstrated by application to a naturally occurring CO2-charged aquifer at Green
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River, Utah. I calculated the fluid distribution and leakage rates across multiple vertically

stacked aquifers, cross-cut by a fault, and found that if the fault permeability is comparable

to or less than the reservoir permeability, the majority of the CO2 remains trapped within

the lowest layer over a roughly 1000 year time scale. This framework can be used for quick

assessment of fluid leakage through fault zones, given a set of input parameters relating to

properties of the fault, aquifer and fluids, and can be incorporated into basin-scale models

to improve computational efficiency.

In Chapter 4, I reviewed the time-lapse seismic reflection surveys and geological information

from Stage 2C of the Otway Project, a pilot scale CO2 sequestration project in Victoria,

Australia. 15,000 tonnes of CO2-rich gas were injected into the Paaratte formation at a depth

of 1500 m, accompanied by time-lapse seismic monitoring. Well logs show that the deltaic

storage formation is highly heterogeneous. Large variations in porosity and permeability are

caused by calcite and dolomite cemented layers. Comparison between the baseline seismic

survey and subsequent post-injection surveys show multiple reflections which display an

increase in seismic amplitude. This amplitude anomaly spreads out along a bounding fault

zone, forming an elongate plume roughly 750 m in length. The areal extent of the anomaly

varies depending on the horizon analysed and differencing method use, but all horizons

display the same overall behaviour of an increase in plume area during injection followed

by a period of steady areal extent with possible decline at later times. Seismic waveform

modelling of CO2 thicknesses in the injection region using a geological model from well log

data suggests a linear scaling between the amplitude change and CO2 thickness. The total

volume of CO2 injection into the reservoir can be used to constrain the exact amplitude-

thickness scaling, provided the CO2 saturation in the plume is known. Saturation logs at the

injection well and an observation well suggest that the CO2 saturation varies from 0.4-1 over

the injection interval, with larger variation outside the injection the interval. The lack of

further constrains on the CO2 saturation in the plume mean that amplitude measurements

alone cannot be used to estimate the thickness of the CO2 plume.

Numerical simulations of CO2 flow are important for testing the suitability of storage sites

and identifying potential hazards prior to injection. In Chapter 5, a vertically-integrated

reservoir simulator incorporating residual trapping was developed and used to model the
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Otway Stage 2C injection. Results of the simulations were compared against CO2 plume

thickness measurements obtained via inversion of vertical changes in acoustic impedance

(Glubokovskikh et al., 2020). It is the first attempt at a vertically-integrated modelling

approach at Otway, and provides an opportunity to assess the use of such models in a

heterogeneous storage formation. Flow simulations performed using a uniform reservoir per-

meability structure fit the observed CO2 distribution poorly. The damage zone surrounding

the fault that bounds the storage formation is a likely source of large-scale heterogeneity.

Simulations were run using a dual-permeability model, which improved the fit but the re-

maining discrepancy suggests there is further spatial variability in the reservoir permeability.

The planform of the simulated plume notably changes when using a caprock topography from

old regional seimsic survey. This highlights the need to investigate characteristic errors in

reservoir geometry from subsequent seismic surveys. A comparison of the time to plume

stabilisation between observed and simulated CO2 plumes suggests that the residual trap-

ping fraction is high (sCO2,r/sCO2,i ≈ 0.8). Plume stabilisation times are around five times

greater when no residual trapping occurs compared to a high residual trapping fraction.

Even when flow simulations are unable to match the observed CO2 distribution precisely,

this work highlights their use in identifying unknown aspects of the reservoir geometry and

permeability structure.

6.2 Future Work

The analysis presented in this dissertation uses a series of geologically and fluid dynamically

informed assumptions to simplify the CO2-water system and the geological settings. This

allows analytical solutions to be obtained, simplifies the numerical modelling, and focuses

the understanding on the key physical parameters that affect the behaviour of the system.

Future work could look to build on the models developed, so that they incorporate more of

the physics that occurs during CO2 injections into storage reservoirs.

For example, the model for dissolution rates in a horizontally layered system presented

in Chapter 2 could be expanded to the three dimensional radial case, to more accurately

model CO2 injection into a three-dimensional reservoir. Assuming a constant injection flux,
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the velocity of the front would drop of like v ∼ 1/r2, where r is the radial distance from

the injection point, without the presence of dissolution, and it would be interesting to see

how this affects dissolution rates. Another extension would be to replace the periodically

repeating layers with an arbitrary layered reservoir permeability structure, where each layer

has a predetermined width and permeability. This would address the current assumption of

an infinite capillary entry pressure for the low permeability layers, as CO2 would be freely

allowed to enter all layers, proving the capillary entry pressure was overcome.

Incorporating the effects of mechanical dispersion and viscosity variations between the in-

jected and ambient fluid would act to increase the mixing and hence dissolution of CO2 in the

ambient water. These modifications could also be added to the model for fault leakage pre-

sented in Chapter 3. In addition, introducing confinement of the aquifer will mean that flow

of the ambient phase is accounted for in the model. This is especially important when the

thickness of the CO2 current becomes comparable with the height of the aquifer. The current

model uses a sharp-interface approximation, developed for miscible flows in porous media,

but extra multiphase effects such as relative permeability and capillary entry pressures need

to be considered when applied to immiscible settings such as CO2-water systems.

Additional seismic reflection surveys of the Otway CO2 storage site have been obtained as

part of Stage 3 of the Otway Project. Mapping horizons within the Stage 2C storage interval

and comparing them to the legacy regional survey and 2015 baseline survey could provide

further insight into the differences between subsequent seismic surveys. The sensitivity of

the flow of CO2 in the numerical simulations to these changes in geometry as a result of

differences between the seismic surveys could be investigated further. The observed extent

of the CO2 plumes in these subsequent surveys could also be used to test the predictions of

the numerical simulations at later times. Five additional wells have also been drilled, and the

well log data should provide a more detailed spatial permeability map of the reservoir, as well

as an updated velocity model for time to depth conversions. The numerical simulations could

be run with a more informed permeability structure, to better understand how permeability

variations might affect the flow of CO2.

Adaptations can be made to the vertically-integrated gravity current model used to simulate

the Stage 2C injection in Chapter 5. Incorporating confinement of the aquifer is important
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at Otway as the thickness of the plume is comparable to the thickness of the storage in-

terval. This will allow changes in aquifer thickness to influence the flow of CO2. Analysis

of the dominant forces controlling the flow suggests that capillary effects are important in

rearranging the CO2 saturation in the plume due to the heterogeneous nature of the forma-

tion. This suggests that multiphase effects such as relative permeability and capillary forces

are important and therefore are worthwhile additions to the model. For a homogeneous

permeability structure, capillary forces may lead to a lower CO2 saturation and therefore

lower relative permeability. This means the current height profile would need to be steeper

in order to drive flow, resulting in a thicker current (Golding et al., 2013). If vertical or

lateral permeability variations are introduced, variable capillary entry pressures within the

reservoir may mean that there are variations in CO2 saturations across the reservoir, and

hence variations in relative permeability, which will act to disperse the CO2 flow. Finally,

observations of the plume show a possible reduction in areal extent at late times, which

could be due to dissolution of CO2 into the ambient brine. The gravity current model could

be adapted to account for the effects of CO2 dissolution, although benchmarking dissolution

rates is difficult as there are limited accurate field measurements of CO2 dissolution.

Introducing these modifications means that more of the physics observed in CO2-water sys-

tems is captured, which can lead to more accurate results. However, it is important to avoid

overcomplicating the problem to maintain an understanding of the key effects controlling

the system. This means that the results and knowledge gained can be confidently applied

to other CO2 storage settings.
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Appendix A

Late Time Behaviour of the Current Horizontal

Extent

Assuming that changes to the shape of the current are small at late times, the time derivative

of (3.30) is

φκ
d

dt
[h0xN ] ≈ q − qF (A.1)

where κ represents the dimensionless volume of the current (e.g. κ = 1/2 in the case of a

triangle) and the leakage flux

qF =
ζq

hf
(h0 + hf ), (A.2)

with ζ =
dfφfkfg

′

νq
. From (3.29a), we obtain the relationship

−kg
′

ν
h0
∂h

∂x

∣∣∣∣
x=0

= q − qF . (A.3)
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At late times, we can approximate

∂h

∂x

∣∣∣∣
x=0

≈ − h0
xN

. (A.4)

At the equilibrium point where qF → q, the thickness of the current at x = 0

h0 → hf

(
1

ζ
− 1

)
= h0∞, (A.5)

which is obtained from (A.2). We consider the current thickness at x = 0,

h0 = h0∞ − δ(t), (A.6)

where δ(t) � h0∞ is a small perturbation. On equating (A.1) and (A.3) and applying the

relationships (A.4) and (A.6),

φκ
d

dt
[(h0∞ − δ(t))xN ] ≈ kg′

νxN
(h0∞ − δ(t))2. (A.7)

By considering the leading order terms, we find that

xN ≈
(
kg′h0∞
φκν

t

)1/2

, (A.8)

which indicates that the current extent follows a t1/2 power law relationship at late times.

K. A. Gilmore, Ph.D. Dissertation


