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Chapter 1

Introduction

1.1 Motivation: Protein characterisation in heterogeneous
solutions

Proteins are the building blocks of life. They regulate almost every function of living cells
from their structure to catalytic activities through molecular motor or messenger transmis-
sion [125, 154]. As an illustration, actin filaments, which compose the cytoskeleton, serve as
a support to myosine, a motor protein involved in muscle contraction. Another example of
protein function is DNA polymerase, an enzyme engaged in the replication and reparation
of DNA [43, 54]. Every protein is formed by a chain composed of amino acids. The chain
folds into a tridimensional structure depending on the thermodynamic stability of the system,
and the resulting shape will define the protein’s function. To compose the chain, human
cells have a pool of 20 different amino acids [121], and any living cell so far discovered has
approximately as many as a human’s. That is why, even though there exists a huge diversity
of proteins, they share similar characteristics due to the composition of the score of amino
acids [154]. In order to function properly, the proteins need to fold into the correct tertiary
structure, and incorrect folding of the proteins may in some cases lead to aggregation which
is associated with disease, such as neurodegenerative disorders and systemic amyloidoses
[34]. In order to extend our knowledge about life, it is fundamental to study how proteins
work and interact. There exist two main research directions: static studies focusing on
composition and/or structure, and dynamic studies focusing on interactions. The former
consist in determining whether a particular protein exists in a subsystem and, if so, to find the
structure or determine the principal properties characterising the protein. It is thus essential to
be able to distinguish one protein from another. Static studies are, for instance, used to detect
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diseases through the specific proteins they produce, named biomarkers. On the other hand,
dynamic studies focus on the evolution of a system with proteins: the kinetics of protein
reactions. One example is the kinetics of protein aggregation associated with misfolding
diseases. Globular proteins fold into a configuration which minimises their potential, termed
the native state [33]. The native shapes lie in a local minimum, which corresponds to the
state with the lowest free energy. Under certain circumstances, an unfolded or partially
unfolded conformation can corrupt other “well-folded” proteins, which could then promote
aggregation. These types of misfolded proteins appear in diseases such as Alzheimer’s,
Parkinson’s and Creutzfeldt-Jakob’s, which are respectively associated with the proteins amy-
loid beta (Aβ ), α-synuclein and the prion protein (PrP). In each of these diseases, autopsies
have shown the presence of aggregates or plaques of proteins in the brain, but fall short of
implying a cause/consequence relation [47, 88, 100, 102, 191, 193, 213]. An illustration of
the amyloid beta precursor protein is shown in Figure 1.1. The amyloid hypothesis states
that the formation and deposition of the amyloid beta peptide in the brain is the direct cause
of Alzheimer’s disease [78]. The hypothesis is supported by genetic evidence in the case of
Parkinson’s disease, where some mutations in the α-synuclein gene are directly associated
with an accelerated aggregation of the protein [61]. However, recent evidence shows that the
most toxic species are not the amyloid fibrils but rather the intermediate oligomers formed
during the aggregation process [19], though in some diseases like systemic amyloidoses, the
fibrils are the direct cause of organ dysfunction. Thus the aggregation process should be
prevented in any case. Cells have their own protective mechanisms against the pathogenic
self-assembly of proteins, and they can consume energy in order to reconfigure proteins into
their native functional shape, as in the case of molecular chaperones [74] or via degradation
with the proteasome system [85].

Fig. 1.1 Illustration of the amyloid beta precursor protein (image taken from the protein data bank
http://pdb101.rcsb.org).

To distinguish between the different protein entities, several physical properties can be
probed such as the entity structure, charge, size, mass, hydrophobicity and affinity. Currently,
many techniques are exploited to determine these properties:

http://pdb101.rcsb.org
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Size and structure can be directly measured by depositing the sample on a surface, and
probing with an atomic force microscope (AFM) [166], low-energy electron holography
techniques [128] or X-ray diffraction. The last technique usually requires protein crystal
formation [178], and this is a major limitation in the study of proteins. These direct probing
approaches are strong against artefacts and allow a good overview of the protein. However,
they are often not cost effective, and involve adsorption on a surface where proteins are not
in solution, which could lead to a change in their configuration that does not correspond to
their biologically relevant state. Otherwise, NMR or cryo-electron microscopy (CryoEM)
allow the resolution of protein structure in solution to a certain extent [161, 217] but require a
purified sample. NMR has the main disadvantage that resolving the spectra of large proteins
becomes quite challenging, as well as the need for a high concentration of pure protein which
in some cases is difficult to obtain [64]. CryoEM, on the other hand, has a lower limit in
protein size. The composition of a protein can also be determined with a mass-spectrometer,
which provides information on the mass/charge ratio of sub-units of the protein. However, in
addition to a high price tag, the main disadvantage is a non-native view of the specimens,
which are sputtered in gaseous form in order to be analysed.

The size analysis of proteins can be probed indirectly in bulk by dynamic light scattering
(DLS) [188], with the main disadvantage that the results may be biased towards the larger
colloids present in the system that scatter more light. Another alternative is the use of
microfluidic diffusional sizing [10, 211].

Separation techniques can qualitatively compare species. Capillary electrophoresis, for
example, separates colloids in terms of their mobility. Different chromatographic techniques
enable separation according to several parameters including charge (ion-exchange chro-
matography), size (with gel filtration or size exclusion chromatography), hydrophobicity
(hydrophobic-interaction or reverse phase chromatography) or any affinity with a specific tag
(tag affinity chromatography) [116, 129].

All these techniques are not necessarily independent and can be combined in order to
create a multidimensional separation/characterisation of protein samples. One of the purposes
of my work is to combine the separation of capillary electrophoresis and size analysis of
microfluidic diffusional sizing, explained in detail below. Another purpose is the development
of new microfluidic techniques in order to expand the limits of existing tools.
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1.2 Amyloids

The polymerisation process of proteins was first described by Oosawa [148] and can be
applied to functional protein aggregates. It is described as a two-step model that includes
the formation of nuclei above a critical concentration of protein, followed by growth of
the nuclei by addition of monomers. The main difference between functional and aberrant
aggregation of proteins is perhaps the presence of secondary processes in the aberrant amyloid
formation [6] which lead to the uncontrolled formation of aggregates. The kinetics of the
aberrant formation of proteins involves both primary (nucleation and elongation) as well
as secondary processes (secondary nucleation and fragmentation) [37, 103] as depicted in
Figure 1.2. The secondary processes accelerate the formation of fibrils by the formation of
nuclei via secondary nucleation in the surface of existing fibrils, or via fragmentation of the
fibrils which increases the number of fibril ends. One of the most widely used techniques for
studying amyloid formation is the use of the dye Thioflavin-T (ThT) which is only fluorescent
when bound to the amyloid beta-sheet structures of the fibrils, and thus allows tracking of
the fibril mass over time [21]. However, the formation of primary and secondary nuclei or
small oligomers remains challenging to pinpoint with the use of ThT and has been proven
with the use of radiolabelling techniques [122]. Another challenge in the study of oligomer
formation during the aggregation process is the heterogeneity as well as the low concentration
and transient nature of such species, which are difficult to track with the sensitivity and
time-frames of traditional techniques.

Amyloid
Monomer

Amyloid
Oligomer

Amyloid
fibrils

kn

Primary Process Secondary Process

Fragmentation

k-

secondary nucleation

k2

Fig. 1.2 Mechanism of amyloid formation from the primary and secondary pathways.

1.3 Microfluidic advantage and characterisation

Microfluidics is a set of techniques for manipulating liquid at submillimetre scale. At
this scale, viscous forces dominate the inertial ones, which acts to reduce the turbulent
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flows. With laminar flow, microfluidics enables better transport control and prediction
than in the bulk situation [23]. These techniques work at a size closer to living cells,
and at reduced volume sample per experiment. They reduce the cost of prototypes and
experiments, as well as allowing the possibility of high throughput design. Multiple and
varied experiments in the field of biotechnology use microfluidics, like DNA sequencing,
reactor, cells culture and separation, immunoassay, and single molecule detection at low
concentration [75, 111, 133, 150].

1.3.1 Physics in microfluidics

The physics of incompressible fluids can be described by the reduced Navier-Stokes equation:

ρ[∂t⃗v+(⃗v · ∇⃗)⃗v] =−∇⃗p+η∇
2⃗v+ρ g⃗ (1.1)

where ρ , η represent respectively the density and the viscosity of the fluid, and ∇⃗p refers to
the change of pressure within the fluid. Note that for a conservative external force, the force
term can be absorbed into the pressure term: −∇⃗p+ρ g⃗ =−∇⃗(p+V ) =−∇⃗p̄. A unitless
parameter called the Reynolds number can be defined to highlight when part of this equation
can be neglected.

Re ≡ ρv0L0

η
(1.2)

where v0 and L0 are characteristic scales of the system. A unitless version of equation (1.1)
can be written as:

Re[∂̃t⃗ ṽ+(⃗ṽ ·⃗̃∇)⃗ṽ] =−⃗̃∇ ˜̄p+ ∇̃
2⃗ṽ (1.3)

where tildes represent dimensionless quantities, for example v⃗ = v0⃗ṽ. For low Reynolds
numbers, the inertial term as well as the time dependence can be neglected.

In a microfluidic system, small L0 pushes the Reynolds number to low values and
therefore reduces turbulence to something negligible; the modelling is more predictable. In
addition to the property of laminar flow, micro/nano-fluidics has a high surface volume ratio
compared to larger scale fluidics. Wall effects are non-negligible, such as wall charges. These
charges tend to be screened by counter-ions once in solution. This phenomena affects not
only walls but also particles present in the liquid, with particles being any molecules, proteins,
or colloids in this example. Two different layers can be distinguished in the screening area,
called a double layer. The first, called the Stern layer, is composed of solution ions fixed
to the surface. The second, called the diffuse layer, screens the potential smoothly. The
concentration of counter-ion/co-ion increases/decreases from the solution’s concentration
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toward the wall or particle. The expression for the ion concentration can be approached by
the Poisson-Boltzmann mean-field approximation [208]:

c± = c0

(
exp
(
∓eφ

kBT

)
−1
)

(1.4)

where c± are the concentrations of the ion/co-ion, c0 the concentration of the ion in solution,
kB the Boltzmann constant, T the temperature, e the electrical charge and φ the electrostatic
potential. The range where the double layer exerts an effect on the solution is called the Debye
length, written λD or κ−1. The strength of electrical interaction forces or phenomena such
as diffusiophoresis or electrophoresis are often expressed in terms of the unitless parameter
κa, where a is the size of the particles. The double layer is dependent on the pH value or the
solution’s salt concentration, for example the size decreases for higher salt concentrations.
The solution can be tuned in order to increase or decrease the effect.

1.3.2 Fabrication

Microfluidics chips are mostly fabricated using soft lithography techniques [50]. Fabrication
in our lab consists of two main steps, the fabrication of the master, and the replication of the
device from the master. The former is made of a thin uniform layer of photoresist material
SU-8 on a silicon wafer. The uniformity of the layer is ensured by spinning SU-8. Different
rotational speeds, times, and viscosities of SU-8 ensure different channel heights. After
heating a first time (soft-bake) on a hotplate to fix the photoresist, the SU-8 is exposed to
UV-light with a mask lying on top of it. A longer heating time (hard-bake) on a hotplate is
performed to ensure fixation of the illuminated pattern. Non-exposed SU-8 is removed during
the development time by washing it with PGMEA. The second step, which is the device
fabrication, can be repeated on the master. It consists of pouring a mixture of PDMS and the
curing agent on the master of the desired thickness, and after accelerating the curing process
in an oven (at 60 °C), the PDMS is peeled off. Microfluidic channels are now trenches,
in which holes are punched at the inlets and outlets before it is covered by bounding a
glass/PDMS slide using a plasma oven to activate the surface.
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1.4 Development of a separation capillary electrophoresis
device combined with H-filter detection

The development of a separation and characterisation technique for protein samples usually
comes from a set of sub-techniques. It is called a multi-dimensional separation system,
as each technique isolates a certain physical property (dimension) of the protein [95, 210].
It is used mainly in proteomics [36], in order to determine the protein composition of a
biological sample. The 2D-microchip separation technique, used in one of my PhD projects,
combines the capillary zone electrophoresis technique for separating the protein sample in
different species according to their mobility with the H-filter, for performing diffusional
sizing. The capillary zone electrophoresis applied in this microchip has been widely used
in microchips since the year 2000 [48]. The separation of proteins by electrophoresis was
first described in 1930 [26, 192]. In 1967, Hjerten used capillaries and reduced the thermal
broadening [84], with the explanation described later [200]. The emergence of capillary
electrophoresis (CE) arrived after the description by Jorgenson and Lukacs in the 1980s with
a smaller diameter capillary [96, 98]. The technique consists of separating different proteins
when exposed to an electric field in terms of a parameter called mobility. The mobility is a
result of the protein charge, geometry, mass and size. It is dependent on the solution in which
the protein is immersed. As a rule of thumb, proteins of similar charge will move faster if
they are smaller. Proteins of similar size/mass will move faster if they carry higher charge.
The H-filter consists of two streams flowing in parallel in the same channel, one with the
desired sample to analyse and the other with a similar buffer. As larger species diffuse slower
than smaller ones, the diffusion profile at the end of the H-filter depends on the particle
size. The configuration originally was used to separate smaller species from the sample,
and the microfluidic design kept the name [15, 79, 204]. The technique in microfluidics
consisting of recovering the diffusion coefficient of species looking at the evolution of the
profile in time and space is called diffusional sizing. Different geometries exist with different
names, from T-junction to H-filter, as well as a centred flow surrounded by the auxiliary
buffer streams [10, 30, 211]. Interestingly, a second configuration consisting of separating
the two fractions of diffused/undiffused parts within an H-filter before using the CE gives
some advantages discussed in the chapter 2.
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1.5 Microscopy

With the aim of characterising proteins in solution, the detection of the protein plays an
important role in the system, and therefore a microscopy technique specifically for the
microfluidic chips has to be developed in parallel. Two main ways of detection have been
investigated and can be combined in future work. The first is label free detection which
allows the study of proteins without the addition of a dye which will influence even minimally
the system. The second is the detection of single molecule events, which allows a reduction in
the concentration needed and allows the study of sample interactions at close to physiological
conditions [117]. If this microscopy technique is used with the combination of microfluidic,
not only the sample volume to analyse is reduced but the sample can be at low concentration,
and thus without techniques of pre-concentration. It therefore opens up the door for new
diagnostic techniques.

1.5.1 Label free detection

Label free detection is often referred to as wide-field microscopy, where the scattering signal
of the light is used to detect the particles. This technique with no addition method is limited
to a spatial precision of the order of the wavelength we are looking at [198]. And if we
want to detect a single molecule event regardless of the spatial shape of the particle, it is
limited by the detection "power" of our system. Indeed the Rayleigh scattering intensity
decreases as a power of 6 of the size of the object [17]. An interesting way to reduce the
Rayleigh limit is to combine this scattering with a carry wave. This combination decreases as
a power of 4 instead of 6. This type of microscope based on the interference between carry
wave and scattering has been developed by Philipp Kukura and Vahid Sandoghdar, and is
now known as iSCAT [108]. A second label free detection method comes from the intrinsic
fluorescence property of proteins containing aromatic amino acids. These specific proteins
have an autofluorescence response from an excitation in the UV. The limit is then no longer
based on the scattering power of the particle, and proteins can be detected regardless of their
size if they contain enough aromatic ring. The use of a 280 nm wavelength laser allows
maximising the response. The technique can be combined with single molecule technique
like a confocal system [29, 41, 144].
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1.5.2 Single molecule detection

Single molecule detection has attracted increased interest during the last 20 years [45,
169, 190, 198]. It is physically constrained by the so-called diffraction limit, which is the
impossibility to detect two single emitters separated by a distance d smaller than the Abbe
limit:

dAbbelimit =
λ

2nsin(θ)

where λ is the wavelength of the emitter, n is the medium’s refractive index and θ determines
the angle of aperture. A large number of publications try to beat this physical constraint.
With the exception of structure illumination microscopy [163], the main approaches consist
in forcing two close emitters to not emit at the same time. Therefore the individual position
of the emitter can be tracked back, and is often referred to as super-resolution microscopy
techniques. It is the case for stimulated emission depletion microscopy (STED), which
creates a depletion emission around the excitation light [199], or the PALM/STORM which
relies on a blinking emitter and a large collection of images in order to have in mean only
one emitter excited in a circle of a radius dAbbe [157, 179]. Despite an increased interest
in techniques for imaging below the diffraction limit. Single molecule detection does not
require imaging, and can be achieved without these techniques. In this case the density or
concentration of the particle of interest used should be such that the probability to encounter
two or more particles closer than the diffraction limit is quasi null. In the case of the confocal
technique, the excitation light is reduced to the Abbe limit size using a pinhole [206]. The
excitation volume is approximatively of the order of a femtolitre. When the particle of
interest crosses the spot, it either scatters or emits some photons. The microscope can
be enhanced by using a single photon detector, like photomultiplier tubes (PMTs) and an
avalanche photo-diode detector (APD).

1.6 Structure of this thesis

The main challenge is measuring heterogeneous solutions of biological samples with similar
characteristics, and developing a model given the minimal size detection that can obtained
through these techniques. This has been developed through four different projects. The first
aimed to measure the mobility and size in a heterogeneous solution by combining a capillary
electrophoresis separation with a diffusion device. The second project looked at combining
existing microfluidic designs using the potential of a single molecule detection device, in
order to increase the sensitivity in measuring mobility or radius of proteins. The third project



10 Introduction

used nanofluidics in order to measure the size of proteins. It uses a confocal spot which
illuminates a nanocavity. Using a population of the residence time of the particle within the
cavity, it is possible to size the molecules. The last project used a novel approach to size
label free particles in an interferometric scattering microscope (iSCAT), which is similar to
the way a DLS measures particles in a wide-field microscope. Finally, due to a lab closure
in 2020, I have been able to use my time in offering new analytic approaches of existing
ELISA assay in order to increase the sensitivity of the assay and record the seroprevalence of
a sub-population in the great area of Zürich.



Chapter 2

Coupled Capillary Electrophoresis and
Diffusional Sizing

This chapter is based on a patent, and a manuscript in preparation:

Raphael P.B. Jacquat*, Quentin A. E. Peter*, Magdalena Czekalska, Greta Musteikyte,

Tuomas Müller, & Tuomas P. J. Knowles. "Couple Capillary electrophoresis signal to

diffusional sizing for heterogeneous sample".

(*contributed equally).

My contributions to this paper are the development of the instruments, the data acquisition,

data analysis, and simulations. Therapeutic drug monitoring (TDM), which consists of
monitoring the concentrations of drugs in patients’ biofluids in order to adapt their dosage, has
become increasingly important in recent years [3, 68, 132, 134]. It requires fast techniques
allowing detection of specific biomarkers, drugs, or proteins at low concentration in a
heterogeneous solution like blood or serum. In addition to TDM, such detection can be
useful in medical diagnostics. The diffusional sizing technique can size particles in solution,
but the technique only provides an average size of the mixture. A separation technique is
required in order to separate and size individual components. Such separation can be achieved
using capillary electrophoresis on microfluidic chips. In this chapter, a proof-of-concept
experiment is presented using a two-dimensional microfluidic analysis. Two systems have
been tested: one requires an extrinsic fluorescent label for the sizing, while in the second the
label is added after the sizing step. Among various biomedical applications, this technique
is especially useful for detection and characterisation of early oligomeric species formed
during the aggregation of proteins involved in the occurrence of neurodegenerative diseases.
The αSyn protein is therefore used as proof-of-concept of this tool.
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2.1 Introduction

Although sizing homogeneous solutions is useful to characterise a sample or a chemical
reaction [168, 172, 173], sizing heterogeneous solutions can open many doors such as in
medical diagnostics, where the challenge is to separate the target protein from a complex
mixture. Purification can be tedious and time consuming, risking the loss of sample and
effectively inaccurate measurement. Gel electrophoresis is commonly used in chemistry labs
but suffers from a lack of precision. Capillary electrophoresis (CE) with a strong voltage
seems to be a good way to separate species within solution based on their electrophoretic
mobility. The challenge posed by this method is often the interpretation of each peak. The
peaks can have a position which varies from run to run and is influenced by any tag attached
to the target species. While adding a tag can be an advantage in selecting a given species,
it also adds new peaks within the detection, leading to a more complex interpretation as to
which molecule is highlighted. A way to reduce the difficulty of interpreting a CE curve is to
combine the technique with another that allows characterisation of each peak individually.
Diffusional sizing seems to be a good candidate. If each species is separated, each peak can
have an associated size, enabling a direct interpretation of the peaks.
In this chapter, two designs are developed and presented.
The first design consists of a separation step, followed by a sizing step of the separated
species. The separation is performed using CE, and the sizing uses a diffusional sizing
H-filter design. The second design has a less obvious workflow. First, the separation into
two fractions of the mixture within an H-filter is performed, creating a diffused fraction
and non-diffused fraction. From this separation, it is only possible to probe an average size
of the mixture. Each of the two fractions will then pass through a CE device, and give
electropherogram peaks. The two electropherograms (diffused and non-diffused) can be
overlapped in time and their ratio extracted. For each peak an average ratio is extracted and
can be directly related to the hydrodynamic radius of the separated components.
While the first design is no longer developed and used in our lab, it is discussed here in the
hope of being helpful in some future project. The second design is more promising and is
still in use. I hope it will help future research, especially in protein self-association studies.
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2.2 Theory

2.2.1 Capillary Electrophoresis

Electro-osmotic flow and electrophoretic mobility µ

If a potential is applied in a conductive solution confined between charged walls, the liquid
will move due to the unbalanced screening charge inside the wall double layer. These ions are
attracted by the opposite charge potential and will induce an electro-osmotic flow, abbreviated
EOF. An illustration of the phenomena is shown in Figure 2.1. The flow has the advantage
of having a flat distribution compared to the pressure driven flow, which has a parabolic
distribution. It results in a much easier analysis of the data. One disadvantage is that the
flow depends on the interaction between the solution and the surface charge on the channel
walls, and therefore depends on the material and the surfactant used. It also introduces the
constraint to use similar materials for the whole channel. Microfluidic chips commonly used
in research labs are made of three walls of PDMS and a wall of glass. However, a thin layer
of PDMS can be added on the glass side. One exception where a thin layer of PDMS cannot
be used is for UV-spectroscopy, where the bottom quartz glass cannot be coated. This will
increase the difficulty of post-processing the data due to flow shear. Applying a potential
within a microfluidic device will, in addition to the EOF, move the charged proteins as a
function of their mobility, µ , defined as the ratio of the particle velocity under an applied
electric field to the magnitude of the field:

µ =
v
E

(2.1)

This quantity depends on the protein’s intrinsic parameters such as shape, charge distribution,
and mass. A simplified model commonly used is the one of Henry [39, 82], which assumes
spherical particles with uniform low charge distribution:

µ =
Q

4πηRH(1+κRH)
f (κRH) (2.2)

where Q is the net charge, RH is the hydrodynamic radius, κ the inverse Debye layer, η the
solution viscosity, and f () is Henry’s function which is bounded and monotonic. Further
developments exist taking the shape into consideration as well as quadrupole effects and other
parameters tweaking the mobility model prediction [101, 147]. This will not be discussed
further here, as the main interest is the dependence of the mobility on the double layer. As
described in the introduction chapter, the double layer depends on salt concentration and
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pH. We can define the apparent mobility µ∗ = v⃗∗/E⃗, with v⃗∗ the particle velocity measured
inside the microfluidic chip, as the velocity of the particle measured minus the velocity of
the flow, combining EOF v⃗EOF, and pressure driven flow v⃗p.

µprot =
v⃗∗prot − v⃗EOF − v⃗p

E⃗
(2.3)

A simplified approach to calculate the velocity of EOF is described by the Helmholtz-
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Fig. 2.1 Illustration of electro-osmosis flow in a capillary without pressure driven flow. On the
left-hand side, flow profile v⃗EOF(⃗x) in a section of a microfluidic channel exposed to an electrical
potential between V− and V+, with walls positively charged. Protein velocity v⃗∗prot = v⃗EOF(⃗x)+µprotE⃗
is illustrated. On the right-hand side, a zoom on the electric double layer phenomena is shown. The
negative ions are more abundant in the screening area (see equation 1.4) of the positively charged
wall inducing flow velocity.

Smoluchowski expression [118, 184, 201]:

vEOF

E
=

εζ

4πη
(2.4)

where ε is the buffer solution dielectric constant, ζ the zeta-potential across the diffuse layer,
η the viscosity of the solution, and E the electric field.

Separation

As µprot is an intrinsic parameter of the protein, capillary electrophoresis can separate
heterogeneous mixtures of proteins. For a given microfluidic device, the separation channel
length and cross section, solution/buffer used, voltage applied and wall materials are known.
Therefore, the electro-osmotic flow should be well characterised and reproducible. The
separation power of a device is measured or calculated via the following quantities: peak
capacity, plate number, or resolution [176]. The definition of the number of plates is similar



2.2 Theory 15

Molecule
D
[m2 s−1]

RH
[nm]

µpart
[m2 V−1 s−1]

q
[e]

MW
[kDa]

Fluorescein 4.27 ·10−10 0.502 −3.7 ·10−8 -1.02 0.33
ERK1 7.47 ·10−11 2.87 −1.5 ·10−8 -5 43
Rabbit anti MAP
Kinase (ERK1/2) 4.97 ·10−11 4.33 9.8 ·10−9 5 151.5

Table 2.1 Values of different molecules used for comparison and simulation [212].

for all standard chromatography techniques [71] and is defined as N = L2/σ2
x , where L is the

separation channel length and σx the standard deviation of the peak broadening. Compared to
pressure driven flow, the plug-shape flow from CE does not create dispersion peak broadening
from the parabolic-shape and the peak broadening is limited by species diffusion and other
effects such as thermal peak capacity [72]. Assuming no pressure driven flow as described
in [97], the number of plates no longer depends on the capillary length L but only on the
applied potential V :

N =
µV
2D

(2.5)

The peak capacity is given by the ratio between the separation distance L and 2 times the peak
broadening: 4 ·σx. It gives approximately the number of peaks that are able to be stacked
and distinguished in the capillary for a given mobility µ:

Peak capacity =
1
4

L
σx

=
N1/2

4
(2.6)

The peak capacity is not representative of the maximum resolution achievable, as it depends
only on one mobility coefficient of the solution, but this unit can be used to compare the
performance of different systems, buffers or coatings [53]. As for the number of plates, the
length of the channel and the electric field are not the main contribution, only the voltage
is relevant. The stronger the voltage, the better the separation. But the time to arrive at
the detection point can vary. For 20 kV in a 20 cm long channel, it is possible to tune the
detection point in order to find a good ratio between time spent and resolution of the peak
capacity needed (see Figure 2.2, which uses Table 2.1 as reference). The final quantity used
to characterise the separation power of a system is the resolution. It is a quantity specific to
two different analytes in a system with given mobilities µ1 and µ2. It shows the ability to

distinguish the peak, R =
∆x
4σ̄x

, where ∆x is the distance between peak 1 and 2, and σ̄x is the
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Fig. 2.2 Peak capacity and time before detection, for three different biomolecules, at different
detection points (Ldet). The electric field is fixed at 20 kV applied over a channel of total length (L) of
20 cm.

mean of both standard deviations. It is described in [71, 97] and derived as:

R =
N1/2

4
∆v
v̄

=
1
4

(
µ̄ +µEOF

2D
V
)1/4(

µ1 −µ2

µ̄ +µEOF

)
(2.7)

where v̄ is the mean velocity, ∆v is the difference velocity, and µ̄ is the mean mobility of
the two species. Tuning µEOF, with different coatings in order to have µ̄ + µEOF → 0 for
two given specific proteins, can enhance the resolution. However, this condition implies a
very low protein speed. The separation resolution increases with the time passed into the
separation channel, within the limit of elution time in the whole capillary given by tmax =

L2

2D ,
where L is the capillary length and D the particles’ diffusion coefficient. In addition to the
diffusion, adsorption on the wall can lead to peak broadening and reduce the resolution [175].
The broadening of a sharp peak due to a heat gradient introduced into the system should be
taken into account. The heat is dependent on the current and voltage applied. Heat not only
increases the diffusion coefficient; it also enhances the mobility by 2% °C−1[97]. Heat also
denatures proteins. A smaller channel cross section area reduces the temperature difference
between the centre and the wall by the square of the radius (in case of a spherical channel),
and therefore reduces broadening due to speed difference. Heating depends on the current,
therefore a low conductance buffer is used in order to reduce the heating power [14]. Finally,
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Fig. 2.3 Schematic of the H-filter On the left: Schematic of the set-up simulated with the convention
parameter used in this report. The thick arrows indicate the flow direction. On the right: Different
diffusion profiles expected depending of the diffusion coefficient and thus the hydrodynamic radius.

as this broadening is theoretically from an infinitesimally small plug of protein, an additional
broadening due to the physical size of the injection should be added.

2.2.2 Diffusional sizing with a H-filter

In microfluidics, under low Reynolds number conditions, i.e. where inertial force are
negligible, the dominant mechanisms are advection and diffusion [143]. At the junction of
two streams flowing in parallel, the only relevant mixing is caused by diffusion. This is the
configuration of the main channel in an H-filter, or after a T-junction. Looking at the density
profile across the two streams at different positions along the channel and knowing the flow
velocity inside the channel is sufficient to recover the diffusion coefficient of a homogeneous
solution. Figure 2.3 shows the principle of the microfluidic device, as well as different spatial
distributions expected as a function of the diffusion coefficient, D, of the species. Each
position x along the channel represents a timepoint t, which is the time spent to diffuse. The
link between the diffusion coefficient and the hydrodynamic radius is given by:

D =
kBT

6πRHη
(2.8)

where kB is the Boltzmann constant, T is the temperature, RH the hydrodynamic radius, and
η the viscosity of the liquid. The hydrodynamic radius is defined as the radius of a sphere
which diffuses at the same rate as the given object. This diffusional sizing method has been
developed in different configurations and is described in several articles, for example in
[10, 30, 211]. The main limitation comes from the inability to fit polydisperse data, such as
heterogeneous mixtures with similar hydrodynamic radii.
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2.3 First generation device

Capillary electrophoresis (CE) depends mainly on the electrical potential applied. Common
CE techniques use a range of ∼ 10kV. A 20kV power supply is used to create the separation
technique, but the electrical workshop custom-made device is certified for 10 kV. A second
source of 500 V is used to have a voltage driven injection into the separation channel. Both
power supplies apply electrical potential at 4 points in the microchip, but never simultane-
ously; a system switch ensures there are no links between the two sources of potential. A
simplified model of the electrical circuit as well as an image of the custom-made device are
shown in Figure 2.4. The red and green lines represent the two independent electrical circuits,
the high voltage and 500V circuit, respectively. The red resistances enforce a certain voltage.
The blue area represents the microfluidic chips. The equivalent of the last circuit design can
be seen in Figure 2.5. The capillary electrophoresis part and the H-filter part represent the
resistance R4. R1, R2 and R3 are the different channels from buffer inlet, sample inlet, and
sample waste, respectively, until they join each other. The H-filter buffer inlet (HBi) is at
the same potential as the buffer inlet (Bi), and represents the extremity of the blue resistance
R1. The H-filter buffer waste (HBw) and H-filter sample waste (HSw) are also connected
electrically and represent the extremity of the resistance R4 in Figure 2.4. In practice it was
more convenient to experiment with a simpler design and many capillary electrophoresis
experiments have been performed with no inlet/outlet at HBi, HBw, HSw, and only at the
end of the CE part. Further discussions on the CE and H-filter part are given in different
sections below.

2.3.1 Injection and separation process

A limited quantity of sample needs to be injected into the capillary part before starting the
separation process. The injection is driven by EOF. A voltage difference between the sample
inlet (Si) and the sample waste outlet (Sw) is generated. With no coating on the PDMS
channel, the EOF is directed through the negative electrode. Ideally, the voltage at the buffer
inlet (Bi) and at the outlet of the H-filter (HBw, HSw) should be tuned in order to avoid flow
direction in the separation channel, meaning having the same value as the cross intersection
voltage Vx. Once the sample is loaded into the separation channel, the injection driven voltage
is turned off, and the switch changes the circuit from the 500 V power supply to the high
voltage source. High tension is applied between buffer inlet and buffer waste. The voltage at
the sample inlet and sample waste are chosen to move the sample away from the separation
channel, as shown in Figure 2.6.
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HV

500V

Chips
Removable
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Fig. 2.4 Custom-made device used for CE. a. Schematic of the electrical connection: two circuits
exist in parallel and can be switched from one to another. In green the injection 500 V circuit, in
red the separation driven by high voltage (HV). The red resistances are used to reduce the voltage
difference between the centre of the chips and the extremity of R2 and R3, and they can be exchanged
and modified easily. The blue area represents the consumable PDMS chips in which the channels are
represented by resistances, depending on the design and buffer used the value may differ. In general
R1, R2 and R3 have a similar value while R4 is the highest. b. Picture of the over-secured encapsulated
box. c. Photo of the inside view: the hole allows the microscope objective to image the PDMS slide
which will stand on top of it. Platinum wires will be connected at the positions labelled R3, R1 and R4
and on the red wire, and they will connect with a small well into the PDMS chip.

H-filterBuffer inlet
(HBi)

Sample inlet
(Si)

Buffer inlet
(Bi)

Sample waste
(Sw)

Capillary electrophoresis
separation part

(CE part)

Diffusional sizing
(H-filter part)

Flow directionH-filterBuffer waste
(HBw)

H-filterSample waste
(HSw)

Fig. 2.5 Microfluidics chip combining CE separation and diffusional sizing. The proteins are
injected through sample inlet (Si) to the sample waste (Sw) during the loading time. Once the
concentration is reasonably high at the cross intersection, injection mode/time starts. An electric field
is applied between HBi, Bi and HSw, HBw and it injects loaded proteins inside the CE separation
part. The separation depends on the mobility of the molecules. At the end of the CE part, the H-filter
is used to diffuse proteins inside the channel. The diffusion profile is detected near the end of the
H-filter part. Each diffusion profile depends on the protein size.
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2.3.2 Multiple injection

The advantage of performing on-chip capillary electrophoresis is the ability to repeat the
experiments with high frequency compared to traditional techniques. Indeed, there is no need
to wait for the solution plug to reach the end of the separation channel before introducing
a second. Automation of the potential setting for injections and separation phases make
programming possible. Multiple injections have been recorded successfully and are displayed
in Figure 2.6. The intensity and flow rate are quite repeatable. The difference in intensities
in the red area is mainly due to the difference in frequencies between the frame rate of
the camera and the rate of the injection. Several measurements at the end of the channel
reduce the error in the size and mobility. On the other hand, the time elapsed during the
injection phase increases the diffusion of the species along the channel which will weaken
the separation power, like the resolution or peak capacity.
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Fig. 2.6 Images of the injection process. a. & b. Images taken during the sample loading process.
c. & d. Images taken during the sample separation time. The graph represents the mean intensity
in the picture corresponding to the coloured area as a function of time. The grey dashed dotted line
represents the measurement of the flow sensor.
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2.3.3 Analysis and Results

Image analysis

The volume injected at the beginning of the channel spreads out over several frames by the
time it reaches the end of the channel. Representative frames are displayed in Figure 2.7.
Looking at the mean intensity of an area in the channel as a function of time can provide
information on the separation of different samples. For example, the bottom left graph in
Figure 2.7 displays how two different substances separate. More information can be extracted
by superposing several images. The algorithm used to analyse the data consists of three steps.
The first reduces artefacts due to non-uniform illumination; this spatial deformation of the
image is flattened by subtracting a polynomial fitting which does not take the channel into
account; for having uniformity in time images, each image is divided by a reconstructed
image where each pixel is the median value over time. The second step consists of finding
the speed of each peak. Each image is reduced to a pixel array representing the mean over
the cross section of the channel, and stacked in time (see Figure 2.7). At each position, the
peak is reconstructed and the position of the maximum recorded. Extracting the slope of the
position of the maximum in time then gives the speed of each peak. The final step consists of
finding the size of the peak. It is recovered by stacking the different profiles placed according
to the speed velocity. Such a stack of profiles with Gaussian fitting is shown at the bottom
right of Figure 2.7, with each colour representing one image frame.

2.3.4 The diffusional sizing method

2.3.5 Separation

A solution composed of fluorescein and FITC BSA separates weakly (Fig. 2.7). BSA has a
lower peak capacity compared with fluorescein, which behaves contrary to expectations as
BSA is larger than fluorescein and therefore should diffuse less. In reality, the protein/wall
interaction cannot be neglected as in the theoretical calculation. The BSA peak widens
due to absorption and desorption on the wall of the channel, and coats the channel slightly.
The coating of BSA on the surface changes the EOF as well, and reduces the injection
reproducibility during the experiment, especially when comparing the beginning and the end.
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Fig. 2.7 Data analysis of the CE part results. a. Different frames of the channel, when the solution
flows through. b. The projection of the inside of the channel in time. The line represents 3 injected
solutions. The slope represents the velocity of the analyte. c. The temporal profile of a line across the
channel, the second bump is BSA d. Profile intensity, with a Gaussian fit from the stack of images
before the H-filter, the field of view of each frame represented in different colours.
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2.3.6 H-filter, or size characterisation

A result of the H-filter sizing part is shown in Figure 2.8. It was taken from a device without
the CE part. The sample flowed continuously, driven by EOF. It explains the low voltage
used compared to the CE, as the length of the channel is much smaller. Fluorescein is sized
with a 1D simulation of the profile. The known parameters are the initial profile, the flow rate,
and the channel size. The flow rate and the dimensions of the channel give the time-points
for different positions x for which the profile should be minimised. The orange crosses in the
bottom left inset in Figure 2.8 illustrate the last pixel row, which represents different time
spent in the channel by the fluorescein depending on the flow. The blue crosses represent
the initial profile and the colormap profiles represent different time steps of the simulation.
Higher voltage represents a higher velocity profile. The quality of the flow sensor used affects
the result, which is reflected in the large error bar on the right side of Figure 2.8. Indeed, the
flow sensor used for this experiment was at its detection limit. Also, the flow sensor was
calibrated for water solution and could not measure the analyte velocity correctly. Other
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Fig. 2.8 Data analysis of the H-filter part results. Left: Images of the H-filter experiment at
different potentials and thus different flow rates. Below are the results of the simulation from the grey
blue line to the orange line. Right: Results of the calculated hydrodynamic radius. The value from the
literature is 0.576±0.001 nm [99]. The Error bars represent the standard deviation on 10 consecutive
measurements.

results of experiments using an H-filter are presented in Figure 2.9, which shows the sizing
calculated during a separation run at different time points. When no analyte is inside the
H-filter, the fitted size is random, as it measures the convergence of the algorithm between
2 random noise profiles. Between frames 530 and 545, the solution is spread across the
entire H-filter, the size thus should be approximatively the same for each frame, but this
is not the case. The size seems to increase until it reaches a plateau at a correct value for
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fluorescein. Sizing in this dynamic solution adds difficulty compared to the previous figures
within a steady state experiment (the intensity is similar in time). The baseline is dependent
on the intensity of the plug at a given position. A solution to overcome this problem is to
run the simulation on each profile until it reaches a uniform distribution. Each baseline is
then corrected in order to have the same profile at the end. The algorithm still cannot retrieve
the correct value, as can be seen from the size measurement spread of 2 orders of magnitude
between frames 530 and 545. This disadvantage of varying intensity is compensated by
a more precise velocity for the protein, v∗p, calculated without the flow sensor. Coupling
H-filter and CE separation is then better than a single H-filter driven by EOF, despite the
steady state images which can reduce the noise by increasing the exposure time or number of
frames taken.
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Fig. 2.9 Fluorescein sizing using the first design (CE combined with H-filter). Left: The different
values of radii found for different frames; the solution arrived in the H-filter at frame 527 and left at
frame 547. Outside the value of the radii which are noisy represent the convergence to the noise of
the algorithm. The first frames and last frames with solution inside cannot be completely correct as
the first and last profiles are not completely filled. Note the exponential line (linear in semi log y)
aspect of the radius until it reaches the theoretical size of the fluorescein. Right: The corresponding
image frames of the H-filter main channel for one run; it shows that in frame 533 the size should be
reconstructable as well as in frame 543, which is not the case.

Flow control

One of the main limitations is the calculation of the flow velocity. The flow of the liquid
caused by EOF and pressure driven flow can be measured by using a flow sensor at the
end of the channel, or by measuring the velocity using the camera, but it will fail to detect
a difference of flow between the two separation channels before the H-filter. A change in
the flow rate in one of these channels, due to an impurity or an air bubble, can lead to a
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miscalculation of the size. A possible solution is to introduce a standard protein in each of
the mixtures. From the known size and the different profiles recorded, the flow rate of the
two channels can be recovered. This solution nevertheless provides the flow rate at a time t
in the experiment, and impurities can always appear and change the flow rate at a later stage.

Conclusion

The design described above has many parameters that are necessary to control, and each of
them can potentially fail without an easy way to notice. The main problem is the impossibility
to record the flow rate at the inlets of the H filter. The device nevertheless exhibits interesting
features which are useful to keep in mind for anyone pursuing this project as a direct imaging
of the different separated components, and the ability to size each of them. An improvement
would be to use a more flexible high-voltage power supply with different channels, and better
control on the pressure driven force by introducing a pressure driven pump. For me, the
largest limitation is that the diffusion time cannot be tuned without affecting the separation
as well.

2.4 Second generation CE/H-filter device

One way to reduce the complexity of the device described above is to separate the system into
two microchips. It is however not straightforward to first separate and collect the different
species from the capillary electrophoresis separation before running them in a diffusional
sizing chip. By contrast, collecting fractions from an H-filter diffusional sizing experiment
can be easily achieved without valves or time critical steps. This is due to the steady state
nature of diffusional sizing.

2.4.1 Design process

A workflow of how to recover sizes from heterogeneous solutions within this configuration is
described in Figure 2.10.a-d. The first step is the separation of the sample into two fractions,
the diffused fraction and the non-diffused fraction. It is called the sizing step (a). After this
step both fractions contain information on the size of the different species. This enables us
to include a second step which is the labelling step (b). Indeed, now that the species are
fractionated in terms of their size, it is possible to add a label in order to recover the native
size without influencing the end result. If needed, the label can be added before the fraction.
The measured size would then be the complex protein-label. With the two fractions labelled,
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the last measurement step is to separate each fraction. The separation is made using on-chip
capillary electrophoresis (c). The same chip is used twice, in order to have similar peak
position for each fraction. The recorded intensity is proportional to the concentration. The
concentration ratio of each separated peak gives information on the size of the corresponding
species (d). The excess labels, when added after the sizing step (b-step), cannot be sized.
The non-diffused fraction would contain less free label than the diffused fraction. Several
designs of H-filter are used and a slight overflow of the buffer inlet is needed to achieve
a better result. The optimisation of the H-filter was performed by Itzel Condado Morales
with the help of Thomas MÃ¼ller and can be found in her PhD thesis [40]. The simulated
expected flow profile of a given design is displayed in Figure 2.10.e for different particle
sizes. The ratio of the integrated non-diffused concentration (-50 nm to 0) divided by the
integrated diffused concentration (0 to 50 nm) gives a unique fraction for a given size (Fig.
2.10.f). The ratio error has been calculated using an error of 5% of concentration in each
fraction. Due to the sigmoidal shape of the relation between radius and ratio, the error on the
radius can be significant, especially for the smallest and largest species. For a given design
of H-filter, the flow rate can be tuned in order to decrease the error for a given size range.

2.4.2 Results

The example used for the proof of concept of the techniques is a study of interaction between
lipid vesicles made of DOPS and α-synuclein monomer and oligomers (see Figure 2.11.a).
The α-synuclein of cysteine mutant N122C is the one used for precise labelling at desired
positions with Alexa 647 maleimide dye. Studies exist on α-synuclein monomer interaction
with vesicles made of DOPS [66]. This particular mutant associated with the lipid vesicle has
already been characterised within fibril form on vesicles composed partially of DOPS [113],
but further work on the early stage of aggregation would be interesting. The adsorption
on the lipid layer increases the probability that two species encounter. Indeed, the system
passes from a 3D random walk for species in solution to a 2D random walk for species on
the surface. Further knowledge can lead to a better understanding of the early stages of
self-association close to the surface. These results are preliminary data intended to show how
the technique works, and further research is required for an explanation of interactions of
early aggregation species with lipid vesicles.

Repeatability & Dilution. Two factors are determinant within an electropherogram: the
repeatability of the intensity of the peak and the time it appears. Figure 2.11.b shows the
repeatability of different runs of the capillary electrophoresis experiment. The repeatability



2.4 Second generation CE/H-filter device 27

Buffer
Inlet

Diffused
fraction

Non-diffused
fraction

Flow direction

Sample
Inlet

R
at
io

In
te
ns
ity

I
x

I
x

S
iz
e

Time t or mobility μ

a

e f

b c d

Radius [nm]

0.0

0.8

0.6

0.4

0.2

1.0

100 101 102 103

Co
nc

en
tr
at
io
n
Ra

tio

-50 0 50
y [μm]

0

2

4

6

8

1
103

102

101

100

Ra
di
us

[n
m
]

C
on

ce
nt

ra
ti
on

[a
.u
.] Q = 800 μl/h

Q = 80 μl/h

no
t

si
ze

d

Fig. 2.10 Second device work flow. a-e. Pipeline of the measurement process. a. Sizing step.
Separation and collection of diffused fraction and non-diffused fraction using H-filter. b. Labelling
step. Possibility to label after the sizing step. c. Separation step. Separation of species in each
fraction using capillary electrophoresis. d. Measurement. Superposing the two fractions and sizing.
e. Calculation of the concentration profile for different particle sizes. This should be carried out for
different devices. f. Size of particles as a function of the fraction for a given device at a given total
flow rate. It is important to tune the flow rate in terms of the expected size. The shaded areas show
the error in size for a given point, the green shaded area gives the ideal fraction value for minimising
the error. The error bars represent the maximal and minimal ratio errors assuming 5% error in the
concentration measurements.
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of the position works better without the introduction of the lipid vesicles; indeed the vesicles
tend to burst and coat the surface. This not only modifies the electro-osmotic flow, but also
creates interaction between the species and the newly coated surfaces. This change increases
with the time passed within the capillary. Such change can be seen in the last peak of the
blue curve, which is shifted. Interestingly, the next two bumps seem not to be affected. The
influence of the modification of electro-osmotic flow is negligible and most of the impact
comes from the interaction of species with the coated layers. Figure 2.11.c shows a control
on the behaviour of intensity with concentration dilution. It is important to make sure that
the intensity I is proportional to the concentration c of the species. The result coincides with
the expected trend in dashed blue. The shaded value corresponds to the standard deviation
computed over several runs. The dilutions 1 to 2 and 4 change in intensity from run to run,
which may be due to the quantity of sample injected. When the mean is considered the
value is consistent. Furthermore, the chip and focus can give variation on the intensity. It is
therefore important to use and load the different samples within the same chip and without
changing the detection position.
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Fig. 2.11 Model used for second device. Reproducibility and dilution of electropherogram. a.
Description of the model used. Three different components are analysed. These components interact
with each other: Unilamellar vesicles made of DOPS, α-syn oligomer and α-syn monomer. Two
different dyes are used to stain the component, Atto647 and Alexa647. b. Several runs are displayed
to show the reproducibility. The solution is a mixture of 50 µM DOPS with 1% atto dye and N122C
monomer 1 µM previously labelled with Alexa647. When DOPS is used within the chips some peaks
are shifted, reducing the reproducibility. c. Controlled dilution. Curve with dilution made to see if the
intensity is proportional to the concentration. The dash blue lines correspond to expected values given
the 69 nM N122C curve.
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CE run and sizing. As explained above, the size can be extracted from the concentration
ratio between the diffused and undiffused fraction. Taking at least three different runs in order
to get the average intensity of each of the runs, it is possible to obtain the ratio and therefore
the size (see Figure 2.12). The example of this figure shows a mixture of unlabelled vesicles
with labelled α-synuclein monomers. The first peak size appears to be above 15.37 nm,
which corresponds to a ratio of less than 0.2. The size error starts to be too large to give
a quantitative result. It is the same for smaller radii. The shaded red area highlights the
size which corresponds to a ratio above 0.8. The size of the vesicle is expected to be much
larger than 15 nm. The difference in size between the protein and the vesicle is not suitable
for an accurate simultaneous sizing of each of the species. The mixing with DOPS creates
a strange behaviour on the tail of the trace. The mixture of species arrives way after it
was expected, probably due to absorption on the wall of the label. In the next figures, the
focus will be on earlier times. The shaded area corresponds to the standard deviation of
triplicate measurements. Figure 2.13 shows the value of α-synuclein monomers with dye
in (a), and within a mixture with DOPS vesicles in (b). The first panel (a) highlights the
dye values using shaded yellow areas. As expected, the fitted size is very small, and some
points have a ratio above zero due to the error. It seems that the Alexa647 mixture has several
mobility peaks. The monomer N122C peak is highlighted in blue and is sized with a value
of 2.71 nm±0.21 nm. Literature reports a value closer to 2.9 nm±0.1 nm [56]. Panel (b)
shows different variants of the mixture: first with the label on the monomer species, then
on the vesicle only and lastly on both species. The size of the labelled monomer is similar
to the previous figure. It contains several plateaus visible after the green area of the vesicle.
It is difficult to find a correct interpretation for each of them. Interestingly, the last one
with a size of 4.22 nm±0.31 nm is close to the position where the labelled monomer should
stand. It is larger than expected. The difference in size can be due to the overlapping of the
peaks. The second value of the panel (b) could not show any single monomer as none of
them are labelled - no strong difference appears in the electropherogram of labelled vesicles
alone. The size of the direct measurement of the vesicles gives a value up to 100 nm and
saturated the simulation of the ratio. This value is closer to the expected size even if this
sizing is purely qualitative. The last graph of the panel (b) corresponds to both labelled
vesicle and labelled monomer. Two peaks can be seen. The second - most likely related
to the monomer part of the electropherogram - has a calculated size of 5.3 nm±1.2 nm,
which is two times higher than expected. The reason for conducting the three labelling
cases of all species in solution is to ensure that the labelling does not strongly affect the
interaction between monomer and vesicle. A final experiment of the sizing of the stabilised
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Fig. 2.12 Explanation of diffused/undiffused electropherogram curve, and relation to the size.
Sizing of DOPS mixture with labelled αsyn N122C mutant. The top panel shows the diffused and
undiffused run, the shaded area corresponds to the standard deviation of three different runs. The
panel in the middle shows with the orange dots the calculated ratio between diffused and non-diffused
traces. The blue curve corresponds to a smooth trace extracted from the dots. The bottom panel shows
the size found as a function of the smooth ratio. The orange-lined shaded area corresponds to an error
on the size too big to be quantitative, the value can be much higher. The red dotted area corresponds
to a ratio too small to be properly sized, and the calculated radius in this area can be zero.
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Fig. 2.13 Eletropherograms of αsyn monomer, and large unilamellar vesicle of DOPS. a. Sizing
of N122C Alexa647-labelled αsyn mutant monomer. The shaded area highlights free Alexa dye in
yellow and the complex monomer/Alexa in blue. b. Sizing of 1 µM of N122C mixed with 50 µM of
Large Unilamellar Vesicle of DOPS, from left to right it represents labelled monomer only, labelled
vesicle only, and both labelled. The shaded areas around the lines on the top panels correspond to the
standard deviation of triplicate measurements.

α-synuclein oligomer has been conducted. Figure 2.14 represents the result. Two more
peaks than with the monomer only curve appeared in the experiment. Interestingly, it appears
with a lower mobility than the expected monomer peak. This is unexpected as the mobility
from self-associated particles should always be higher than its monomeric form [13]. One
explanation could be that oligomer species interact much more with the surface and therefore
arrive later in the detection area. The sizing part seems to suffer from a miss-alignment of
peaks. The alignment should be performed carefully as the intensity depends of the speed
of the species at the detection area, but as the length of the channel is constant the speed is
inversely proportional to the time until reaching the detection area. The integration of the
third and fourth peaks give a value of 4.16 nm±0.22 nm and 6.8 nm±0.7 nm, respectively.
The size of monomeric species from these runs is overestimated and the oligomer run is
underestimated compared to the traditional diffusional sizing experiments, which size the
oligomer closer to 7.5 nm.
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Fig. 2.14 Electropherogram of αsyn oligomer. a. Oligomer trace within capillary electrophoresis.
b. Sizing of the third and fourth peaks, the small change within the curve showing a great change
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robust. The shaded area corresponds to the standard deviation of three different runs.
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2.4.3 Methods

H-filter The flow in the H-filter is controlled by syringe pumps in pushing mode. The
sample is loaded within one syringe, pushing in the sample inlet and a second push the buffer
through the buffer inlet. The flow rate ratio is 0.55/1 for the buffer inlet. For a total flow rate
of 80 µLh−1, the buffer is injected at 44 µLh−1 and sample at 36 µLh−1.

CE The custom-made device used above has been replaced by a more versatile unit. The
potential is created by four different positive high voltage power supplies controlled by 0-10V
USB Analog Output Module. One power supply can reach 0-25kV, and the three others
0-5kV. Each of the independent wires is connected to the microfluidic device. This allows a
higher flexibility in the separation phase, allowing the current to be adjusted such that most
of the sample plug goes within the separation channel. The injections made in the experiment
are made using a pressure driven injection. Four pressure driven controllers from -1 to +1
bar are connected as well within the chips and allowed to fine tune the injection process.

Large Unilamellar Vesicles (LUVs) preparation A dry and thin lipid (DOPS from Avanti
Polar Lipids Inc. +1 mol % DOPE-Atto647 from ATTO-TEC GmbH) film was prepared by
gently evaporating the chloroform from the stock solution of lipids in chloroform using a
nitrogen stream. A 100mM HEPES-BisTris buffer was added to hydrate the lipid film to the
concentration of 5 mM and the solution was stirred at room temperature. The lipid solution
was extruded 31 times through polycarbonate membranes (1 um and 100 nm from Avanti
Polar Lipids Inc.) using a manual extruder (avanti polar lipids Inc.). The DLS was used to
control the uniformity of produced vesicles. The liposome solution was stored at 4°C and
used within 2 days.

2.5 Conclusion

The first generation device I have shown couples CE & H-filter in the same chip. It gave
promising results and helped me to understand how the general principle works, but it was
not the most suitable to perform reproducible experiments. The number of inlets and outlets
make the device hardly usable with the 4-pressure controller that we had available. It makes
it more complicated to control the flow within the chip and creates a source of error. Splitting
the system into two successive experiments allowed better control of different sources of
error. The second generation device offers greater freedom for conducting experiments,
and gives more reliable results. Capillary electrophoresis allowed separation of different
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species, while the diffusional sizing of each of the components through the H-filter gives an
interesting way to get the size distribution of a mixture. The non-obviousness of being able to
size the different components after passing in the H-filter makes this invention more versatile,
as changing the order of the steps allows adding the dye after the sizing step of individual
species, even if the information is not yet available. The proof of concept worked, and future
experiments are already planned, including the sizing of oligomer species at different stages
of the aggregation process, or sizing within human serum of specific antibody. Considering
that the resolution of the microscope will improve the precision of the ratio, the described
method combined with single molecule detection microscopy opens up the possibility of
experiments at a lower detection limits, but also improved precision of obtained values of
sizes. Better objectives nevertheless have short working distances, which are often too short
for reaching the solution with the added layer of PDMS on top of the coverslip. Plastic
injection moulding microfluidic chips have therefore been ordered and will be tested on a
confocal microscope.



Chapter 3

Single molecule detection and limitations
of microfluidic experiments

The content of this chapter is based on three manuscripts in preparation.
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Georg Krainer, Kadi L. Saar, William E. Arter, Raphael P. B. Jacquat, Quentin Peter, Pa-

vankumar Challa, Christopher G. Taylor, David Klenerman, Tuomas P.J. Knowles

"Direct digital sensing of proteins in solution through single-molecule optofluidics"

Georg Krainer∗, Catherine K. Xu∗, William E. Arter∗, Raphael P. B. Jacquat, Quentin

Peter, Timothy J. Welsh, Marta Castellana-Cruz, Therese W. Herling, Kadi L. Saar, Janet R.

Kumita, Christopher M. Dobson, Tuomas P. J. Knowles

"In-solution structural characterization and detection of α-synuclein oligomers by single-
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A preprint version of the second paper can be found in the reference [105]. I contributed by

developing the analysis tools, the data analysis, designing the different experiments in the

first paper, and performing some measurements. This chapter describes the adaptation of
two existing microfluidic techniques to single molecule measurements, both with the aim of
achieving the lowest concentration detection limit using a confocal setup. The first method is
based on diffusional sizing (DS), the second on micro free-flow electrophoresis (uFFE). The
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first part of this chapter focuses on the application of microfluidic diffusional sizing at low
concentration. Scanning a confocal volume across a microfluidic chip improves the limit of
detection from nanomolar down to femtomolar concentration compared to epifluorescence
detection. An increase in sensitivity enables us to detect and to quantify high-affinity reaction
events where the sigmoid curve of the reaction is switched at low concentrations [87]. The
device combined with the confocal spot gives as well the possibility to distinguish the bright-
est species in a heterogeneous solution, or even several species within the same reaction. The
second part of this chapter explores briefly the application of uFFE. An electric field in a large
channel perpendicular to the flow separates heterogeneous solutions into different species
based on their mobility. The confocal volume scans across the main chamber and allows us
to distinguish the different subpopulations of heterogeneous analyte mixtures. Applications
include separation of monomer from oligomer or aggregate, or identification binding and
quantification of a reaction rate.

3.1 Single molecule confocal setup

Single molecule detection allows a more sensitive approach in the detection of biological
phenomena like the understanding of protein folding [92, 110], or interaction between two
particles [44, 87, 112, 164]. The experiments described in this chapter were performed with
a confocal microscope setup using a 488 nm laser which allows us to detect a specific dye
attached to a single particle within a spot about four femtoliter sized. A representation of
the instrument is shown in Figure 3.1. The dynamic range of confocal microscopy is limited
at high concentrations in distinguishing two particles arriving at the same time, and at low
concentration limited by the time for a particle to reach the detection limit. In order to
decrease the lower limit, a flow can be applied decreasing the time for the confocal to detect
the desired molecules. This comes at the cost of reducing the total brightness emitted by
the molecules, as they spend less time inside the laser spot. The maximal flow rate depends
then on the noise level of the confocal. An interesting solution has been developed and
put on the market using Quanterix [42]. Its principle is based on capturing molecules of
interest on microbeads and uses a concentration such that the Poisson probability to find
one or zero molecule is much higher than the probability to find two or more molecules
bound, then compartmentalise the microbeads and make a chain reaction in order to detect
any fluorescence. This should work with a compartmentalised droplet, in a similar way to
the work of Pfammatter [155]. The combination of this more sensitive microscope with well-
established microfluidic techniques allowed us to push the probing to a lower concentration
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than traditional epifluorescence and without requiring single molecule analysis. The confocal
has a better sensitivity and better signal to noise ratio than a CCD camera. Furthermore,
microfluidics allowed a flow control and thus a better discrimination of false positive triggers.
The single molecule detection of the trace seems to reduce the noise and therefore gives a
better result. However, the noise level can be considered as constant, and single molecule
analysis has a probability of false negative and false positive counts that reduces the quality
of the reading. Nevertheless, single molecule analysis allows us to extract extra information,
such as the number of photons emitted by a single event (also called burst), if the sample
is diluted enough to be in the single molecule regime. The number of photons emitted per
event informs about a number of free dyes exposed to the confocal by the particle. Therefore
it is possible up to a certain extent to distinguish species in a heterogeneous sample. This is
limited, as the response to an excitation depends on how the protein is labelled and it does
not scale necessarily linearly with the number of dyes attached to them, due to quenching
effects. The labelling efficiency is an additional factor which reduces the ability to distinguish
between different sizes of self-associated proteins. As explained by Dr Seven F. Lee, even
if the labelling efficiency reaches 90%, only 35% of protein complexes composed of 10
proteins will be fully labelled [115].

3.1.1 Detection and representation

The trace representation from a photo-detector is often in number of photons over time (see
Figure 3.1 panel b) even if this representation loses some information compared to a graph
of interphoton time versus index of photon pairs. Indeed the interphoton time representation
(Figure 3.1 panel c) does not request to bin a number of photons per an arbitrary time.
The detection part is composed of two different thresholds based on the interphoton time
representation. An event is considered as detected if enough photons arrive within a given
time frame. The probability of having two photons coming from the noise in a short time
difference depends on a Poisson distribution. The probability of a false positive decreases if
several photons arrive in a short time respective to each other. This is why two thresholds
are used. The first determines the interphoton under which the event occurred. The second
threshold selects a minimum number of photons to distinguish the potential event from the
first threshold. Figure 3.1.c shows in dotted black line the interphoton time threshold, from
all potential events occurring below the line. Only the parts highlighted in red show the
selected events which have a high enough photon count. The determination of the threshold
can be achieved using a background profile, but it would not be accurate because the sample
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Fig. 3.1 (a) Schematic of the setup used. (b) Example of a trace representing the time versus number
of photons per binning of time. The sample is 10 pM of HSA in 100 µLh−1 flow rate, the red dots
represent the single molecule detected. (c) Index of interphoton versus the interphoton time. An event
(in red) is considered as detected when a certain number of photons arrived below a certain number of
interphoton time (dotted black line).

itself would modify the noise level; indeed, analyte samples often contain different slightly
fluorescent molecules. Another technique to automatise the threshold level is by selecting a
percentile of the total interphoton time distribution. Nevertheless this solution requires us
to know the particle concentration level. Often a visual check by an operator still needs to
occur to ensure a correct determination of the parameter.

3.1.2 Limit of detection and heterogeneous measurement

The confocal technique by itself decreases the detection limit, which means it can achieve
detection of molecules at lower concentrations than epifluorescence microscopes. It is not
necessarily dependent on any single molecule detection regime. The limit within the single
molecule detection depends not only on the sensitivity of the techniques, but also on the
distinction between two molecules. If several particles stand within the confocal volume, it
cannot be resolved and only one event or burst will be counted. The upper concentration
limit of single molecule detection from a confocal depends therefore on the laser spot volume
present within the solution. The confocal volume is 4 fl, its upper concentration limit is
50 pM, and above this concentration the probability to have two or more molecules detected
at the same time becomes larger than 1% (see Figure 3.2 .c). If the volume of liquid exposed
is reduced due to application of nanofluidic devices, this upper limit can be expanded. In
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theory, if the dye used is bright enough, there is no lower limit for the concentration. However,
the time required to detect at least one molecule based only on diffusion can be very long.
It can be calculated using Poisson statistics and looking at the probability to encounter one
molecule at a given time t within the confocal volume (see Figure 3.2.a). An example is
shown in Figure 3.2.b for BSA protein with a diffusion coefficient of 5.9×10−11 m2 s−1,
which requires more than 5 minutes to have a 99% chance to detect at least one particle at
1 pM concentration, and this is without taking into account false negative probability. In the
case of 1 fM, the time required to detect one molecule is closer to 10h. The time to detect
particles is reduced under continuous flow. It affects the sensitivity as the dye spends less
time within the detection volume. There is therefore a trade-off between the integration time
required to have enough molecules detected, and the ability to detect the particle. It depends
on the system, and the brightness of the dye. The fluorescence can be used to distinguish
species by their brightness. In the case of monomer versus oligomer, if the dye is attached to
the monomer, the brightness should in theory scale with the number of monomers composing
the oligomer. But the path through the confocal spot is not necessarily centred at the middle
of the laser (see Figure 3.2.d). This problem could be resolved by a normalisation of the
number of photons detected with the time spent within the confocal detection volume. The
number of photons per unit of time is a more accurate unit to compare, but not only the time
spent plays a role, the illumination within the detection volume is non-uniform. Hence, the
quicker events have a different normalised intensity than the one passing through the centre.
It is still possible in continuous flow microfluidic experiments to create a sub-selection of the
longest events, and reduce the pool of detected particles. The influence of the flow rate on
the particle velocity should be dominant compared to the Brownian motion. The microfluidic
conditions ensure no turbulent flow which may modify the path in the confocal spot. As the
flow rate is controlled within the microfluidic, bursts that are longer than expected can be
rejected.

3.2 Single Molecule Microfluidic Diffusional Sizing (smMDS)

Microfluidic diffusional sizing (MDS) has been widely used in research labs for ten years
[8, 31, 168, 173, 207]. It allows us to measure the size of a component/components in solution
flowing on-chip. It uses the physics behaviour at low Reynolds numbers from microfluidics
to remove most of the convective mixing and allows only diffusive mixing. Two streams are
injected and intersect in a single channel (diffusion channel) where they co-flow in parallel
and mix only by diffusion. The time spent in the channel at a given flow rate depends on the
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Fig. 3.2 a. Probability of encountering at least one molecule inside the confocal detection volume of
4 fL as a function of the concentration. b. Probability of encountering at least one molecule within a
given time frame at different concentrations. The molecule is diffusion limited, driven by Brownian
motion. It has the diffusion coefficient of BSA. c. Probability of encountering 2 or more molecules
simultaneously for a given concentration. The 1% probability is highlighted in dashline. d. The image
on the left represents the ideal case of a uniform excitation light confocal spot. The normalisation
of the total photons emitted by the time passed within the confocal spot allows comparison between
particles. The image on the right side represents an illustration of non-uniformity of the laser spot.
The normalisation by the particle travelled time within the confocal cannot compare events passing on
the side and in the middle of the spot.
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distance travelled within the main channel. Recording the evolution of the diffusion profile
at different parts of this channel allows us to deconvolute the diffusion coefficient of the
components. The diffusion coefficient, D, is inversely proportional to the hydrodynamic
radius RH of the analyte. This technique is reliable, and requires only a small volume of
sample. One downside is the inability to dissociate different components of similar radius,
e.g. monomer & dimer. The fusion of these techniques with confocal microscopy opens up
several possibilities discussed below, with the ability to solve heterogeneous mixtures and the
determination of high affinity binding events thanks to the high sensitivity of the microscope.

3.2.1 Results

Principles and experimental demonstration of the smMDS platform The working prin-
ciple and experimental implementation of the smMDS platform is depicted in Figure 3.3.a. A
sample containing the fluorescent analyte is injected into the microfluidic chip. The analyte
stream at the centre of the channel is co-flowed with an auxiliary buffer at the analyte entry
nozzle, leading to diffusion of the analyte to either side of the channel when travelling
downstream. To detect fluorescently labelled molecules in the channel and monitor the
micron-scale diffusive mass transport, laser confocal fluorescence microscopy is used to
scan the confocal volume across the microfluidic chip at the mid-height of the channel
perpendicular to the flow direction. Two fiducial marks are used to keep a record of the
position within the chip. The scan trajectory is chosen such that various positions along the
channel are probed, including positions that are close to the nozzle where the sample meets
the carrier medium, and others further away. The four innermost channels of the device
are scanned, as these cover a wide range of distances and time points along the channel,
such that biomolecular analytes (e.g. proteins) with hydrodynamic radii (Rh) in the range
of 1âC“10 nm can be analysed. To demonstrate the principle of smMDS, the molecular
diffusivity and size of human serum albumin (HSA) is measured as a control. Firstly, the
sensitivity of the method is examined by measuring a dilution series of HSA from bulk
concentrations (10 µM) down to single-molecule conditions (100 fM). To this end, HSA is
pre-labelled with a fluorescent dye (Alexa Fluor 488), the sizing experiments are performed
by moving the observation volume of the confocal microscope through the chip while main-
taining a constant total flow rate of 100 µLh−1. The buffer was phosphate buffered saline
(PBS) supplemented with 0.01% Tween20 to prevent adhesion of molecules on chip surfaces.
The recorded diffusion profiles are shown in Figure 3.3.b-c. In the range from 1 µM down
to tens of pM HSA (Figure 3.3.b), sufficient molecular flux of protein molecules allowed
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for the recording of diffusion profiles from continuous scanning experiments. As a result,
the confocal spot is moved through the device at a constant scan speed of 20 µms−1 and
the fluorescence intensity from molecules flowing through the confocal volume is recorded.
The diffusion profiles show the broadening due to diffusion of molecules along the channels.
Narrow peaks are observed at channel positions close to the nozzle where the sample meets
the auxiliary buffer and the peaks broaden further in the downstream channel positions. As
the concentration approaches the single molecule regime (i.e., at and below 20 pM) (Figure
3.3.c), instead of continuously scanning through the device, the confocal volume is moved
along the same trajectory in a stepwise manner through the channels (henceforth denoted
as step scan experiments). Thereby, bursts of fluorescence corresponding to the passage of
single analyte molecules passing through the confocal volume are recorded at each channel
position for a specific period of time. In total, the confocal microscope performed 200 to
400 scan steps across the chip and recorded 2 to 4 second long fluorescence traces at each
position. Using my burst-analysis algorithm, single molecule events were extracted for each
position during the entire time. The resulting numbers of counted molecules as a function of
chip position created a diffusion profile. In this way, size is obtained from diffusion profiles
for HSA from 20 pM down to 100 fM. Notably, the obtained curves from both continuous-
scan and single-molecule step-scan experiments exhibited similar shapes and showed the
characteristic broadening due to diffusion along the channels. To extract the hydrodynamic
radii RH of the protein species in solution, the diffusion profiles of HSA are analysed using an
advection-diffusion model. The algorithm used is available at doi:10.5281/zenodo.3881940;
it was developed by Quentin A. E. Peter, based on an early code of Thomas MÃ¼ller.
The first step of the algorithm is based on deconvolving the experimental profiles into a
linear combination of profiles expected for particles with known diffusion coefficients (basis
functions). A least-squares error algorithm was then used to find the linear combination
yielding the lowest residuals, allowing the average hydrodynamic radii of the analyte to
be determined. Applying this procedure to the HSA profiles acquired under all conditions
yielded excellent fits of the experimental data (Figure 3.3.b-c). The extracted hydrodynamic
radii were, within 10% error, in excellent agreement among all concentrations with previously
reported values for HSA under similar experimental conditions [2, 7, 94] (Figure 3.3.d). The
burst-analysis algorithm fitting parameters change as a function of the chip angle position,
the slide cleanliness and purity of the buffer and solution. The validity and influence of the
parameter selection for burst analysis of sizing experiments in the single-molecule regime
has been studied (Figure 3.4). A wide range of burst selection parameters provides the
expected size information, and this demonstrates the robustness of the technique. Hence,

doi:10.5281/zenodo.3881940
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Fig. 3.3 Principle and experimental implementation of Single Molecule Microfluidic Diffusional
Sizing (smMDS) a. Schematic of the microfluidic chip design. The sample is injected into the
sample inlet and arrives in the main channel at the sample stream, where it encounters the auxiliary
buffer. Two scanning markers allow better reproducibility of the experiment, the confocal volume scan
in between both markers. Eight sections of the channel can be scanned, and the focus is mainly on the
four centred channel. b. Intensity profiles at different concentration of HSA, with corresponding size.
All profiles are acquired using the continuous scan mode; single molecule detection is not possible.
c. Intensity profiles at different concentrations of HSA, with corresponding size. All profiles are
acquired using the step scan mode, working at the concentration range in which only one protein
passes through the confocal volume, allowing single molecule counting. An example of single step
trace is shown within the 20 pM HSA for the top of the first profile and last profile. d. Values of
different sizes of has measured at different concentrations. The error bars represent the standard
deviations of triplicate measurements. The literature values are taken from [2, 7, 94]. All data points
have been acquired by Matthias M. Schneider and myself, and the analysis of the curve has been
performed by myself.
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the results demonstrate that smMDS provides accurate sizing information down to the fM
concentration range. To compare the sensitivity of the smMDS technique to conventional
MDS experiments, fluorescence widefield imaging experiments have been performed (Fig-
ure 3.5). Three different concentrations have been recorded: 1 µM, 100 nM, and 50 nM of
labelled HSA. Each of the images have their uneven illumination corrected by dividing the
result of a two-dimensional least squares polynomial fit of degree 2. While at the lowest
concentration the sizing algorithm cannot even be run (50 nM), the algorithm converges to a
size for the 100 nM has, after processing the image. The brightest 0.5% of pixels with an
extreme difference to their neighbours (>100%) have been rendered blank, and have not been
taken into account for calculating the mean of the intensity profile. The measured sizes are
∼25% higher than expected; the limit of conventional fluorescence widefield imaging is of
the order of magnitude of 100 nM, similar to the autofluorescent device [30]. This shows
that the smMDS technique presented here extends the sensitivity range of diffusional sizing
experiments by more than 6 orders of magnitude.

Sizing of nanoscale analytes and protein complexes by smMDS Next, validation of the
smMDS technique is performed by comparing the hydrodynamic radii of a series of nanoscale
analytes obtained by smMDS with values obtained from conventional techniques. To this
end, a set of molecules was selected, including a small organic fluorophore (Alexa 488),
proteins (RNase A, Lysozyme, α-Synuclein monomer, Human Leukocyte Antigen (HLA),
HSA, Thyroglobulin), and protein assemblies (α-Synuclein oligomers) covering a wide range
of sizes in the 1 to 10 nm regime (Figure 3.6.a). The protein analytes were fluorescently
labelled and purified before analysis. Every smMDS measurement was performed under
single-molecule conditions at an analyte concentration of 10 pM in buffer as described above.
The confocal spot scans in a stepwise manner through the channels and extracted single-
molecule events for each analyte at each channel position and fitted the obtained diffusion
profiles with the advection-diffusion model. The estimated hydrodynamic radii were then
plotted against previously reported values (Figure 3.6.a). The values obtained by smMDS
followed the expected trend within the margins of error. This demonstrates the excellent
agreement between the values obtained from smMDS and literature values, revealing the
reliability of the single molecule microfluidic assay. The average deviation in RH for different
repeats of the same sample is less than 5%. We further plotted the experimentally obtained
hydrodynamic radii against the expected molecular weight. For both folded (RNase A,
Lysozyme, Human Leukocyte Antigen (HLA), HSA, Thyroglobulin) and unfolded protein
species (α-Synuclein monomer and oligomers), the data points followed the trend as expected
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Fig. 3.4 Influence on sizing due to single molecule parameter on 20 pM HSA. a. On the left,
interphoton time versus the indexed photons pairs, with the different black lines representing several
thresholds. The red areas correspond to certain events of particle detection, the orange areas correspond
to uncertain situations. On the right, the histogram of interphoton time (binning following a log
space). The highlighted area in green shows the percentile range between 10% and 25% of event.
b. Size found as a function of interphoton time in the x-axis and minimum number of photons in
colour. The same green area as the histogram above is highlighted. c. A 2D representation of part b in
a colour-map grid which represents the estimated size. On the right, three profiles from three different
threshold conditions are displayed. A visual inspection of the main profiles extracted allowed us to
discard the extreme values. The blue profile of the bottom graph shows that the minimum threshold is
too high, merging different events together.
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Fig. 3.6 Single molecule diffusional sizing of nanoscale analytes and protein complexes. a. Plot
of experimentally determined hydrodynamic radii of biomolecular analytes by smMDS against
literature values. The dashed line depicts the expected trend. Literature values come from [173]
for HLA, [216] for lysozyme, [49] for RNaseA [174], [32, 56] for αSyn, [140] for Alexa488 and
[2, 7, 94] for HSA . Inset figure compares the hydrodynamic radius RH to the molecular weight
MW . Proteins should stand between two trends, the globular shape RH ∝ M0.6

W and unfolded shape
RH ∝ M1/3

W . The dye is completely off this trend. αSyn oligomers do not have a clear MW , the shaded
area corresponds to potential values, the darker one corresponds to the most probable, based on the
assumption of the number of monomers per oligomer expected (∼11). The error bars correspond to
the standard deviation of triplicate measurements. b. Example of three different traces: Thyroglobulin,
HLA, and Alexa488. With the exception of HLA data points acquired by Jenny Fan, all other data
points have been acquired by Matthias M. Schneider and myself, and the analysis of the curve has
been performed by myself.

for well-folded globular proteins or proteins that exhibit disordered protein regions (Figure
3.6.a, inset). The scaling exponent between the hydrodynamic radius of a protein and its
molecular weight used for the trend is approximatively 0.6, and 0.33 for unfolded or globular
proteins [86, 159]. Note that these trends do not apply for small molecules such as Alexa
488, which has a hydrodynamic radius twice smaller than the model predicts.

Quantifying biomolecular interactions by smMDS A second application demonstrates
the capability of smMDS to determine the binding affinity of biomolecular interactions.
Interactions of proteins with secondary molecules, in particular with other proteins, are of
great importance across the life sciences, and quantitative measurements of affinity constants
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(i.e., dissociation constants KD) have become vital in biomedical research and clinical
diagnostics for affinity profiling [31, 59, 195]. Diffusional sizing allows for the detection
of biomolecular interactions by monitoring the increase in size associated with binding and
complex formation [8, 31, 123, 168, 173, 207]. By acquiring binding isotherms, affinity
constants of the interaction can be determined under native conditions, without the need for
purification or immobilisation on a surface. Furthermore, reaching lower concentration limits
allowed us to determine higher affinity systems, as the binding curve occurs at lower KD [112].
To demonstrate direct detection of protein binding and quantification of dissociation constants
by smMDS at the single molecule level, we probed the binding of a clinically relevant
antibody-antigen interaction. Specifically, we focus on the binding interaction between HLA
A*03:01, an isoform of the major histocompatibility complex type I (MHC) and a key factor
in the human immune system [22], and the antibody W6/32, a generic antibody that binds
to all class I HLA molecules [91] (Figure 3.7 ). A series of smMDS experiments were
performed by keeping the HLA concentration constant at 400 pM and adding increasing
amounts of the W6/32 antibody. The different smMDS diffusion profiles were acquired
and fitted to obtain effective radii across the concentration series. An increase in radius is
observed from 3.18 nm±0.04 nm for pure HLA, corresponding to a molecular weight of
∼50 kDa, as expected for pure HLA, to 5.08 nm±0.01 nm, corresponding to a molecular
weight of 215 kDa, consistent with the binding of a 150 kDa antibody to HLA. Fitting the
binding isotherm with a Bayesian inference combined with a mass balance model (see the
methods in [173]), the dissociation constant was determined (Kd = 400.5 pM±39.6 pM),
in good agreement with previous results [173]. Remarkably, HLA is an extensively used
clinical biomarker to assess, for example, the risk of allograft rejection. These results
therefore outline a path towards detection and affinity profiling of antibody responses at the
single molecule level with minimal sample consumption, and low concentration detection
needed for high affinity measurements [87].

Differentiation within heterogeneous mixtures A key benefit of the smMDS technique,
due to its single molecule sensitivity, is the capability to detect specific molecules within
heterogeneous mixtures. That is to say, by rapidly detecting single photons, the single
molecule extraction algorithm is able to easily resolve the bursts of intensity that can come
from larger assemblies of molecules, oligomers or higher-order clusters, within a lower
background signal of monomeric molecules. To this end, the capability for detecting two
different types of assemblies has been displayed, all of which have distinct functions in
functional biology and disease. The differentiation can be performed between single molecule
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W6/32 within a solution of 100pM HLA, giving the binding curve of antibody W6/32 with HLA. The
error bars (in b & c) correspond to the standard deviations of triplicate measurement. All data points
were obtained by Jenny Fan, and the analysis of the curve was performed by Matthias M. Schneider
and myself.
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components, or between bright single molecules species within a bulk background. In the
latter case, the bulk can be dissociated from bright single molecules and both components can
be sized. In the first case a solution of α-syn oligomer is analysed; it is created out of 50 pM
labelled monomeric concentration. The discrimination factor to remove the smaller species
is the total number of photons. Indeed oligomeric species composed of a larger monomer
unit will appear brighter. The measured sizes span from 3.6 nm for the average size by taking
even the smallest species, to 16.5 nm by selecting only the brightest. The result is depicted
in Figure 3.8.a. These values are in accordance with Serene W. Chen, 2015 [32], which
describes a variability in size within oligomer mixtures from 3 to 16 nm. The change in the
minimum number of photons threshold is inadequate to differentiate the species directly. The
less bright one would always be an average of every species, because the total number of
emitted photons does not depend only on the number of emitters, but also on the path within
the confocal volume. A very bright molecule can pass quickly on the side, and therefore emit
less photons. Furthermore, the excitation intensity is not uniform, and it is therefore difficult
to compare a normalised intensity of photon per time. As the particle time passed within
the laser is determined by the flow rate (∼100 µLh−1) rather than the diffusion coefficient,
a sub-selection of the longest burst ensures that the particle path gets closer to the centre
of the spot and the normalised illumination should be comparable. Naturally, bursts that
last longer than the time to cross the confocal spot are discarded as they are most probably
two subsequent events. An example of detected bursts normalised intensity distribution is
displayed in the histogram of Figure 3.8.b. HSA is known to have a mixture of monomers,
dimers and trimers which are roughly 89%, 10% and 1%, respectively [214], and previous
studies using iSCAT microscopy can dissociate the different molecular weights [214]. In the
histogram in Figure 3.8.b, no populations are distinguishable due to the broadening of this
technique. However, knowing the different populations and their respective proportions, three
ranges of normalised intensity have been selected and only the particles corresponding to this
range are sized. In the right panel of Figure 3.8.b, the different sizes found in a selected range
are shown. This is an average size of the different species composing the range. The error
becomes important in the timer part as the number of molecules detected is very low. The
sizes of 3.57 nm, 4.61 nm, and 5.13 nm correspond to a molecular mass of globular protein
of 72 kDa, 157 kDa and 218 kDa, which seems to confirm the presence of monomer, dimer
and trimer.
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Fig. 3.8 Heterogeneous mixture sizing using single molecule microfluidic diffusional sizing of
self-assembly α-syn and HSA. a. Size evolution of oligomer sizing, depending of the minimum
number of photons threshold parameter. It allows the distinction between oligomer and a mix of
oligomer/monomer with a lower threshold. Made on a solution of 50pM monomeric concentration.
The results are in accordance with the range between 3 and 16 nm in PNAS, Serene W. Chen, 2015 [32].
The error bars correspond to the standard deviations of triplicate measurements. b. Size of different
forms of HSA (monomer, dimer, tri & quadrimer), measured using a 100 pM solution. Separation
is created using different ranges of normalised intensity. The histogram of normalised intensity for
all events shows a peak at 70 photons per millisecond, corresponding with the monomer form value.
From this peak three different areas have been selected. Result of selected events size 3.57, 4.61 and
5.13 nm is in concordance with, respectively, monomer, dimer, and trimer expected size. The number
of events is quite low for properly sized dimer; for the trimer the events have been collected over a
larger range in order to have enough events to run the diffusional sizing script. Note that the error
increases as well as the size. All data points were obtained by Matthias M. Schneider and myself, and
the analysis of the curve was done by myself.
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Fig. 3.9 Micro free flow electrophoresis (uFFE) chip design and flow of the process to analyses.
a. Microfluidic design. The sample is injected in the middle of the main chamber. An electric field
deviates the analytes in terms of their mobilities (green flow). The electric field is generated by a
potential applied around the two electrodes composed of 3 M KCl. The confocal spot (light blue)
crosses the main chamber and records the number of particles per position. b. Example of data
acquired. The number of particles detected is plotted as a function of the position, which can be
related to the mobility. c. Example of possible traces. The graph on top depicts a higher particle
concentration than the one below. For each position a trace is recorded for a given time (typically
2-4 s). The single molecule analysis algorithm extracts the number of molecules per position.

3.3 Micro Free Flow Electrophoresis

The microfluidic free flow electrophoresis device separates the particles in terms of their
mobility. A schematic of the device is displayed in Figure 3.9.a. An electric field is applied
perpendicularly to the flow direction. The particles exposed to the electric field deviate
their trajectory towards the electrode. Particles with a stronger mobility have a stronger
deviation. The mobility is a metric depending of the ratio between the size and the charge
of the particles. The electric field within the device is created by liquid electrodes [167]. It
consists of two streams of 3M KCl solution flowing on both sides of the main microfluidic
chamber. A potential is applied between each solution in order to create an electric field, E⃗.
The confocal spot scans perpendicularly to the main chamber between two fiducial marks on
the microfluidic device. The single molecule detection algorithm can be applied and results
in a number of events versus the position. The analytes’ positions across the chamber depend
of their respective mobilities, see figure 3.9.b. In the case of a heterogeneous solution with
different mobility values between the species, several populations can be separated. Figure
3.9.c illustrates the difference in particle density between two subpopulations.
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3.3.1 Results

Two experiments are briefly explained as potential applications of this technique. The first
focuses on the separation at single molecule level of protein binding reaction, rather than on
the quantification of the mobility. The separation allows us to quantify different metrics like
the end concentration of reactant and products, or the affinity of a reaction Kd . The second
application tries to characterise the structural shape of protein self-assembly by looking at
the change of apparent mobility as a function of the brightness of the aggregate.

Digital sensing of proteins in solution Two examples taken from the preprint [105] are
presented in Figure 3.10 a-b, showing respectively the electropherogram of the complex
biotinylated probe DNA with monovalent streptavidin, and the electropherogram of the
complex aptamer with IgE. Both are binding experiments at single molecule level. The single
molecule level allows us to directly count the number of complex versus individual particles.
The number of molecules associated with the flow rate applied and the geometry of the chip
enable us to calculate the concentration of molecules within the sample. Indeed the flux of
particles detected Jp can be approximated by the total number of particles N detected over
the time scan with the factor of correction of the total area scan over the total cross section of
the chamber (h ·L):

Jp =
N
t

h ·L
Alaser ·nstep

=
N
t

h ·dstep

π · z
2

w
2

(3.1)

where Alaser is the projected area of the laser on the channel cross section, approximated by
an ellipse shape of major and minor axes z and w, and where nstep is the number of steps scan
within the chamber and dscan the distance between two consecutive steps. From the flux Jp,
the concentration of particle cp can be estimated using the flow rate of the sample applied Q:

cp =
Jp

NA ·Q
=

4N ·h ·dstep

NA ·Q ·π · z ·w
(3.2)

The concentration of complexes has been calculated from the total number of molecules
counted in the grey region shown in Figure 3.10 a-b. The concentration is corrected by
subtracting the concentration of the control experiment found in the same area (background
subtraction). The concentration of the complex found is of 25.5±0.8 pM from the mixture
of 5 pM monovalent streptavidin with 50 pM biotinylated probe DNA, which indicates that
most of the streptavidin binds to the labelled DNA. The measured complex concentration is
equal to 21.7±0.7 pM for the mixture of 40 nM IgE and 50 pM aptamer probe. By assuming
a one to one binding, it is possible to recover the dissociation constant KD, from the initial
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Fig. 3.10 Example of applications for single molecule analysis with uFFE chips. a. Electrophero-
gram at 150 V of 50 pM biotinylated probe DNA (in blue) and a mixture of 25 pM monovalent
streptavidin with 50 pM biotinylated probe DNA (in red). The region shaded in grey was used to
count the number of complexes. b. Electropherogram at 150 V of 50 pM aptamer probe (in green),
and a mixture of 40 nM IgE and 50 pM aptamer probe. The region shaded in grey was used to count
the number of complexes. c. uFFE experiment using a solution on α-syn oligomer. In the bottom
graph, the continuous scan at 0V and 300V. With the electric field a peak of α-syn spreads, at lower
mobility -2.5 to -5 different oligomers at the single molecule regime can be probed. In the top graph,
an example of step scan trace at the position of 2350 µm is depicted. d. The result of the mean size of
oligomers found per apparent mobility. A slope of the loglog graph suggests a power law between the
mobility of the oligomers and the number of monomers (µo ∝ nν

m, ν = 0.4). The error bars correspond
to the standard deviations of the different points within range. Range size is kept constant. The shaded
areas around the curves (in a & b) correspond to the standard deviation of triplicate measurements.
All data points were obtained by Catherine K. Xu, Georg Krainer, and William E. Arter. The analysis
of the curve was performed by William E. Arter, Catherine K. Xu and myself. Panels a and b are
figures reproduced from the BioRxiv paper [105].
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concentration cIgG and cAptamer:

KD =
cIgG · cAptamer

ccomplex
− cIgG − cAptamer + ccomplex = 52.1±3.0nM (3.3)

The resulting Kd is consistent with values from the literature of the same complex IgE/aptamer,
with Kd estimated at 48 nM and 64 nM [70, 194].

Structural characterisation and detection of α-synuclein oligomers In addition to
calculating the concentration of species, uFFE chips associated with confocal microscopy
can probe the structure of aggregation. Looking at how mobilities change with the size of
the self-assembly system gives information on the repartitions of the size and the shape of
the assembly. Indeed, the mobility of the complex can be seen as a function of the charge
and size of monomer unit. Depending of the shape and charge repartitions of the oligomer,
the function follows different behaviour. Let us first assume the Debye layer to be much
smaller than the hydrodynamic radius RH ≫ λD. In this approximation, the Henry equation
described in equation 2.2 is simplified as [89]:

µ =
q

6πRHη
∝

q
RH

(3.4)

The hydrodynamic radius of the oligomer rc can be written as a function of the monomer
radius rm and the number of monomers nm whether it has a globular shape (ro = rm ·n1/3

m )
or a rod-like shape (ro = rm · nm

ln(nm)
) [57]. Similarly, the charge of the oligomer qo can be

written as a function of qm and nm, whether the charges cumulate (qo = nm · qm) or with
surface charge only on a globular shape (q0 ∝ qmn2/3

m ), or with surface charge only on the
rod-like shape (qo ∝ qm ∀nm). The mobility of the oligomer species as a function of the
monomers in the polymer chain leads to different scaling behaviour:

µo ∝



µmn2/3
m , for globular, without internal shielding

µmn1/3
m , for globular, surface charge only

µm ln(nm), for rod− like, without internal shielding

µm
ln(nm)

nm
, for rod− like, surface charge only and nm ≫ 1

(3.5)

Within the uFFE these studies have been performed with α-syn oligomer. Figure 3.10.c
depicts the experiment. A solution of α-syn oligomer is injected within the uFFE chip. In
Figure 3.10.c bottom graph, a continuous scan shows no deviation and no separation when the
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voltage is null (light blue/green). At a voltage of 300V, a separation of different components
can be seen in the green curve, with a big contribution from the monomer species down to
an apparent mobility of −2.5×10−8 m2 V−1 s−1. Further down in mobilities, oligomeric
species become apparent as individual bursts. In this area a step scan is performed (see the
graph at the top of Figure 3.10.c). The brightness gives an idea of the number of monomer
units. The number of monomers per oligomer is found by dividing the average brightness of
oligomer by the average brightness of the monomer. For each apparent mobility (equivalent
to position), the average oligomer brightness is extracted. As explained above, this might vary
significantly with the labelling efficiency of the dye/protein complex. Figure 3.10.d indicates
the points of mobility versus number of monomer per complex in a log-log plot. A trend has
been drawn, suggesting a power law of slope ν = 0.4, but the noise is too strong to conclude
a real trend. Even if the quality of the data does not help to provide a conclusion about the
structure of the oligomer form, it shows an interesting application of the information which
can be extracted from the combination between uFFE and the confocal microscope.

3.4 Conclusion

The combination of well-known microfluidic platforms and confocal microscopy can not only
decrease the limit of detection of the system, allowing us to perform experiments at lower
concentrations, but provides information which could not be achieved without the confocal.
From the diffusional sizing experiment, I have shown the limit of detection of the system, the
new application for drawing a binding curve with a higher affinity reaction, but I have also
shown the ability to size different species within an heterogeneous sample looking at α-syn
oligomer and HSA, not available with a traditional epifluorescence. From the micro free flow
electrophoresis experiment, I have emphasised the possibility to digitally count a complex
from a binding reaction, allowing us to determine high affinity Kd , plus the possibility to
have an idea of the structure of the oligomer complex by looking at the scaling behaviour
of the mixture compared to the monomer. This work is mainly a proof of concept study,
which opens up different applications. Future directions include the addition of a second
laser with orthogonal excitation/emission wavelengths, which allows both binding partners
in a bimolecular binding event to be labelled and detected independently, thereby reducing
the false positive rate. With the additional wavelength, new experiments can be developed
like affinities characterisations in a competitive assay solution. The second wavelength can
help to train an algorithm to better define an event on a single wavelength experiment, using
a better training data set due to the improvement of event selection. Further improvements to
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the system would be the creation of a UV confocal microscope, allowing us to probe label
free proteins containing aromatic amino acids. Previous work has reached a sizing detection
limit down to ∼100 nM with the diffusional sizing microfluidic device [30]. By analogy
with the detection limit from epifluorescence microscopy, the UV-confocal microscope could
reach a precision of the order of pico molar concentrations.





Chapter 4

Nano-Cavity diffusional sizing (NDS)

This chapter is based on a manuscript in preparation:

Raphael P. B. Jacquat*, Georg Krainer*, Quentin A. E. Peter*, & Tuomas P. J. Knowles.

"Single-molecule sizing through nano-fluidic confinement".

(*contributed equally).

My contributions to this paper are the development of the theory, the data analysis and

simulation. An approach relying on nano-cavity confinement is developed in this chapter
for the sizing of nanoscale particles and single biomolecules in solution. The approach,
termed nano-cavity diffusional sizing (NDS), measures particle residence times within
fluidic nano-cavities to determine their hydrodynamic radii. Using theoretical modelling
and simulation, it has been shown that the residence time of particles within nano-cavities
above a critical timescale depends on the diffusion coefficient of the particle, which allows
estimation of the particle’s size. This approach experimentally has been demonstrated through
measurement of particle residence times within nano-fluidic cavities using single-molecule
confocal microscopy. These results show that the residence times scale linearly with the
sizes of nanoscale colloids, protein aggregates and single DNA oligonucleotides. NDS thus
constitutes a new single molecule optofluidic approach that allows rapid and quantitative
sizing of nanoscale objects for potential application in nanobiotechnology, biophysics, and
clinical diagnostics.

4.1 Introduction

Many important biomolecules, including proteins and protein assemblies as well as natu-
ral and synthetic biopolymers and colloids, have sizes in the nanometre range [77, 181].
Achieving rapid, accurate, and reliable measurement of their sizes under native solution
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conditions has therefore become a key objective in many areas including nanobiotechnology,
biophysics, and clinical diagnostics [51, 137, 142]. For example, the sizing of proteinaceous
particles at nanometre scales is critical in studies that further our understanding of protein
misfolding and aggregation processes which lie at the heart of a wide range of human dis-
eases [9, 83, 102]. Moreover, characterising the assembly state of biomacromolecules is
important when assessing, for example, biopharmaceutical product stability and efficacy of
proteins or biocolloids in drug delivery systems and formulations [27, 104, 180]. Sizing
techniques are therefore considered work horses in many areas of fundamental and applied
science [73, 137]. Hence, the development of experimental approaches for high sensitivity
detection and characterisation of nanoscale entities in the fluid phase remains an area of great
current interest. Several techniques are available in order to measure the nanoscale size of
proteins and nano-colloids in solution [51, 137, 142]. Most are based on determining the
particle’s diffusion coefficient D in solution, which is related via the Stokes-Einstein equation
to the hydrodynamic radius RH of the particle. One of the most widely used techniques is
dynamic light scattering (DLS) [188]. Other widely used methods include nuclear magnetic
resonance (NMR)-based techniques (e.g., pulse-field gradient NMR) [205], chromatographic
techniques [25], and surface deposition microscopy, like atomic force microscopy (AFM)
or scanning/transmission electron microscopy (SEM/TEM) [63, 170]. These techniques
suffer from relatively high sample consumption and long acquisitions times or surface im-
mobilisation, and often require sophisticated instrumentation. In recent years, a number of
techniques have been established that operate with minimal sample requirements and sensi-
tivities down to the single molecule regime, and operate directly in solution. These include
microfluidic techniques [12, 83] such as microfluidic diffusional sizing (MDS) [9], Taylor
dispersion analysis (TDA) [141], nanoparticle tracking analysis (NTA) [60] and fluorescence
correlation spectroscopy (FCS) [151], or a combination of interferometric scattering (iSCAT)
microscopy [215] with electrostatic trapping [139]. Such fluidic and single molecule-based
approaches offer great potential for the sizing of nanoparticles and nano-colloids. However,
they are often limited in the size range that can be detected and require complex models to
analyse the size distributions. In this chapter, I introduce a nanofluidic approach, termed
nano-cavity diffusional sizing (NDS), which allows for the robust determination of the sizes
of single particles directly in solution through measurement of particle residence times within
fluidic nano-cavities. The approach extracts sizes of nanoparticles through nano-confinement
and allows sizing of particles in the range from a few nanometres up to hundreds of nanome-
tres. The implementation and experimental realisation of the NDS approach is outlined in
Figure 4.1. The observation volume of a confocal microscope is placed within one of the
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Fig. 4.1 Principle of nano-cavity diffusional sizing (NDS). a. Three-dimensional illustration of
the experimental implementation of NDS showing the positioning of the confocal detection volume
inside the nano-cavity of the nanofluidic chip. A high numerical aperture objective is used for single
molecule detection of molecules within the nano-cavity of the chip, which is fabricated by hybrid
lithography and moulding in PDMS. Biomolecules are depicted in red. b Schematic of the nanofluidic
chip used for NDS measurements. The nano-cavities are located adjacent to nanofluidic channels on a
microfluidic chip. A SEM image of the chip is depicted in the right panel. c. Workflow of the sizing
experiment. First, the particles are detected by confocal microscopy as they diffuse into and out of the
nano-cavity. Then, the residence times t are extracted from the recorded time trace and binned in a
residence time histogram according to the occurrence of residence time. This histogram is then fit
with an exponential function of the type (e−t/τ ), from which the hydrodynamic radius (RH) can be
extracted. The coefficient τ is inversely proportional to the hydrodynamic radius.

trapping cavities of a nanofluidic device, which itself is filled with an aqueous solution that
contains the biomolecule of interest (Figure 4.1.a). The chip design is shown in Figure 4.1.b.
To extract the sizes of single molecules, time trajectories of particles diffusing into and
out of the observation volume are recorded, and residence time distributions are extracted
(Figure 4.1.c). Fitting of the obtained residence time histograms with a quantitative model
provides RH and, thus, the size of the nanoparticle of interest (Figure 4.1.c).

4.1.1 Theory and Simulation

An analytical model is first developed to examine the diffusive behaviour of particles within
nano-cavities and quantitatively describe how particle size relates to residence time. This
allows us to assess the scaling behaviour of particle residence times and provides a theoretical
framework for the analysis of the experimental results. The diffusion of particles is modelled
as Brownian motion with reflective boundary conditions at the walls. No other potential was
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considered. Under the solution and geometric conditions, the direct electrostatic interactions
between analyte particle and the cavity walls are negligible as the particle is typically
separated by more than the screening length from the walls. The nano-cavity, as shown
in Figure 4.1.a, was modelled as a cavity of rectangular shape (Figure 4.2.a), which was
perpendicularly connected to adjacent nanochannels. The particle, in the model, can therefore
only enter and exit the cavity by diffusing perpendicular to the nanochannel axis. Assuming
that diffusion is isotropic, the model, for the case of a rectangular cavity, can therefore be
reduced to a one-dimensional (1D) diffusion problem. The residence time of a particle is
determined by the probability of the particle exiting the cavity over a given period of time.
Representative time trajectories of a particle entering and exiting the cavity are shown in
Figure 4.2.a. The particle enters the cavity at time t = 0 and the time points to describe
particle entry and exit are denoted as tin and tout , which yields the residence time t = tout − tin.
The length of the cavity is dE , where dE is the effective depth of the cavity and is given by
the depth of the cavity dC minus the particle radius R:

dE = dC −R (4.1)

As depicted in Figure 4.2.a-b, two regimes can be observed in the residence time distribution:
a short and a long timescale regime. These two regimes are separated by a critical time tc,
which corresponds to the mean time for a particle with diffusion coefficient D to reach the
bottom wall of the nano-cavity according to:

tc = d2
E/2D (4.2)

For short timescales, the particle resides within the cavity only for a short period of time such
that it typically does not diffuse to the far end of the cavity (Figure 4.2.a, upper panels). The
probability distribution of the particle position inside the cavity is therefore concentrated near
the original position. The distribution in this regime can be described by an unconstrained
random walk model and is given by the first passage time density:

p(t,y) =
|y− y0|√
(4πDt3)

exp(−(y− y0)
2/4Dt) (4.3)

where y is the coordinate position between the inside/outside of the cavity (position where
t = 0) and y0 is the distance that the particle diffuses inside the cavity in the y-direction. For
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Fig. 4.2 Theory and simulation of diffusion under nano-confinement. a. For a particle diffusing
within a nano-cavity, two diffusive scenarios can be distinguished: (i) the particle enters the cavity
and exits it without reaching the bottom wall (top panels) or (ii) the particle enters the cavity and
reaches the bottom of the well before exiting it (bottom panels). The right panels show displacement
in time along the y axis of the diffusion processes. The particle enters at time tin and exits at time tout .
The depth of the cavity is dc, and dE denotes the effective cavity depth (dE = dc −R), with R being
the radius of the particle. b. Analytical modelling of particle diffusion at short time-scales (t ≪ tc, left
panel) and long time-scales (t ≫ tc, right panel). tc denotes the critical time that separates the two
regimes and corresponds to the mean time for a particle with diffusion coefficient D to reach the end of
the nano-trap (see main text). Shown are residence time probability plots. At short time-scales (t ≪ tc),
the residence time is scale invariant and does not depend on the size of the particle. Conversely, at long
time-scales (t ≫ tc), the residence time follows an exponential decay which is dependent on the size
of the particle. Modelled were three particles with different radii at R′ fixed: R = R′ (blue), R = R′/2
(orange), and R = R′/10 (green). Diffusion was modelled as a 1D random walk. c. Simulation results
for the diffusion of particles within a nano-cavity. Shown are residence time probability plots (log–log
plot, left panel; linear–log plot, right panel) for particles of different seizes (50 nm, blue; 25 nm,
green; 2.5 nm, purple). At short residence time, particles are scale invariant, as evident by a linear
behaviour in the log–log plot (i.e., power law behaviour). Conversely, at long timescales, particle
residence times exhibit an exponential decay, which is dependent on the size of the particle, due to
the linear behaviour in the linear–log plot. Data points represent simulation results. Long and short
dashed lines depict fits of the simulation data by power law and exponential functions, respectively.
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very small ∆y, such that (∆y2)/4D ≪ t ≪ tc, the density can be expressed as:

p(t) =
∆y√

(4πDt3)
∝ t−

3
2 (4.4)

Accordingly, for the system at (∆y2)
4D ≪ t ≪ tc, the residence time follows a power law which

is independent of D, because ∆y scales with
√

D. This behaviour is displayed in Figure 4.2.b,
left panel for particles with different diffusion coefficients. For long timescales, the cavity
starts playing a role in the diffusion process, as the particle has enough time to explore the
confined volume through diffusion. The free random walk model can therefore no longer be
applied. As described in an analogous situation in [16] (Equation 5.47 therein), the residence
time distribution in this regime has an exponential dependence:

P(t) ∝
D
dE

exp− t
τ

(4.5)

with the decay time τ being:

τ =
2d2

E
π2D

(4.6)

Accordingly, τ is inversely proportional to D. Hence, for the system at t ≫ tc, the size of
the particle is linked to the decay time. This scaling behaviour is shown in Figure 4.2.b,
right panel for particles with different diffusion coefficients. Residence time measurements
of particles at large timescales (t ≫ tc ) allow estimations of the size of particles. This
model can therefore size particle without the requirement to have an energetic contribution
to any kind of trapping free energy potential. To corroborate the results from analytical
modelling, numerical simulations of a particle 1D random walk within a nano-cavity are
developed to extract residence time probability distributions for differently sized particles.
The simulations were performed using a reflective boundary condition for the wall on the
bottom of the cavity. A Gaussian random number generator was used to simulate diffusive
steps. Details of the simulations are given in the Methods section. Obtained residence time
probability distributions are shown in Figure 4.2.c. The results are consistent with the theory
above, in that at short timescales, the particle’s residence times follow a power law behaviour
(t(−3/2)), as evident in a linear decay in the log–log plot, whereas at long timescales, the
residence time decays exponentially (e(−t/τ)), as evident in the linear decay in the linear–log
plot. Fitting of the simulation results recovered the initial input values with a relative error of
0.5%, demonstrating the robustness of this analysis approach.



4.1 Introduction 65

4.1.2 Experimental demonstration of the NDS approach

After having explored the possibility of sizing particles in nano-cavities on a theoretical
basis, I next set out to demonstrate the NDS approach experimentally. Conceptually, the
experimental implementation involves the following steps. First, the duration of trapping
events within nano-cavities needs to be recorded, from which probability distributions of
residence times p(t) are generated. Then, by fitting this distribution with an exponential
function, Eqs. 4.5 and 4.6 can be used to compute the diffusion coefficient from the decay time
of this exponential. Based on these considerations, I set out to experimentally demonstrate
and realise the NDS approach for the sizing of single particles in solution. A nano-fluidic
device, previously developed in the laboratory, helps to measure particle residence times
within nano-cavities (Vanderpoorten et al., under review). A schematic of the fluidic platform
is shown in Figure 4.3.a, upper panel. The device consists of arrays of nano-cavities which
are connected to nanofluidic channels. These nanofluidic functionalities lie in between two
microfluidic reservoirs with inlets and outlets that serve as fill ports for the sample solution.
The nano-cavities are of cylindrical shape with a radius of 350 nm and a height of 650 nm.
The connecting nanofluidic channels are 650 nm wide and 750 nm high. SEM images of the
channel and nano-cavity geometries are shown in Figure 4.3.a, lower panels. For the detection
of single particles, a confocal fluorescence microscope is used. Samples were excited with a
continuous wave diode laser and their fluorescence collected using avalanche photodiodes,
which allowed us to readout the fluorescent signal of molecules with high sensitivity and
monitor their residence times within nano-cavities with high temporal resolution. Using
this optofluidic platform, the residence times of nanoscale particles are measured for size
determination by NDS. Measurements are performed on fluorescent nanoscale colloids (50
and 20 nm radius), fluorescently labelled oligomeric aggregates of the protein α-synuclein
with average sizes of around 11.5 nm, and fluorescently labelled DNA oligonucleotides
(45 bp, 9.5 nm). Sample solutions were injected into the fluidic device and the confocal
observation volume parked in the middle of one of the nano-cavities of the device. After
a short equilibration period to ensure hydrostatic balance, single molecule fluorescence of
particles diffusing into and out of the well were recorded. Examples of time traces are shown
in Figure 4.3.b. As anticipated from the theoretical considerations, larger particles/molecules
resided longer within the nano-wells as compared to smaller ones. For each detected event,
the associated residence time is extracted. Individual residence times were pooled in a
histogram to obtain residence time histograms. Due to the nature of the measurement, short
residence events are under-sampled, which would create an artefact in the distribution. A
threshold was therefore applied in order to represent residence times only at longer timescales.



66 Nano-Cavity diffusional sizing (NDS)

Moreover, residence times at short timescales are scale invariant; hence for size determination
this regime can be omitted (see Theory and Simulations above). The experimentally obtained
residence time distributions for the four tested species are shown in Figure 4.3.c. The
residence time decays follow a linear behaviour in the linear–log plot, as expected for an
exponential behaviour due to the biased random walk of the particles within the nano-cavity,
as predicted from the theoretical modelling and simulations (see above). Accordingly, the
data are fitted with an exponential function of the form e(−t/τ). This allows the extraction of a
decay time τ , which is proportional to the size of the particle according to the theory derived
above, considering also the effective well depth. A plot of the extracted decay times versus
the size (i.e., RH) of the particles yields a linear relation (Figure 4.3.d), as anticipated from
the theory. Using such calibration, it is thus possible to size particles in solution using NDS.
Finally, NDS is robust against measurement noise. Single molecule experiments usually
provide data at low signal-to-noise ratios. However, because size information in this approach
is extracted from long timescale events, false positive events are exponentially unlikely for
longer residence times, as required in this approach. In other words, the likelihood for false
particle detection, which mainly happens for the detection of events on short timescales, is
minimised as NDS extracts information from long timescale events. This feature of obtaining
data in the high signal-to-noise regime makes NDS robust against measurement noise and
thus ensures accurate and reliable measurement of a molecule’s size.

4.1.3 Conclusion

In this chapter, we have established an approach for the sizing of particles using single
molecule detection and nanofluidics. The NDS approach harnesses the size-dependent dif-
fusional escape of particles under nano-confinement to obtain size information from the
particle’s diffusive properties. Using the theoretical modelling and simulations, it has been
shown that above a critical timescale, the scaling of the particle’s residence time changes
from a power law, which is size independent, to an exponential, size-dependent behaviour.
This realisation forms the basis of our approach and yields a linear behaviour of the size of a
particle versus its residence time within a nano-cavity. Using a nanofluidic chip combined
with confocal spectroscopy, I have experimentally validated both the exponential scaling
behaviour for nanoscale particles and biomolecules, and shown that the decay rate follows
a linear behaviour with respect to the diffusion coefficient. Using such calibration, this
approach can yield rapid, accurate, and reliable sizing of particles and biomolecules. The
NDS approach lines up with other techniques such as FCS and NPT analysis in terms of
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Fig. 4.3 Nanofluidic diffusional sizing of single particles in solution. a. Experimental setup
of the NDS experiment. The observation volume of the confocal microscope is placed within a
nano-cavity. Fluorescence of particles or biomolecules of interest are observed as they diffuse in and
out of the confocal volume. Lower panel: SEM micrographs of the nanofluidic device with trapping
functionalities used in NDS experiments. PDMS nanofluidic device imprints were fabricated via
hybrid UV mask lithography and 2-photon lithography . b. Examples of time traces from fluorescence
detection of nano-colloids, α-synuclein protein oligomers, and DNA oligonucleotides. Highlighted in
red are the times when a particle was present within the confocal detection volume. c. Normalised
residence time probability histograms of particles within the nano-cavity. The data were fit with an
exponential function of the form e−t/τ . The slope of the curves give the decay time. The error bars
correspond to the square root of occurrences found decided by the normalisation factor.d. Extracted
decay times versus hydrodynamic radii; the dotted line corresponds to the fit on the data. The y-error
bars represent the error of the slop on c. The x-error bars correspond to the solution accuracy.
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measurement times, yet no correlation analysis is needed for size determination, and particle
sizes from a few nanometres up to tens of nanometres can be determined, which is hardly
achievable with other techniques. For example, NTA tracks particles only down to ca. 30 nm,
while FCS is most sensitive to molecules in the low nanometre regime. By nature, NDS is a
single particle counting analysis technique. Such analysis offers the advantage to size het-
erogenous mixtures with components of different sizes and brightness. The implementation,
as demonstrated here, uses fluorescence single molecule detection. However, other readout
modalities including total internal reflection microscopy or scattering-based techniques (e.g.
iSCAT) can be envisaged as well. In summary, with NDS I have presented a new single
molecule optofluidic approach that allows for a rapid and quantitative sizing of nanoscale ob-
jects, which opens up potential applications in areas including nanobiotechnology, biophysics,
and clinical diagnostics.



Chapter 5

Interferometric scattering correlation
microscopy - iSCORR

The content of this chapter is based on a manuscript in preparation: Quentin A. E. Peter*,

Raphael P.B. Jacquat*, Georg Krainer* & Tuomas P. J. Knowles.

"Interferometric scattering correlation (iSCORR) microscopy".

(*contributed equally).

I contributed to this manuscript by developing the theory with Quentin Peter, building the

microscope with Georg Krainer, writing a compatible sdk and gui for the use of the high

frame rate camera, conducting experiments, assisting with coding the analysis tools, and

I performed the analysis of the iSCAT and iSCORR data. Biomolecules in their native
state have been studied during the last twenty years with several different approaches, from
optofluidic to nano-patterning [55, 138, 218]. The development of the interferometric scatter-
ing microscope (iSCAT) allowed investigation of a protein solution without the introduction
of a label [149, 215]. In this chapter, a novel technique to characterise a protein solution is
developed by investigating the time correlation of iSCAT images. It allows the determination
of the diffusion coefficient of an analyte in a wide concentration range, as it can obtain results
with only a single particle in the camera field of view as well as several thousands.

5.1 Introduction

The need to study detection and identification of biomolecules is ubiquitous when trying
to understand life and its mechanisms, as well as for improving medicine development or
sample analysis. One widely used method to detect proteins is through fluorescent labels.
But even if the detection is simplified with such a tag, it needs to bind to or to engineer a
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biomolecule in order to detect it, thereby modifying the particle which may affect its native
and natural behaviour.
Furthermore, fluorescence emitters by nature lack a temporal and spatial resolution limit due
to saturation of emission photons [182], as well as being limited in a total exposition period,
resulting in photo-bleaching [46].
None of the above drawbacks exist in elastic scattering. However, the signal strength drops
quickly with respect to the size because Rayleigh scattering depends on the sixth power
of size [17]. The interferometric scattering (iSCAT) technique allows us to decrease the
dependency on the size to a power of three due to the use of a carrier wave [149]. This
additional carrier wave leads to possible detection of small biomolecules on surfaces like
DNA down to 100 bp [119]. In most of the cases, the carrier wave is a reflected wave on
the interface with the solution. In this case, the fraction of the light reflected is fixed by the
refractive index. The excitation wave must be strong in order to have a sufficient scattering
signal. However, the reflected signal can be too strong and quickly saturate the camera. To
solve the problem the carrier wave must be attenuated without affecting the scattering signal.
Several papers describe techniques to reduce this saturation by adding a mask at the Fourier
plane where the scattering signal is separated from reflected light, or by using a high speed
camera allowing us to increase the effective well depth over the same time [38, 120, 187].
All of these techniques, however, reduce the number of photons and do not increase the
signal-to-noise ratio.
With the exception of a highly scattering tag, such as a gold nanoparticle, the detection
of proteins with iSCAT is often limited to particles which can be immobilised on the
surface [119, 131, 185, 215]. Indeed, the phase varies rapidly when a particle diffuses in
solution, a change of a quarter wavelength in height resulting in transforming the pattern
from in-phase to out-of-phase. In contrast, an event where particles bind to the surface can
be integrated for a long time before and after the event in order to increase the signal [156].
In this chapter, interferometric scattering correlation (iSCORR) microscopy is presented.
This method, developed by Quentin Peter and myself, combines image correlation analysis
of single particles with the improved signal of interferometric scattering microscopy (iSCAT)
to enable label-free sizing of particles in solution. It utilises a high frame rate camera in order
to capture the change in the interference pattern. Indeed, in order to capture the interference
change of phase the image rate should be faster than the time for a particle to diffuse a quarter
of a wavelength. The signal received can be enhanced by a combination of several particles in
the field of view, allowing the detection of particles which scatter less. This chapter develops
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the theory, then an overview of usual iSCAT data are presented before the first measurement
made with the iSCORR method is shown.

5.2 Theory

5.2.1 iSCAT

The scattering from particles smaller than the light wavelength (λ ) is described by Rayleigh
scattering. The intensity at a distance R and angle θ of a particle of diameter d is proportional
to the incident intensity I0:

Is = I0
1+ cosθ 2

2R2

(
2nm

λ

)4
(

n2
p −n2

m

n2
p +2n2

m

)2(
d
2

)6

(5.1)

where nm is the refractive index of the surrounding medium and np is the refractive index
of the particle. Because of the d6 dependency on the particle size, the signal is very hard to
separate from background light. The weak signal can be better detected by adding a coherent
carrier wave and by measuring the interferometric signal of the combination of the weak
scatter wave and carrier wave. This is the principle of interferometric scattering (iSCAT).
In the most common approach, the carrier wave is created by reflection of the light at a
glass-water interface, where the reflection coefficient is denoted by r. The light which passes
within the medium can be scattered by particles inside, creating a scattering contribution s

(see Figure 5.2.a). The total intensity measured is affected by both waves interfering:

I = I0(|r|2 +2|r||s|cosΦ+ |s|2) (5.2)

where I0 is the excitation intensity and Φ the interference phase. For small d, the contribution
of the scattering only (|s|2) can be assumed to be negligible (|s|2 ≪ |r|2). The shot-noise
variance of the measurement (σ2

I ) is defined as proportional to the total intensity I:

σ
2
I = Iσ

2 (5.3)

where σ2 is the normalised variance. The variance σ2
I can be approximated as:

σ
2
I ≈ I0|r|2σ

2 (5.4)
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Interface

Interface
Focal

Focal

ρ
φ

Zf

Z
ρZf

Z
φφ

a b c

Fig. 5.1 Path of the light to focal plane. a. 3D view of the optical path from the change of glass-
water interface to the focal plane. b. Same view in 2D. c. Optical path in diffusional light scattering
(DLS) system.

The path difference between the reflected light and the scattered light to the camera provides
the phase (Φ). The image of the camera being the image at the focal plane, the phase is hence
determined by the path difference up to the focal plane. It is possible to calculate each path
knowing three different parameters (see Figure 5.1): the particle distance to the focal plane
(Z), the distance of the focal plane from the interface (Z f ), and the horizontal distance of the
particle (ρ). The phase is hence:

Φ =
2π

λm

(√
ρ2 +Z2 +Z +2Z f

)
(5.5)

where λm is the laser wavelength in the medium (λm = λ /nm). Note the small dependence
on Z for particles below the focal length (Z < 0). In the case of no deviation of the light from
the optical axis after scattering (ϕ = 0), the path difference is zero. For particles above the
focal plane (Z > 0), the change in Z strongly influences the pattern intensity, for example by
passing from constructive to destructive interference for a quarter wavelength displacement
in Z (for ϕ = 0).
Tracking a dim pattern in solution is difficult, especially when it changes from in-phase to
out-of-phase. Integration of frames can reduce the total information given per frame. One
way to be able to combine this information over frames constructively is to prevent the
particle from moving. In Young et al. [215], the authors employed this approach for detecting
BSA using adsorption on a glass slide. Another way to conserve information is by correlation
analysis, i.e. by combining frames, each of them containing a small amount of information.
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5.2.2 Correlation function and iSCORR

The fluctuation of the pattern intensity can be characterised by a temporal autocorrelation
function (g2

I ):

g2
I (∆t)≡ ⟨(I(t)− I(t +∆t))2⟩T

⟨I(t)⟩T
(5.6)

Under the condition |s|2 ≪ |r|2 , which corresponds to a small object with low scattering,
|s|2 can be neglected and the total intensity can be approximated as:

I(t) = I0(t)
(
|r(t)|2 +2|r(t)||s(t)|cosΦ(t)

)
(5.7)

When assuming constant laser intensity (I0(t) = I0) and constant reflection on the cover slip
(|r(t)|= |r|), as well as assuming that the phase variation has a stronger contribution than the
variation in the scattering (|cos(Φ(t))−cos(Φ(t +∆t))| ≫ ||s(t)|− |s(t +∆t)|| for small ∆t),
the normalised temporal autocorrelation function defined in equation 5.6 can be written as:

g2
I =

4I2
0 |r|2|s|2⟨(cos(Φ(t))− cos(Φ(t +∆t)))2⟩T +2σ2

I
I0|r|2

=4I0|s|2⟨(cos(Φ(t))− cos(Φ(t +∆t)))2⟩T +2σ
2

(5.8)

where the square of the noise averages to the variance σ2
I and not to zero, and the factor two

comes from the fact that two time points are used. The standard deviation of the correlation
function is given by the sampling error when averaging over n frames [1]:

σg2
I
= 2

√
2
n

σ
2 (5.9)

Up to this point no assumption has been made about the movement of the particles within
the field of view and the phase can be calculated for different scenarios. First, a stagnant
system (i.e. no flow) is considered. In the case of a random walk, the mean displacement of
a particle in any direction x after a time ∆t will be ⟨(∆x)2⟩T = 2D∆t, with D the diffusion
coefficient of the particle. The phase difference ∆Φ can be written as a contribution of the



74 Interferometric scattering correlation microscopy - iSCORR

two directions ρ and Z, see Figure 5.1.a-b:

∆Φ =
2π

λm

(
∆Z +

√
(ρ +∆ρ)2 +(Z +∆Z)2 −

√
ρ2 +Z2

)
≈ 2π

λm

(
∆Z

(
1+

Z√
ρ2 +Z2

)
+∆ρ

ρ√
ρ2 +Z2

)
≈ 2π

λm
(∆Za+∆ρb)

(5.10)

where a and b are variables introduced to simplify the notation. Note that ∆Φ is a Gaussian
random variable as it is the sum of the Gaussian random variables ∆Z and ∆ρ . Furthermore,
∆Z and ∆ρ are uncorrelated to each other, which allows reduction of the cross correlation
term:

σ
2
Φ ≡ ⟨(∆Φ)2⟩T ≈ 4π2

λ 2
m
⟨(∆Z)2a2 +2∆Z∆ρab+∆ρ

2b2⟩T

≈ 4π2

λ 2
m

(
⟨(∆Z)2⟩T a2 + ⟨∆ρ

2⟩T b2)
≈ 4π2

λ 2
m

2D∆t

(
1+

2Z√
ρ2 +Z2

+
ρ2 +Z2

ρ2 +Z2

)

≈ 4π2

λ 2
m

4D∆t

(
1+

Z√
ρ2 +Z2

)
(5.11)

From equation 5.8, the temporal correlation of the square ∆cosΦ is obtained using the
identities ⟨sin2

Φ(t)⟩T = 1
2 , ⟨cosΦ(t)⟩T = 0 and 2cosacosb = cos(a−b)cos(a+b):

⟨(cosΦ(t)− cos(Φ(t +∆t)))2⟩T = 1−⟨cos∆Φ⟩T (5.12)

It is then possible to solve the cosine contribution using a power series:

⟨cos∆Φ⟩T =
∞

∑
n=0

(−1)n⟨∆Φ2n⟩T

(2n)!

=
∞

∑
n=0

(−1)nσ2n
Φ
(2n)!

(2n)!(2nn!)

= exp
(
−σ2

Φ

2

) (5.13)
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where in the second line the variance from a power of a Gaussian random variable is utilised.
Combining equations 5.8 and 5.13, the correlation function can be written as:

g2
I = 4I0|s|2

(
1− exp

(
− t

τ

))
+2σ

2 (5.14)

where the correlation time τ is defined as:

τ =
1
D

(
λm

2π

)2 1

4
(

1+ Z√
ρ2+Z2

) (5.15)

Flow measurement In addition to the measurement of pure diffusion, the iSCORR method
allows use on a sample under constant flow. Indeed, using the property of the Fourier space
that a translation is equivalent to a phase difference [162], it is possible to pass into the
Fourier space in order to detect and to remove translation from the diffusion coefficient. The

decorrelation of the flow has been developed by Quentin A. E. Peter only and is further

detailed in his thesis [153]. I would nevertheless like to mention this piece of work as it

creates many more applications for iSCORR.

5.2.3 Dynamic light scattering

Dynamic light scattering (DLS) is a method used to size particles by measuring the correlation
time of scattering interference. While similar to iSCORR, the end result is not the same.
In this subsection, the correlation function of DLS is described to show the originality of
iSCORR. Assuming two diffusing particles with similar scattering cross sections (|s1| =
|s2| ≡ |s|), the scattered signal is given by:

I = I0(|s1|2 +2|s1||s2|cosΦ+ |s2|2) = I0|s|2(1+ cosΦ) (5.16)

The change of phase Φ is extracted from the path difference as illustrated in Figure 5.1, and
is given by:

∆Φ =
2π

λm
(∆X sinϕ +∆Z(cosϕ −1)) (5.17)

And the variance of the phase in the case of a pure random walk is calculated as:

σΦ ≡ ⟨∆Φ
2⟩T =

2π

λm
8D∆t sin2

(
ϕ

2

)
(5.18)
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Equations 5.12 and 5.13 remain true for DLS, and the correlation function is similar:

g2
DLS ≡

⟨∆I2⟩T

⟨I⟩T
= ⟨(∆cosΦ)2⟩T +

σ2

2I0|s|2

=

(
1− exp

(
−

σ2
Φ

2

))
+

σ2

2I0|s|2

=
(

1− exp
(
− t

τ

))
+

σ2

2I0|s|2

(5.19)

with the correlation time defined as

τ =
1
D

(
λm

2π

)2 1
8sin2 (ϕ

2

) (5.20)

5.2.4 Contribution of polarisation

Light arriving at an angle to an interface is transmitted differently depending on whether it is
polarised perpendicularly or parallel to the plane of incidence (s-polarised or p-polarised,
respectively) [146]. The transmission of p-polarised light is decreased due to the angle ϕ

with the interface (cos(ϕ)2) and all light, independent of polarisation, arrives at an angle
at the detection device adding another cos(ϕ) contribution. Furthermore, the light passing
through the interface follows the Fresnel equation due to the change of medium.

|s|2 ∝ (|ts(ϕ)|2 +(|tp(ϕ)|cos(ϕ))2)
cos(ϕ)
R2(ϕ)

(5.21)

5.3 Methods

5.3.1 The iSCORR work flow

Figure 5.2.d shows the work flow used to size a solution with the iSCORR method. After
collecting a range of images, an optional filter is applied by passing through the Fourier
space. It allows us to calculate and remove the flow contribution but also reduces the noise
outside the frequency range of interest. The next step is the fit of the correlation function.
The fit not only gives information about the noise level σ2

n
2I0

(labelled N in the figure), it also
yields the size of the scattering object due to the correlation time τ , which is proportional to
the hydrodynamic radius RH .
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Fig. 5.2 iSCAT and iSCORR microscope and work flow a. Microscope representation of the
optical path. The laser beam passes first through a single-mode fibre (SMF) and is collimated. The
laser is then focused by a lens to the back focal plane of the objective. The light passes in between
through a polarising beam splitter (PBS) and a quarter wave plate (QWP) that transforms the linearly
polarised light into circularly polarised light, allowing modulation of the intensity of the reflective
wave front that the camera receives. The light arrives focused on the back focal plane of the objective
and leaves collimated toward the sample. The only change of refractive index is between the glass
and the medium, and the medium with a particle in the light path. Due to the interface, both reflected
waves return to the objective and are reflected to the PBS before being focused on the high speed
camera (HSC). An optional path can be added by adding two mirrors, and the light path then includes
an acousto-optic deflector (AOD). The AOD creates a scan over the field of view in x and y, resulting
in a flat illumination. Both light paths, the optional and normal one, are designed to have the same
length, which is achieved with additional mirrors not included in the drawing for simplicity. b. Image
of 50 nm radius polystyrene colloids which scatter the light, image prior to processing on top and
after processing below. Processing is performed by taking the difference of the two integrated frames.
c. Image of landing events of IgG from the optional path, image prior to processing on top and after
processing below. Landing events are highlighted with dark arrows, an unknown particle/dust is
moving out (highlighted with the light arrow). d. Work flow of the iSCORR process: images are
acquired at a fixed frame rate. An option is to compute the 2D Fourier transform for each frame
allowing different subsequent analysis (like removing flow rate contributions). A correlation fit is
created for the scattering of each difference image using basis functions. The hydrodynamic radius
(RH) can be calculated from the fit parameter τ , which is proportional to RH .
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5.3.2 Setup

The setup is based on previous work on iSCAT firstly made by Sandoghdar, and with
some additions of Kukura [11, 69]. It has been developed in order to be able to work in two
different modes (see Figure 5.2.a), one which has a restricted field of view due to non-uniform
illumination, and a second mode (optional path) which has a slower image acquisition time
but includes better illumination using acousto-optic deflectors (AODs). A laser beam with a
wavelength of 445 nm is focused on the back focal plane of an oil immersion objective, in
order to illuminate a solution with a collimated beam. At the cover slip interface with the
water, the change of refractive index reflects part of the beam. The beam passing through
the solution scatters on the suspended particle, a part of the scattered light returns to the
objective and interferes with the reflected light, and the combined wave is captured by a
fast camera. In order to have a stronger scattering signal, the illumination intensity should
be maximal. Nevertheless the camera is often saturated. Two systems are used to capture
as much light as possible without saturating the camera. The first uses a high frame rate
camera (FASTCAM Mini UX100 type 800K-M-16G), allowing us to double the well depth
over a time t by doubling the frame rate. The down side is often a reduction of the region
of interest (RoI) with the increase of the image acquisition frequency. A second method to
reduce the saturation is the addition of a quarter wave plate positioned below the objective.
It allows us to tune the signal by rotating the plate, such that the camera is closest to its
maximal capacity for a given frame rate. In addition to the intensity, the coherence of the
light should be larger than the path difference between reflected surface and scattered particle.
A too large coherence will increase the risk of interference between the different optical
parts. A laser diode with limited coherence length is therefore used in the system. Although
scattering intensity increases with lower wavelength to a power of 4 (see the Rayleigh
scattering equation 5.1), decreasing the wavelength does not necessarily improve the signal
due to the efficiency of the different optical components. Even if UV transparent components
are available, the camera efficiency is decreased; besides, UV illumination may damage
biological samples. These conditions motivated the choice of a light source at a wavelength
of 445 nm.

5.3.3 Limit of detection

Using the highest possible frame rate, except for limiting the saturation, does not necessarily
add information for iSCORR. As shown in equation 5.9, the noise of the signal depends
on the square root of the number of frames, and linearly on the exposition time. Therefore,
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the noise can be decreased by combining the frame prior to performing the correlation.
Combining frames over a time longer than the correlation time τ will delete information
about the system. Hence, the signal-to-noise ratio reaches a maximum for a single frame
exposure time at half the correlation time. With this information in mind, the minimum
frame rate needed to size a particle can be calculated. For example, sizing BSA with a
hydrodynamic radius of approximatively 3.5 nm which corresponds to a diffusion coefficient
D = 7 · 10−11 m2 s−1, the integration time should be of the order of 20 µs at most, which
corresponds to a frame rate of 50 kHz. In addition to this, some high speed cameras have two
systems to read out the frames in alternation, which means that the even and odd numbered
frames are slightly different. These frames need to be combined, which transforms the frame
rate needed to 100 kHz, which is above the 80 kHz maximal frame rate of the camera. Even
if the theoretical maximum signal-over-noise ratio cannot be achieved, the measurement and
sizing can still be accomplished with a lower frame rate.

5.3.4 Data analysis

The fit of the correlation data from an iSCAT measurement depends of the two parameters
ρ and Z. This information can be found only if the position of the object is known. For
one object which scatters in the field of view at a given time t, ρ lies between zero and the
length of field of view, however this is not the case for Z. On the other hand, as the particle
moves and is recorded on several frames, it can be assumed that the particle covers the entire
Z possible above the focal plane. The experimental curve should hence correspond to an
integral over all Z positions and ρ of the correlation function.

G2 = 2σ
2 +4I0

∫
∞

Z f

dZ
∫

ρmax

0
ρ dρ |s(Z,ρ)|2

(
1− exp

(
− ∆t

τ(Z,ρ)

))
(5.22)

If the particle is located below the focal plane, it only makes a weak contribution to the light
path difference and therefore does not have to be taken into account. Furthermore, in practice
the operator usually focuses slightly above the interfaces in order to reduce the number of
particles below the focal plane, as well as reducing the contribution from particles which
are adsorbed on the surface. Similar to the diffusion profile fit algorithm used in the chapter
above, the algorithm to fit the size in iSCORR is based on deconvolving the correlation
curve into a linear combination of correlation functions calculated beforehand for particles
with known diffusion coefficients (basis functions). A least-squares error algorithm is then
used to find the linear combination yielding the lowest residuals, allowing determination
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of the diffusion coefficient of the particles within the field of view. From the diffusion
coefficient the apparent hydrodynamic radius (RH) of the particles can be calculated using
the Stokes-Einstein equation.

5.4 Results and discussion

5.4.1 iSCAT

In order to ensure the quality of the custom-made microscope, state-of-the-art experiments
have been replicated. The landing events of several particles have been recorded by focusing
directly on the surface. Young et al. [215] have shown that the landing event contrast is
directly linked to the molecular mass of the particle with such precision that the different
oligomeric states of BSA (monomer, dimer, trimer) could be measured. Examples of
measured landing events from high to low contrast are shown in Figure 5.3.a. The automatised
detection of landing events yields probably a high number of false negative events at low
contrast. Indeed, the replication of the observation of BSA landing with similar concentration
(10 nM) and record time compared to [215] failed to properly resolve the different values
of monomer, dimer, and trimer (see histogram in Figure 5.3.b). The contrast for different
numbers of events is reported in the graph below the histogram. Nevertheless, the detection
of BSA protein landing confirms that the scope is working close to the optimal condition.
In addition to the BSA experiment, the contrast of three other proteins has been extracted
(Enolase, α-syn oligomer and IgG), and is depicted in Figure 5.3.c (with respective mean
contrast values of 3.1 · 10−3, 6.7 · 10−3 and 8.1 · 10−3). Even if the molecular weight of
α-syn is not well defined, it should be larger than that of the IgG (≈145 nM). The contrast of
α-syn spreads more than the other proteins, probably due to the heterogeneity of the complex
within the solution.

5.4.2 iSCORR

Recording of the landing events has the disadvantage of localising the adsorption in a first step
and only subsequently obtaining information of protein adsorbed on a surface. In the case
of the iSCORR analysis technique, the information on the localisation of the particle is not
considered, thus reducing the filtering of the data. Furthermore, the sample is characterised
in solution, which means the environment is closer to the native state. In order to reduce the
influence of the glass/water interface on the correlation measurement, the light is focused
slightly above the glass on the order of 10 µm.
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Fig. 5.3 Results of iSCAT images. a. Picture of landing events detected from an IgG solution, using
the iSCAT microscope. The first column shows two frames with the red circle highlighting automatic
event detection. The second to fourth columns show a zoom on events from higher contrast to lower.
b. Histogram of the contrast found for each of the BSA landing events detected. The report of the
contrast of each individual event is shown below. c. Contrast found for different proteins and protein
complexes. A heavier protein means a stronger contrast.

An example of different polystyrene colloid sizes (10, 20, 50 nm radius) and BSA at two
different concentrations is shown in Figure 5.4.a. The iSCAT image and the image from the
difference of two frames for 50 nm colloid and BSA are shown, respectively, in Figure 5.4.b
and in Figure 5.4.c. The given scattering signal and its associated correlation time τ and
size r can be seen in the graphs below the images. The error shown in panel a is obtained
through the standard deviation of repeated experiments, and not directly from the fitting
error. Proteins in solution are sized using the diffusion coefficients found, and assuming
a viscosity of water at 20Â°C. The sizing of both concentrations of BSA (50 mgmL−1

and 133 mgmL−1) then lead to a larger apparent size as the viscosity at this concentration
influences the diffusion of particles. Similar work by Arosio et al. [9] allows us to compare
the apparent size of BSA at different concentrations with a diffusional sizing technique. Both
BSA solutions nevertheless appear larger than the sizes reported in the literature. This might
be due to a stronger signal from the heavier protein complex, and therefore biases the sizing
towards the heavier species. Even if in theory iSCORR is able to size a single particle in
the field of view, the signal is often too weak and several particles need to be present in
the image to be able to estimate their size. Nevertheless, it measures the correlation of the
interference between particle and the surface rather than between different particles as in
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Fig. 5.4 Size analysis results of iSCORR. a. Measured hydrodynamic radius versus expected
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to the standard deviations of triplicate measurements. b. Raw image and processed image used for
calculating the scattering signal of 50 nm polystyrene colloidal particles, three of which are in field of
view. At the bottom is the scattering signal, with its associated fit. The correlation time τ equal 387 µs,
and corresponding size r is 50.35 nm c. Raw image and processed image for calculating the scattering
signal of 50 mgml−1 of BSA protein. At the bottom is the scattering signal, with its associated fit.
The correlation time τ equal 45 µs, and the corresponding size r is 50.35 nm.
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the case of DLS. Figure 5.4.b illustrates the scattering of three particles with the surface;
the scattering between each other is negligible. The fact that the noise is decoupled from
the scattering signal from the correlation function g2

I allows us to estimate how cleanly the
signal was recorded. It also allows us to compare the total scattering signal between different
setups. The total scattering signal should be able to predict the concentration of the protein,
once it is associated with the corresponding size. However, this assumes that the scattering of
different proteins is similar for proteins of similar mass, and could not be used with different
types of materials. Indeed, gold nanoparticles at similar concentration would scatter more
light than organic components such as proteins.

5.5 Conclusion

The iSCORR technique is a label free method that can be implemented with any existing
iSCAT microscope. It enables us to detect and to size particles in solution. While iSCAT
can record small proteins only by detecting landing events, iSCORR manages to detect them
in solution. When iSCAT investigates a discontinuity event between the states "bound to
the surface" and "unbound", iSCORR is continuously separating the scattering signal from
the background while the protein is diffusing. Therefore the iSCORR signal is weaker and
harder to measure. Nevertheless, the data presented in this chapter demonstrates its ability to
detect proteins as small as 3.5 nm. Further work needs to be carried out to push the detection
limit down to lower concentrations, and to allow more accurate sizing. The downside of
this tool is the inability to distinguish different particles within the field of view, and thus a
bias of the average size in heterogeneous mixtures toward the heaviest species is observed.
But contrary to the NDS technique described in the previous chapter, it does not require a
collection of single molecule events to size particles. A possibility to resolve heterogeneous
solutions with iSCORR is to enforce only one particle at a time in the field of view, and
this can be achieved by working in a low concentration regime. Development of the theory
can be enhanced by adding a rotational diffusion coefficient for anisotropic objects in which
the variation of the scattering may have a stronger contribution than phase variation [20].
Furthermore, the ability mentioned in this chapter to not only measure the flow, but to remove
its contribution to size the proteins, presents a promising combination with microfluidic
experiments, and thus can be coupled with separation tools to size different components of a
heterogeneous solution under continuous flow. The light wavelength and power used make
iSCORR an appealing method to use with living cells, allowing measurement of the mean
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diffusion coefficient of a region at the surface or in the cells up to 20 µm, without the use of
any tags. This opens up new possibilities for cell biology studies.
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I contributed to this manuscript by developing the analysis, which consists in the anal-

ysis of the different ELISA, the elaboration of the new metric which combines the different

assays, the prevalence results, as well as writing the paper. The seroprevalence of a given
antibody within a population allows us to predict the percentage of the population that have
started to develop a defence against a pathogen. In the case of the emergence of a new
virus, it helps to predict the percentage that have been exposed to it, when no vaccination
is available, and therefore helps decision-makers to base their policies on factual numbers.
The study in this chapter is based on two different subsets of the Zürich population, and
has a representativeness bias. It focuses on immunoglobulin G (IgG) detection against three
different parts of a protein expressed by the SARS-CoV-2 virus. The three IgG results have
been combined into one metric in order to have a more robust detection of seroprevalence at
a given time of the year. Furthermore, the study develops a model assuming a raising and
waning of the antibody IgG in order to get a measure of the people exposed. This chapter
provides a direct example of how protein detection can be used for research. Even if for this
specific study, instead of the previews method described, an ELISA has been used to detect
the antibodies.

6.1 Introduction

In early 2020, a few months after the onset of the severe acute respiratory syndrome coron-
avirus 2 (SARS-CoV-2) pandemic, some hospital systems around the world were on their
knees and hundreds of thousands of fatalities from coronavirus disease 2019 (COVID-19)
have been registered. Research labs all over the world shut down for non-determined periods,
and researchers were looking for ways to be useful to their societies. It is in this context
that it became necessary to quickly collect quantifiable and reliable data on SARS-CoV-2
prevalence within the population, and thus for best helping governmental authorities to
plan future policies to fight the virus. In order for the data collected to be usable and as
minimally distorted as possible, it is necessary to develop a rapid and scalable test which
makes it achievable to measure a large representative quantity of civil society. In addition,
due to the nature of the low prevalence in the population, the test must meet high criteria
for false positive and false negative [18]. The intuitive approach of directly measuring
the infection by looking at PCR-based diagnostics has been discarded. This was not only
because the nasal swab probing of the population requires more medical personnel and puts
them in a potentially hazardous position, but also because, at the time, a study reported
false-negative rates of 25% even under the best conditions [107]. The serological approach



6.2 Methodology 87

has been adopted because of the direct capacity of the lab to perform ELISA at a high rate,
and because of the accessibility to a serum bank program within the University Hospital of
Zürich (USZ). Furthermore, serological assays picture the immune response of hosts. The
antibodies measured can be detected for months in the blood after an infection, contrary to a
viral load which decreases within weeks [81]. The serological study therefore gives at a given
time the percentage of the population which has encountered the virus, is protected against it,
and has a lower chance to spread it. Thanks to an existing structure, a low cost and high rate
fully automatised measurement has been possible for thousands of blood samples. With this
structure, we aimed to investigate the evolution of the CoV2 seroprevalence in the canton of
Zürich using an in-house developed tripartite automated blood immunoassay (TRABI). This
canton, despite having a high international population, represents a particularly low preva-
lence region. Although large serological surveys have been carried out in several countries
[5, 28, 158, 165, 202], there is a lack of continuous seroprevalence data. As the waning of
CoV2 antibodies has been reported in multiple instances [24, 35, 90, 127, 177, 203], single
timepoint serology estimates may yield misleading insights into the true extent of CoV2
spread. Continuous immunosurveys were conducted in a large cohort from the University
Hospital of Zürich (n=55814 samples) and blood donors from the Blood Donation Services
of the canton of Zürich (n=16291), over a period from December 2019 to December 2020.
The vaccination programme started in early 2021 in Zürich has therefore not been considered.
Lastly, in 2021, the monitoring of hospital patients and blood donors was pursued in the
Aguzzi lab with the same analysis pipeline, but my contribution stopped at the beginning of
the year.

6.2 Methodology

The seroepidemiological survey of CoV2 infection in the greater area of Zürich is a population-
based study to investigate the temporal evolution of seropositivity for CoV2 in two large
independent cohorts. The cohorts come from two independent sources: patients at the
University Hospital of Zürich (n=55814 samples) and blood donors in the canton of Zürich
(n=16291). Each cohort is separate in two main categories: repandemic samples, or negative
subcohort from sampling prior to December 2019, and copandemic samples for sampling
from December 2019 to December 2020. A third category from the copandemic is the
COVID sample or known positive subcohort, which is necessary to evaluate the efficacy of
this method (see Figure 6.1, Cohort). Each of the blood samples has been measured using
ELISA toward the presence within the blood of three specific IgG against nucleocapsid
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Fig. 6.1 Pipeline of how the study has been conducted. Blood plasma samples from two different
cohorts have been collected: the UniversitätsSpital Zürich (USZ) and the Blood Donation Services
(BDS). Each of these cohort have a negative sample from blood collected before the pandemic
(before 2019), and known positive control from PCR tested patients. The blood is analysed against
three proteins/protein parts (NC, RBD, S). The results of the ELISA titration values -log(EC50) are
combined in one metric using a QDA algorithm. Finally, the results of each blood sample are bin per
month to plot a seroprevalence of the population.

protein (NC), the receptor binding domain of the spike protein (RBD) and the spike protein
(S) (see Figure 6.1, Measure). The three results of the ELISA assays are combined using a
quadratic discriminant analysis in order to get only one new metric, which is the posterior
probability to be seropositive toward SARS-CoV2 knowing the seroprevalence at a time t of
sampling (see Figure 6.1, Combine). Once the collection of points have individual proba-
bility, the prevalence can be computed and displayed by month for each cohort (see Figure
6.1, Seroprevalence). All experiments and analyses involving samples from human donors
were conducted with the approval of the local ethics committee (KEK-ZH-Nr. 2015-0561,
BASEC-Nr. 2018-01042, and BASEC-Nr. 2020-01731), in accordance with the provisions
of the Declaration of Helsinki and the Good Clinical Practice guidelines of the International
Conference on Harmonisation.

6.2.1 Cohort selection

USZ. The sample used comes from the surplus plasma samples from inpatients and outpa-
tients admitted to the USZ, collected daily (Monday-Friday) and used for population-wide
interrogations of the antibody repertoire . For the CoV2 seroprevalence study, we included
4379 samples prior to December 2019 (prepandemic samples) and 51435 samples from
December 2019 to December 2020 (copandemic samples). The criteria for this study to
include a sample into the analysis were: (1) The patients’ blood was sent to the Institute of
Clinical Chemistry (at USZ), (2) there was enough residual heparin plasma (at least 150 µl)
for the automated generation of a research aliquot, (3) no aliquot from the same patient was
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already provided within the same month, and (4) additional information (age, sex, clinical
ward to which the patient was admitted) was available. Point (3) led to the exclusion of 415
samples and point (4) to the exclusion of 30 samples for the calculation of the seroestimates.
While not being representative of the population of the canton of Zürich in a strict sense, this
patient cohort has been selected due to the depth of available medical data that will allow us
to trace long-term effects of CoV2 infections from a clinical stance. At the same time, many
hospital patients are among the most susceptible within a population and are thus in need
of substantial monitoring. The annotation as condition positives was performed post-hoc
using USZ databases in the absence of serological data. First, we identified all samples with
known positive CoV2 RT-qPCR results (n=320). Condition-positive samples (n=78) were
defined as those with: (1) clinically manifest COVID-19 pneumonia, (2) positive RT-qPCR
for CoV2, and (3) venipuncture occurring geq 14 days after the positive qPCR to account for
seroconversion.

BDS. Similar to others [4, 24, 183, 197, 209], we have investigated CoV2 IgG seropreva-
lence in a healthy adult population, complementing the hospital patients, in blood donors
from the Blood Donation Service of the canton of Zürich. Overall, 16291 samples (thereof
1096 prior to December 2019) from blood donors who consented to further use of their
samples for research were randomly selected every month (1170 samples per month on aver-
age from December 2019 to December 2020) and analysed. The positives samples (n=76)
were collected from convalescent individuals with PCR-confirmed CoV2 infection recruited
through the blood donation service for a plasmapheresis study. The criteria to be admitted
for blood donation are in line with international standards of blood donation services. Blood
donors with a confirmed CoV2 infection are excluded from donating blood for four weeks,
following the full remission of symptoms. Blood donors have to be at least 18 years of age,
weigh at least 50 kg, and feel healthy. In order to be included for blood donation, donors
must have not undergone a substantial surgery or pregnancy/birth in the past 12 months, not
been subjected to dental treatments in the past 72 hours, and not received foreign blood since
January 1, 1980. Moreover, the inclusion mandates that blood donors have not been to an
area at risk of malaria or another region with a high prevalence of infectious diseases. Blood
donors are only admitted if they have not been tattooed or acquired permanent make-up in
the past four months. A positive test for HIV, syphilis, hepatitis C or B leads to a definite
exclusion. Additionally, blood donors are excluded if they have had new sexual partners
within the last four months and if they display sexually risky behaviour. Lastly, donors must
not have been to England, Wales, Scotland, Northern Ireland, Isle of Man, Channel Islands,
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Gibraltar or to the Falkland Islands for more than six months between 1980 and 1986. Blood
donors over age 65, until maximally age 75, can continue donating blood if they have donated
blood earlier (the last, complication-free donation has to date back no longer than two years)
and the health survey does not indicate any particular health risk.

6.2.2 Measure

A tripartite automated blood immunoassay (TRABI) has been developed utilising contactless
acoustic dispensing [106, 109] to transfer diluted plasma droplets (2.5 nl) into 1536-well
plates (total volume 3 µl) and measuring the IgG response against viral proteins by ELISA.
TRABI targets three IgG antigens against the three following protein and protein subdomains:
the CoV2 spike protein (S) [186], its receptor binding domain (RBD, amino acids 330-532
of the S protein), and the nucleocapsid protein (NC, amino acids 1-419). Each sample was
tested at eight consecutive two-fold dilution points (1:50 to 1:6000), and the resulting data
fitted to a sigmoidal curve by logistic regression. The inflection point (or -log(EC50)) of
each sigmoid was defined as the respective antibody titer. As reference samples for assay
establishment, we utilised a collective of 55 venous plasma samples drawn at various days
post-onset of symptoms (dpo) from 27 RT-qPCR confirmed patients suffering from COVID-
19 and hospitalised at the University Hospital of Zürich (USZ, true positives, see Table S1),
as well as 90 anonymised USZ samples from the prepandemic era (true negatives). We then
constructed receiver-operating-characteristic (ROC) curves to assess the assay quality for
each antigen individually. Finally, we created a composite metric that integrates S/RBD/
NC measurements using quadratic discriminant analysis (QDA). While each single antigen
showed excellent discrimination of negatives and positives on samples drawn at ≥14 dpo,
the compound models outperformed the individual antigen measurements at 7-13 dpo, where
the emergence of an IgG response is expected to be variable (Fig. 6.4a, upper panel). We
therefore used the QDA modelling assumptions to infer the prevalence in large cohorts based
on the distributional information of true negatives and true positives using information gained
from all three antigens.

ELISA measurement

Eight-dilution points equally spaced on a logarithmic scale are fitted with an equation derived
from a simple binding equilibrium. The inflection point (logEC50) is extracted from the fit.
Baseline and plateau values are fixed by the respective positive and negative controls in a
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plate-wise fashion, and the signal is fitted following these equations:

cbound = 1− 1
2

cac+ kd +1−
√
(cac+ kd)2 +2kd − cac+1, (6.1)

where cbound , ca and c are antigen-antibody, antigen, and blood concentrations, respectively.

ODsignal = cbound(baseline− plateau)+ plateau (6.2)

Combining different metrics in one and seroprevalence analysis

The combined data were first subjected to a preprocessing part. All samples that yielded a
-log(EC50) of below -3 on any antigen were labelled as non-fittable and non-detectable. Their
dilution curves cannot be differentiated from baseline and therefore only an upper bound for
-log(EC50) can be determined. These samples were therefore excluded from data fitting but
were of course included in ROC analysis and prevalence estimation as a negative result. The
second step was the calculation of TRABI using QDA.

QDA, LDA, and Prevalence estimation. Assume that we have data for m samples with
known serostatus and antibody measurements; that is, we have Xi, Yi, i = 1, ..,m, where Xi

is the vector of size p (in our case our antigen measurements) and Yi is a Boolean variable
defining group membership (in our case, whether the individual is seropositive or not). The
QDA model assumes multivariate normally distributed Xi given Yi:

XY = j ∼ Npµ j, Σ j. (6.3)

Further, the model assumes that the prior, that is, the distribution of Yi, is known such that
PY = j = π j. The quadratic discriminant classifier simply assigns each sample to the group
which has the larger posterior P[Y | X ], which is proportional to the joint probability PY,X .

Therefore, we assign sample i to group 1 if

log( fx|y=1(xi))+ log(π1)> log( fx|y=0(xi))+ log(π0), (6.4)

and to group 0 otherwise. To set the prior, one option is to take just the mean of the
group sizes. However, this is not an ideal option in our case, where we have an additional n

samples with unknown serostatus to classify: the prevalence in the m samples with known
serostatus might deviate substantially from the prevalence in the population with unknown
serostatus. We therefore estimate π1 directly from the data of unknown serostatus using a
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simple expectation maximisation scheme. Proceeding in an iterative fashion, from a given
estimate πk

1 , we define the posterior (E step):

tk
1xi =

πk
1 fx|y=1xi

πk
1 fx|y=1xi +(1−πk

1) fx|y=0xi
. (6.5)

Then we update our estimate of π1 (M step):

π
k+1
1 = ∑

tk
1xi

n i
. (6.6)

After convergence, this yields our estimate of the positive serostatus prevalence in the samples.
Note that the sample ordering according to this classifier is independent of the prior and
therefore has no impact on an analysis via ROC curves. Further, note that evaluating QDA
via ROC analysis, an out of sample scheme should be employed to avoid biased estimates of
performance; we chose 10-fold cross-validation throughout. Lastly, note that the strategy
does not critically depend on the normality assumption but just requires an estimate for the
density functions, fx|y= j(xi). Even nonparametric estimates could be an option. For the LDA
approach, we first collapse the antigen measurements per sample according to the linear
discriminant classifier:

zi = xT
i Σ0µ1 −µ0, (6.7)

where Σ0 is the covariance estimated from the known negatives only and µ1, µ0 are
the means of the known positives and negatives, respectively. The above algorithm is then
applied to the resulting one-dimensional variable zi. 95% confidence intervals were derived
by bootstrap drawing 1000 bootstrap samples, where the number of samples drawn from each
annotation group (known positives, known negatives and unannotated) was kept constant.

6.3 Results and discussion

6.3.1 Cohort characterisation, and biases

CoV2 antibodies were measured with TRABI in 66630 copandemic samples (collected
between December 2019 and December 2020), 51435 belonging to patients of the USZ
and 15195 to blood donors. The median age of the USZ patients was 55 (40-68) years
(Fig. 6.2.a) and 42 (28-45) years of the blood donors (Fig. 6.2.a), which was stable
over the time span of our measurements for the USZ patients (Fig. 6.2.b) but showed
deviations for the blood donors, with a decrease in overall age between April and August
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2020, followed by an increase in age henceforth (Fig. 6.2.b). The sex distribution in the
USZ sample was stable over time, with a female/male ratio close to parity (Fig. 6.2.c). The
BDS sample contained slightly more men than expected (Fig. 6.2.c). Most of the hospital
patients included in this study were adult residents of the canton of Zürich (Fig. 6.2.d)
and were treated in one of the many clinical departments (Fig. 6.3), the highest number
in Medical Oncology and Hematology, followed by Cardiology, Infectious Diseases and
Hospital Hygiene, Rheumatology, and Gastroenterology and Hepatology. The distribution
of samples originating from these hospital wards was relatively stable over time (Fig. 6.3).
The USZ and BDS cohorts’ age and sex representatively are not entirely congruent with the
population’s (Fig. 6.2.a.). This bias can be reduced using a post-stratification on both the sex
and age knowing the distributional information from the canton of Zürich. Additionally, we
aimed to assess the extent of a bias posed by patients with severe COVID-19, hospitalised
at the USZ for this reason. Therefore, comparison of seroprevalence should be conducted
with the removal of patients (1) admitted to the Infectious Disease and Hospital Hygiene
or the Internal Medicine wards, or (2) with annotations like “acute respiratory failure” or
“special procedures for testing for CoV2” from the dataset and re-evaluated the course of
seroprevalence for the cohort of hospital patients.

6.3.2 TRABI

The question of the advantage of combining three metrics in one is a legitimate query. It is
important to emphasise the difference between repeating three of the same measurements,
and the three different proteins. If we assume no measurement error, repeating three times
will lead to the same value. The system is perfectly correlated for negative and positive
values. Furthermore, depending of the intrinsic error of measurement, the way the metric is
combined will lead to discarding positive results when a measurement failed, and the system
would be less strong. But if we assume no error in measurement and three different proteins
are measured, the positive case would be certainly correlated, while the negative will not
be. The fact that the body can fight the disease by creating several antibodies leads some
targets to be less strong rather than others. If an antibody is too weak (either in affinity or
low concentration) to be properly detected, TRABI can compensate by detecting a stronger
second antigen.
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6.3.3 Control and comparison of TRABI

Comparison To benchmark TRABI, we compared the results with a high-throughput assay
under development at the time at the University of Oxford, as well as assays commercialised
by Roche (Elecsys), DiaSorin, EuroImmun, and Abbott (Fig. 6.4a, lower panel). This
comparative assessment was based on 136 of 146 samples (10 samples were removed from
the analysis because of insufficient sample volume to perform all tests). While all assays
displayed 100% specificity/sensitivity at late time points, TRABI scored best at early time
points. When these results were plotted as a function of dpo, a temporal pattern emerged
consistent with the gradual emergence of IgG antibodies within 14 dpo (Fig. 6.4).

Reproducibility To assess the technical reproducibility of TRABI, we repeated the assay
on 200 and 112 randomly selected positive and negative samples, respectively. This repeat
screen was found to reproduce the original TRABI results (R2 = 0.85, Fig. 6.5.d).
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SARS-CoV vs SARS-CoV2 Antibodies against the RBD of SARS-CoV can bind to the
CoV2 RBD 21. We therefore tested whether samples with high anti-CoV2-RBD titers display
cross-reactivity with SARS-CoV RBD. For visualisation, we binned samples into groups of
absent, moderate and high CoV2 RBD titers (-log(EC50) <1.5, 1.5-2, and > 2.5, respectively)
and computed their respective QDA-derived posterior probability. For individuals with CoV2
RBD titers < 2, a small fraction showed binding to SARS-CoV RBD at -log(EC50) > 2 (Fig.
6.5.e). However, those with strong binding properties to CoV2 RBD (> 2.5) clustered at
high values for SARS-CoV RBD, indicating that some anti-CoV2 RBD antibodies were
cross-reactive to SARS-CoV RBD.

6.3.4 Temporal evolution of seropositivity prevalence in greater Zürich

We applied the QDA-based probability model to estimate the monthly prevalence, from
December 2019 to December 2020, using the USZ and the BDS cohorts. No substantial
shift above baseline was inferred for samples screened until February 2020 (Fig. 6.5.c).
In March 2020, the USZ-based prevalence increased to 0.5% (95% confidence intervals:
0.3%-0.7%) and to 1.6% (CI95%: 1.2%-2.0%) in April 2020, with blood donors displaying
a comparable course of seroconversion, with the prevalence approximating 1.3% in April
(CI95%: 1.0%-2.0%). The blood donors then reached a first peak in May 2020, with a
prevalence of 1.8% (CI95%: 1.3%-2.5%), while the USZ patients plateaued. Following an
initial decline in June (USZ: 1.0% (CI95%: 0.8%-1.2%), BDS: 1.4% (CI95%: 0.6%-2.3%)),
the seroprevalence fluctuated at around 0.8% over the course of the summer. These summer
months were generally characterised by a low reported incidence (4106 new PCR-confirmed
cases and 16 COVID-19-associated deaths from July 1 to September 30 in the canton
of Zürich [for Open Government Data Canton of Zurich]), until a second wave surged in
October. A sharp rise in seroprevalence was observed for November (USZ: 4.0% (CI95%:
3.4%-4.5%), BDS: 2.4% (CI95%: 1.5%-3.2%)) and beginning/mid-December 2020 (USZ:
6.3 (CI95%: 5.5%-7.2%), BDS: 5.1% (CI95%: 4.2%-6.4%)). In addition to the QDA-
based model that assumes that both the condition-positive and negative data follow distinct
multivariate Gaussian distributions with unequal covariances (Fig. 6.5.a,b), we tested a model
based on Gaussian distributions with equal covariances: linear discriminant analysis (LDA)
(Fig. 6.7.a). LDA allows us to verify the distributional assumptions more readily (Fig. 6.7.b).
Using the distributions of the condition negatives and the condition positives, we computed
the posterior probability (i.e. the probability of an individual to be seropositive as modelled
via the distribution of the known condition-negatives and known condition-positives) for all
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Cumulative incidence or infection attack rate calculated from seroprevalence corrected for waning.
All the post-stratification data were processed by Julien Riou.

data points. The respective ROC curves were then plotted (Fig. 6.7.c). At 100% specificity,
we identified 78% of the annotated true positives for the USZ ( Fig. 6.7.c) and 67% annotated
true positives for the BDS cohort (Fig. 6.7.c). For both the USZ and the BDS cohorts, the
sensitivity increased rapidly with a slight decrease in specificity (at a false-positive-rate of
0.001, we identified 82% condition positives for USZ and 89% for BDS). After correcting
the prevalence using post-stratification on both the sex and age in the USZ and BDS cohorts
(Fig. 6.6.a, b), we conclude that this correction led to only minor changes. The maximal
effect observed is during December 2020 where the prevalence reaches 5.1% (CI95%: 4.2%-
6.4%) unadjusted versus 4.0% (CI95%: 3.1%-5.1%) adjusted. This small difference in
prevalence suggests that the two cohorts appropriately reflect the seroprevalence of the adult
population. With the removal of the patients with severe COVID-19 hospitalisation, we found
that COVID-19 patients contribute to the prevalence observed during both the first as well as
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Fig. 6.7 Prevalence estimation in two large cohorts. a. Depicted are all the -log(EC50) values
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using LDA. b. Q-Q plots to check the Gaussian distributional assumption of the LDA model. For the
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1.99 rather than at their theoretical value of 2.33. c. ROC curves for the USZ and BDS cohorts using
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BDS) as condition negatives and selected condition positives from both cohorts.

the second wave (Fig. 6.6c). Yet, the application of post-stratification on age and sex and the
removal of COVID-19 patients did not change the overall dynamics of seroprevalence.

Antibody waning and cumulative incidence The decrease in seroprevalence observed
after the peak of the first wave is suggestive of the waning of antibodies at the population level.
The availability of repeated samples from the hospital patients allowed us to explore the titers
individually. Using data from 65 individuals with a posterior probability ≥ 0.5 and at least
two seroestimates, we observe a decrease of all measurements, except for the S protein, over
time, including the compound metric (Fig. 6.6), in line with a previous report [58]. We then
estimated the half-life of the decrease of the antibody titer directly from the seroprevalence
data, using an extension of the classic Susceptible-Exposed-Infectious-Removed (SEIR)
model. Assuming an average time to seroconversion of 1/14 days [76, 93, 126], an average
generation interval of 5.2 days [67] and an average time from disease onset to death of 20.2
days [124], the overall waning rate observed at the level of the population is 75 (CI95% 55-
103) days (unadjusted) or 88 (CI95%: 61-128) days (post-stratification for age and sex). We
then computed the cumulative incidence of CoV2, i.e. the seroprevalence corrected for anti-
body waning, for the population of the canton of Zürich (Fig. 6.6e). The cumulative incidence
first raised in March and slowly but gradually increased over the summer period, cumulating
to 2.3% (CrI95%: 2.0%-2.8%) in June 2020. A sharp escalation was detectable at the begin-
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ning of November, mounting in an cumulative incidence of 12.2% (CrI95%: 10.3%-14.6%))
in mid-December 2020. This suggests that over 180000 people had contracted CoV2 until
mid-December 2020 in the canton of Zürich. Thus, the cumulative number of cases detected
by PCR (55375 until December 13, 2020 [for Open Government Data Canton of Zurich]) is
likely to underestimate the true prevalence by approximately factor 3 on average. However,
the hidden epidemic ratio (i.e. the number of unobserved cases for each reported case) has
changed over time, with a drastic underestimation of cases at the time of the first wave (over
50 cases to 1 detected), a clearly improved precision just before summer 2020 (less than 2
cases for one detected), and a significant underestimation during the second wave (about 5
cases for one detected).

Spatial coverage of the canton of Zürich We aimed to further depict the evolution of
seroprevalence in the canton of Zürich. As we avail ourselves of the postcodes, we first
mapped the total number of hospital patients per postcode for the months March-July (first
wave) and September-December (second wave), 2020 (Fig. 6.8.a,b), only considering the
fraction of patients from the canton of Zürich (Fig. 6.2.d). We then investigated the fraction
of seropositive hospital patients over the total number of hospital patients per postcode, for
above time periods but restricting the analysis to municipalities with at least 50 patients in
total, to avoid statistical variability. In line with the overall increased seroprevalence, we
observed more than double the number of municipalities (97) showing a prevalence higher
than 2% during the second wave, compared to 45 in the first wave (Fig. 6.8.c,d). This result
is indicative that the epidemic outbreak in Zürich is not local but extends throughout the
canton, with similar rates of increase. The decrease of the fold-change of positive/total cases
in the city of Zürich compared to the rest of the canton from the first to the second wave
substantiates the observation that after a slightly more localised first outbreak and a remission
phase, the second wave is characterised by a non-local spread.

6.4 Conclusions

Using a high-throughput CoV2 serology pipeline, we drew a detailed picture of the evolution
of CoV2 seroprevalence in a large central-European metropolitan area. If antibody titers
were stable after infection, the seroprevalence would reflect the entirety of the population
infected since inception of the pandemic. However, anti-CoV2 titers were found to decay in
multiple studies [24, 35, 90, 127, 177, 203], with a half-life of approximately 106 (CI95%
89 to 13) days [24], and others suggesting an even shorter half-life of 26 to 60 days [90].
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Fig. 6.8 Seroprevalence maps for municipalities in the canton of Zürich. a. Samples of hospital
patients residing in Zürich sorted according to postcodes. Data from January 2020 to June 2020,
including first wave. b. Samples of hospital patients residing in Zürich sorted according to postcodes.
Data from July 2020 to December 2020, including second wave. c. Seropositive samples of hospital
patients residing in Zürich sorted according to postcodes. Data from January 2020 to June 2020,
including first wave. d. Seropositive samples of hospital patients residing in Zürich sorted according
to postcodes. Data from July 2020 to December 2020, including second wave. c and d: Only
municipalities with at least 50 samples per postcode are displayed.
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This decrease in titers over time was confirmed in neutralisation assays, shown in various
studies [35, 127, 177]. Indeed, between April and July 2020 the prevalence of seropositivity
fell by ≈60% in our cohorts, which confirms the waning of humoral immunity at the
population level. Using an extended SEIR model, we estimated that the population-wide
half-life of seropositivity is 75 (CI95% 55-103) days (unadjusted seroprevalence data) or 88
(CI95%: 61-128) days (after post-stratification for age and sex). If our sampling methodology
suffers from systematic errors, the cohorts sampled here may not be representative of the
population studied. In order to minimise such issues, we surveyed two non-overlapping
cohorts: hospital in- and outpatients and healthy blood donors. Neither cohort can be assumed
to represent a representative random sample of the population. However, post-stratification
by age and sex led to only minor changes in seroestimates, indicating that our cohorts
are largely representative of the population of the canton of Zürich. However, we have
not investigated the extent of CoV2 spread in children in the canton, which was recently
done by others [196]. The dynamics of the seroepidemiology confirms that the outbreak
followed three distinct phases. The cumulative incidence rose during the first wave in spring
2020, with 2.3% (CrI95%: 2.0%-2.8%) having contracted CoV2 by June 2020. There was
a modest increase over the summer months, followed by a rapid rise in late 2020. We
estimate that 10.3-14.6% had undergone an infection with CoV2 by mid-December 2020.
Thereby, we could delineate the precise serological status in the population of the canton
of Zürich in a continuous manner, rather than at single points in time. These estimates
of CoV2 antibodies were performed on a highly sensitive immunoassay (TRABI) that
combines antibody measurements against three CoV2 proteins in a QDA-based compound
metric, a system developed in-house. In view of the critique levelled at past serological
studies [18, 189], we have gone to great lengths to assess and validate our technology, using
several orthogonal techniques. A recent publication [145] has shown pre-existing anti-CoV2
antibodies in unexposed humans. Antibody sizing [9, 171] and immunoblots, however, point
to fundamental differences between prepandemic seropositivity and the immune responses
of CoV2-infected individuals. While the latter consistently showed high-affinity responses
that were clearly visible in Western blotting, the few seropositive prepandemic sera were
unanimously negative in Western blotting, and equilibrium displacement ELISA of one
prepandemic plasma sample suggested a much lower affinity despite similar antibody EC50
titers. We conclude that any immune response in uninfected individuals, whether it represents
cross-reactivity with common-cold coronaviruses or something else, is of inferior quality
and may less likely be protective. A blinded comparison with commercial test kits showed
that our approach was suitable for large-scale epidemiologic studies and that the compound
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metrics did indeed lead to a power gain, as shown by the enrichment of samples with high
posterior probabilities in excess of the single assays during the epidemic. The comparably
low seroprevalence of CoV2 in the canton of Zürich, in particular during the first wave, is
compatible with other more affected regions, based on the reported IFR, in Switzerland
[152] and in European areas with similar medical infrastructure [80]. While some large-
scale serological surveys performed throughout the globe revealed CoV2 spread slightly
exceeding the values we observed in Zürich [114, 158, 202] , other studies identified regions
with seroprevalence surpassing 50%, e.g. in some areas in the Amazonas state in Brazil
[24] or in slums in Mumbai, India [130]. Yet, since antibody waning has been reported in
multiple instances [24, 35, 90, 127, 177, 203], discrete seroestimates may reflect snapshots
of the immunity status of a population at a certain time, rather than the true cumulative case
incidence. Conversely, we have accounted for antibody waning using a model fit developed
by data obtained through continuous CoV2 seromonitoring. Thereby, we were able to derive
the cumulative incidence rate for both the first and the second wave of the epidemic in the
canton of Zürich and have shown that the nationwide antigen testing underestimated the true
number of CoV2 infections by approximately a factor of 3, similar to what was found in
France [160].

In addition to the underlying cumulative incidence, from the USZ cohort, an identification
of co-morbidities has been conducted within the positive patient blood. This is not developed
in this thesis, because the low number of positive cases has not allowed a strong correlation
with disease entities beyond those already reported. For future work, as TRABI takes into
account the NC IgG level within the detection of the immune response due to SARS-CoV2, it
can technically separate the population having antibodies from the mRNA vaccine based on
the S protein to a real infection. This is possible only until October 2021, as the only vaccine
accepted in Switzerland until this date was vaccine with mRNA technology, assuming as well
low the percentage of the population coming from abroad and a more traditional vaccine.
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Chapter 7

Conclusions

In this thesis I present several novel techniques for protein detection and characterisation.
These methods enable us to resolve a variety of biophysical properties such as a protein’s
size, charge, molecular weight, or the structure of biological complexes. Furthermore, these
tools make it possible to study protein and protein aggregates close to biologically relevant
conditions, such as at low concentrations and in heterogeneous solutions. Overall, my
contribution focuses on the development of the diverse techniques and data analysis, rather
than on data acquisitions itself. I would not have been able to cover so many different projects
without the contribution of my colleagues and collaborators in Cambridge and in Zürich. The
tools described in chapters 2 to 4 explore microfluidics engineering combined with clever
optics to extract information about proteins in solution. The capillary electrophoresis (CE)
device in combination with the H-filter described in chapter 2 has shown proof-of-concept in
extracting sizes within a heterogeneous solution. Two different device designs have been
tested. While the first design performing the electrophoretic separation prior to diffusional
fractionation was challenging to operate, the second configuration with the inverted work
flow performed better separation and sizing. In chapter 3, the aim was to apply confocal
microscopy to two well-established microfluidic devices, the diffusional sizing device and the
micro free flow electrophoresis (uFFE). While the diffusional sizing device is widely used in
the lab, the combination with confocal microscopy enabled us not only to push the detection
limit down to picomolar scales, but also to size heterogeneous samples and characterise
binding affinity at the low picomolar range. The uFFE device with the improved sensitivity
could probe reactions digitally by counting the number of complexes directly. Furthermore,
this device can help to resolve the structure of oligomers, helping the research into the toxicity
of such aggregates [65]. The fourth chapter investigates a new method to size nanoscopic
objects using the residence time inside a nano-cavity. After recording thousands of events,
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the residence time distribution shows an exponential decay which is size dependent. A simple
mathematical model explains the phenomena without implementing any sort of trapping free
energy potential. The last technique developed in the fifth chapter is purely optic based, and
uses the principle of interferometric scattering (iSCAT). After presenting some state-of-the-
art results based on this technique, I demonstrate the principle of interferometric correlation
spectroscopy, which enables the sizing of colloids and small particles in solution. The results
of this technique are still preliminary but they promise new applications in combination with
microfluidic devices. Finally, the last chapter is a direct application using a well-established
analytical tool (ELISA) for studying the SARS-COV2 antibody concentration in human
plasma samples. I developed with my colleagues a new metric allowing us to use triparty
immunoassay, based on three antigens (Spike/Nucleocapside/RBD). I also performed the
statistical analysis of the COVID seroprevalence within the great area of Zürich.

7.1 Future Applications

The techniques described in this thesis are all still at an early stage of development within the
lab. I would like to see the 2D separation CE/H-filter applied to study protein aggregation
kinetics. It could then confirm or invalidate some hypotheses on oligomer formation during
the aggregation time [136]. Since the oligomers are the intermediate species of the aggre-
gation reactions, they are usually transient and formed at low concentrations, which make
them difficult to study with traditional biophysical tools. Confocal microscopy combined
with microfluidic devices allows the study of very high affinity reactions with a very low
sample volume. An improvement of the scope using two different wavelengths would give
more reliable results in single molecule detection, and thus would help to study complex
solutions such as serum or body fluids. This technique could be used in diagnostics or
treatment monitoring. Finally, the work on iSCORR is in my opinion the most promising to
be further developed in the lab. It allows label-free single molecule sizing, without requiring
a surface-immobilisation step. In the context of misfolding diseases, the tool can be used to
record the aggregation rate over days in a label-free manner. Its downside of not being able
to distinguish different protein components within the field of view can be overcome with
the aid of microfluidics for separating components of a heterogeneous solution. Thanks to its
non-ionised wavelength, the method can be used to study the kinetics of diffusion through
tissue or cells without labelling contrary to FRAP [135]. In addition, of interest for all the
techniques mentioned in this thesis is, firstly, their development in a high-throughput system.
The main reason that the majority of research labs in academia and pharmacology are using
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surface-based techniques such as ELISA, or SPR for affinity measurements, is due to their
availability in automatised systems. Furthermore, a final aim would be to perform all these
assays into a more user-friendly device, as the case of the translation of one version of the
diffusion device [9] into a commercial instrument, Fluidity-One W.
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