
Journal of Algebra 257 (2002) 291–347

www.academicpress.com

Cross characteristic representations
of symplectic and unitary groups

Robert M. Guralnick,a,∗ Kay Magaard,b Jan Saxl,c and
Pham Huu Tiepd

a Department of Mathematics, University of Southern California, Los Angeles, CA 90089-1113, USA
b Department of Mathematics, Wayne State University, Detroit, MI 48202, USA

c Department of Pure Mathematics and Mathematical Statistics, University of Cambridge,
Wilberforce Road, Cambridge CB3 0WB, England, UK

d Department of Mathematics, University of Florida, Gainesville, FL 32611, USA

Received 1 March 2002

Communicated by Michel Broué

Dedicated to J.G. Thompson on his 70th birthday

Keywords:Finite symplectic group; Finite unitary group; Weil representation; Cross characteristic
representation; Quadratic module; Low-dimensional representation

1. Introduction

In [LS], Landazuri and Seitz gave lower bounds for irreducible representations
of Chevalley groups in nondefining characteristic (when referring to irreducible
representations for quasi-simple groupsG, we will assume that the modules
are nontrivial onF ∗(G)). See also [SZ,GPPS,HF] for some improvements on
these bounds. These results have proved to be useful in many applications. In
particular, they have been used to classify the maximal subgroups of classical
groups containing an element of prime order acting irreducibly on a subspace
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of large dimension (cf. [GPPS]), and to show that low-dimensional modules in
characteristicp for groups with no normalp-subgroup are semisimple (see [Gu]).

It is also important to identify the modules which have dimension close to the
smallest possible dimension and to prove that there are no irreducible modules
with dimension in a certain range above it. This was done in [GPPS,GT1] for
SLn(q). Further improvements were obtained by Brundan and Kleshchev [BrK].
Hiss and Malle [HM] have obtained results similar to [GT1] for unitary groups.

In this paper, we consider the groupsG= Sp2n(q) with n� 2 andq = pf odd
andG= SUn(q)with n� 3. Throughout the paper,r is a prime not dividingq and
k is algebraically closed of characteristicr. Landazuri and Seitz [LS] had already
shown that the minimal dimensiond of any irreducible module in the nondefining
characteristicr is (qn − 1)/2 for the symplectic case, and[(qn − 1)/(q + 1)] for
the unitary case. It was proved in [GPPS] that (aside from some small exceptions)
every irreduciblekG-module in a nondefining characteristic has dimensiond ,
d+1 or at least dimension 2d . In characteristic 0, Tiep and Zalesskii [TZ1] (using
Deligne–Lusztig theory) obtained much stronger results about the gap between
possible dimensions for all the classical groups. Similar results for complex
representations of exceptional groups were obtained by Lübeck [Lu]. Here we
show that a similar result is true in all characteristics other than the defining
characteristic. The gap we obtain is essentially the same as in characteristic 0.
The smallest modules are the Weil modules described below.

The familiesSLn(q), Sp2n(q) with q odd, andSUn(q) all have Weil modules
which are much smaller than the other irreducible modules. The differences
between the small modules and other modules for the other Chevalley groups
are not as dramatic. This makes it much more difficult and requires new methods
to analyze those other groups. In particular, the family ofSp2n(q) with q even has
recently been handled in [GT2].

The methods we use are different for the two families. IfV is akH -module,
we denote byτV the Brauer character associated toV . Although τV is a priori
only defined on elements whose order is coprime tor, we can extendτV to H

by declaring thatτV (g)= τV (g
′) whereg = g′h= hg′ with g′ of order coprime

to r (clearly, suchg′ is unique). For the symplectic case, our main method is
to analyze modules with various local properties and by restricting to various
families of subgroups which contain a conjugate of every element of the group we
can determine the Brauer character of the module. Thus, we obtain results which
characterize the Weil modules by several different properties (see Section 2 for
statements of the main results and more details). Observe that it is not known
whether the decomposition matrix in this case has unitriangular shape or not.

For the unitary group, we start from the deep results of Hiss and Malle [HM]
which depend on Deligne–Luzstig theory and knowledge of the decomposition
matrices. We can improve their bounds. Indeed, we obtain the correct bound for
the dimension of an irreducible cross characteristic module (other than the Weil
modules) for the unitary groups. We also obtain more detailed information for
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some of the low rank unitary groups which depend upon the results of Broué and
Michel [BM] on unions ofr-blocks and the results of Fong–Srinivasan [FS] on
basic sets of Brauer characters (cf. also [GH]).

The Weil modules for the symplectic groupsG = Sp2n(q) with q odd are
constructed in a very natural way. LetE be an extra-special group of orderpq2n

of exponentp (i.e. [E,E] = Φ(E) = Z(E) has orderp). For each nontrivial
linear characterχ of Z(E), the groupE has a unique irreducible moduleM
of dimensionqn over any algebraically closed field of characteristicr �= p that
affords theZ(E)-characterqnχ . Now G acts faithfully onE and trivially on
Z(E), and one can extendM to the semidirect productEG. If we restrictM toG,
thenM = [t,M]⊕CM(t) wheret is the central involution inG. If r �= 2, these are
irreducible modules; ifr = 2, then[t,M] is irreducible andM/CM(t)
 [t,M].
It turns out that there are only two possible isomorphism types forM as kG-
modules. We call the irreduciblekG-modules obtained in such a mannerWeil
modules. Observe that the modules in characteristicr > 0 are just the reductions
of the corresponding characteristic 0 modules (sinceM itself is the reduction of
the irreducibleEG-module which as noted is unique given the central character).
If r is odd, there are two irreducible modules of each dimension(qn ± 1)/2; if
r = 2 we get two irreducible modules of dimension(qn − 1)/2.

A similar but slightly more complicated construction [S] leads to the complex
Weil modules of the special unitary groupsSUn(q) (hereq may be even as well);
there is one such a module of dimension(qn + q(−1)n)/(q + 1) andq such of
dimension(qn− (−1)n)/(q+1). All of them extend toUn(q) if n� 3, see [TZ2,
Lemma 4.7]. Furthermore, any nontrivial irreducible constituent of the reduction
modulo any cross characteristicr of a complex Weil module ofSUn(q) orUn(q)

lifts to characteristic 0, cf. for instance [HM]. Abusing language, we will refer to
any such irreducible constituent aWeil modulein characteristicr.

There is an extensive literature on the Weil modules. We summarize some of
the known results in Section 5 and give some references in the bibliography.

We will then apply our results to the classification of quadratic modules and to
answer some questions about minimal polynomials of elements of prime order
in cross characteristic representations of Chevalley groups. We also indicate
how one can use our results to find the modulo 2 structure of the rank 3
permutation moduleM of Sp2n(q) on 1-spaces of the natural moduleF2n

q , cf.
Example 10.2;M (modr) for r �= 2 was considered by Liebeck [Li], and Zalesskii
and Suprunenko [ZS].

The paper is organized as follows. Sections 2 and 3 contain the formulation of
our main theorems. Section 4 collects some general results that we will need in the
sequel. Section 5 describes Weil modules of finite symplectic groups and some of
their properties. In Sections 6 and 7 we study the modules with certain properties
(R1) (cf. Theorem 2.2) and property(R2) (cf. Theorem 2.3). In Sections 8 and
9 we prove Theorem 2.2 forn � 3 andr �= 2, respectivelyr = 2. In Section 10
we finish the proof of Theorem 2.2, and give proofs of Theorems 2.1 and 2.3.
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In Sections 11 and 12 we study cross characteristic representations of finite
unitary groups of low dimension, and prove Theorems 2.5–2.7. Theorems 3.1
and 3.2 about the minimal polynomial problem are proved in Section 13. Finally,
Theorem 3.3 is proved in Section 14.

2. Low-dimensional representations of finite symplectic and unitary groups

In this section we state our results about low-dimensional cross characteristic
representations of finite symplectic and unitary groups. Recall that we assume
throughout the paper thatr is a prime not dividingq andk is algebraically closed
of characteristicr.

Theorem 2.1. Let G = Sp2n(q) with n � 2 and q = pf odd. LetV be an
irreduciblekG-module of dimension less than(qn − 1)(qn − q)/2(q + 1). Then
V is either the trivial module, or a Weil module of dimension(qn ± 1)/2.

Observe thatG has a unique irreducible complex characterρ of degree
(qn − 1)(qn − q)/2(q + 1), andρ is irreducible modulor, cf. Lemma 7.4, so
the bound given in this theorem is the best possible.

Theorem 2.2. Let G = Sp2n(q) with n � 2 and q = pf odd. LetV be an
irreduciblekG-module with property

(R1) a long root subgroup has at most(q − 1)/2 nontrivial linear characters
onV .

ThenV is either trivial or a Weil module.

If V is a Weil module andZ is a long root subgroup, then the set of nontrivial
linear characters ofZ occurring onV is one of the two setsΩi , i = 1,2, defined
in Section 5, both of cardinality(q − 1)/2. AccordinglyV is said to havetypei.

Theorem 2.3. Let G = Sp2n(q) with n � 3 and q = pf odd. LetV be an
irreduciblekG-module satisfying at least one of the following conditions.

(R2) If Y = Y1× Y2 is a commuting pair of(distinct) long root subgroups, then
all nontrivial linear characters ofY on V are of the formα ⊗ β , where
eitherα,β ∈Ω1 or α,β ∈Ω2.

(W) For somej with 2 � j � n− 1, the restriction ofV to a standard subgroup
Sp2j (q) involves only irreducible Weil modules and maybe the trivial
modules.
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(Q) AnyPn-orbit of nontrivial linearQn-characters onV is of length less than
(qn − 1)(qn − q)/2(q + 1).

ThenV is either trivial or a Weil module.

By a standard subgroupSp2j (q) in Sp2n(q) we mean the pointwise stabilizer
of a nondegenerate(2n− 2j)-dimensional subspace of the natural module. Also,
Pj is the stabilizer of aj -dimensional totally isotropic subspace in the natural
module, andQj =Op(Pj ).

Theorem 2.2 immediately yields the following consequence.

Corollary 2.4. Let G = Sp2n(q) with n � 2 and q = pf odd. LetV be an
irreducible kG-module such that the restriction ofV to a standard subgroup
SL2(q) involves only Weil modules of a given type and maybe the trivial module.
ThenV is either trivial or a Weil module.

The exampleG = Sp2n(3) with r = 2 shows that one cannot remove the
words “of a given type” from Corollary 2.4: all irreducible modules ofSL2(3)
in characteristic 2 are either Weil module or the trivial module.

Throughout the paper,Un(q) stands for the general unitary groupGUn(Fq2).
By a standard subgroupSUj (q) in SUn(q) or Un(q) we mean the pointwise
stabilizer in SUn(q) of a nondegenerate(n − j)-dimensional subspace of the
natural module. Furthermore,Pj is the stabilizer inSUn(q) of a j -dimensional
totally isotropic subspace in the natural module, andQj = Op(Pj ). As an
analogue of Theorem 2.3, we have the following results.

Theorem 2.5. LetG= SUn(q) or Un(q), and letn � 4. LetV be an irreducible
kG-module with the following property:

(W) For somej , 3 � j � n − 1, the restriction ofV to a standard subgroup
SUj (q) involves only irreducible Weil modules and maybe the trivial
modules.

ThenV is either of dimension1 or a Weil module.

Theorem 2.6. Let S = SUn(q), n � 5, andm = [n/2]. Suppose thatV is an
irreducible kS-module such that anyPm-orbit of nontrivial linear characters of
Z(Qm) on V is of length less than(qn − 1)(qn−1 − q)/(q2− 1)(q + 1) if n is
even, and(qn−1 − 1)(qn−2 − q)/(q2− 1)(q + 1) if n is odd. ThenV is either
trivial or a Weil module.
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Theorem 2.6 is also true forn = 4 andS = U4(q). If S = SU4(q), then we
need to replace the boundq(q − 1)(q2+ 1) by q(q − 1)(q2+ 1)/gcd(2, q − 1),
cf. Proposition 11.7.

Hiss and Malle [HM] have shown that any irreducibleSUn(q)-moduleV in
cross characteristicr is either trivial or a Weil module, if

dim(V ) < qn−2(q − 1)

[
qn−2− 1

q + 1

]
,

n � 6 and(n, q) �= (6,3). We will improve this “gap” result by establishing the
following theorem, in which we define

κn(q, r)=
1, if char(k)= r divides

q2[n/2] − 1

q2− 1
,

0, otherwise.

Theorem 2.7. LetG= SUn(q) andn� 5. Suppose thatchar(k)= r andV is an
irreduciblekG-module of dimension less than

d(n, q, r) :=



(qn − 1)(qn−1− q)

(q2− 1)(q + 1)
, if 2 | n andq = 2,

(qn − 1)(qn−1+ 1)

(q2− 1)(q + 1)
− 1− κn(q, r), if 2 | n andq > 2,

(qn + 1)(qn−1− q2)

(q2− 1)(q + 1)
− κn(q, r), if n� 7 is odd,

(qn + 1)(qn−1− q2)

(q2− 1)(q + 1)
− 1, if n= 5.

ThenV is either trivial or a Weil module.

If n� 6 is even andq = 2, thenSUn(q) has an irreducible complex characterϑ

of degree equal tod(n, q, r), cf. [TZ1, Corollary 4.2]. By Theorem 2.6,ϑ (modr)
is irreducible in any characteristicr. In general, ifn � 5 thenSUn(q) has an
irreducible complex character of degree

(qn − 1)(qn−1+ 1)

(q2− 1)(q + 1)
, if n� 6 is even andq > 2,

(qn + 1)(qn−1− q2)

(q2− 1)(q + 1)
, if n� 5 is odd

(which is at mostd(n, q, r) + 2), cf. [TZ1, Corollary 4.2]. Ifq is odd, then
the reduction modulor = 2 of the complex unipotent characterχ(n−2,2) of
SUn(q) labeled by the partition(n−2,2) has an irreducible constituent of degree
d(n, q, r) if n � 5, cf. [HM]. More generally, ifn � 5 and r | (q + 1), then
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χ(n−2,2) (modr) contains an irreducible constituent of degreed(n, q, r), cf. [ST].
Hence the boundd(n, q, r) given in Theorem 2.7 is the correct bound.

If G = SU4(q) and q > 2, then we need to replace the boundd(4, q, r) in
Theorem 2.7 by (see [HM])

(q2+ 1)(q2− q + 1)

gcd(2, q − 1)
− 1.

3. Minimal polynomials and quadratic modules

In this section we state our results concerning theminimal polynomial problem
and thequadratic moduleproblem.

If Θ is a kG-representation andg ∈ G thendΘ(g) stands for the degree of
the minimal polynomial ofΘ(g); similarly for dV (g) whereV is akG-module.
For g ∈G, o(g) is the order ofg moduloZ(G). In generic position one expects
that dV (g) = o(g); so the minimal polynomial problem is to classify all triples
(G,V,g), whereG is a finite group,V an irreducibleG-module, andg ∈G an
element such that 1< dV (g) < o(g). This is a problem with long history, different
instances, and numerous results; for a brief account of it see [Z2].

Important results on the minimal polynomial problem in the case whereG

is a finite Lie-type group of simply connected type in characteristicp, g is a
unipotent element of orderp, andV is an irreducibleG-module in characteristic
r �= p, have been proved by Zalesskii [Z1,Z2]. In particular, he has determined
all possible pairs(G,g), see Theorem 13.1. It remains to classify the modulesV

for each of these pairs(G,g). This task has been done in [TZ2] in the caser = 0.
Here we complete the classification of possible modulesV in any characteristic
r �= p.

Theorem 3.1. Let G be a finite quasi-simple group of Lie type of characteristic
p > 0 of simply connected type, and supposeg ∈ G is of orderp. LetΘ be a
nontrivial absolutely irreducible representation ofG in characteristicr �= p such
thatdΘ(g) < p. Thenp > 2 and one of the following holds:

(i) G = SU3(p), g is a transvection, andΘ is the reduction modulor of the
(unique) complex representation of degreep(p − 1).

(ii) G = SL2(p), andΘ is either a Weil representation or a representation of
degreep− 1.

(iii) G= SL2(p
2), andΘ is a Weil representation.

(iv) G= Sp4(p), andΘ is either a Weil representation, or the unique represen-
tation of degreep(p − 1)2/2.

(v) G= Sp2n(p), n� 3, g is a transvection, andΘ is a Weil representation.
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Moreover, in each of these cases there exists a representationΘ and an element
g satisfying the above conditions.

Another interesting instance of the minimal polynomial problem is to study
the case whereG is a finite classical group in characteristicp, g is a semisimple
element, andV is an irreducibleG-module in characteristicr �= p. In this case,
all possible pairs(G,g) have been identified by DiMartino and Zalesskii in [DZ],
see Theorem 13.2 (see also [FLZ,Z3] for results on somewhat different but related
configurations of the problem). The possible modulesV for each of these pairs
(G,g) in the caser = 0 have been classified in [TZ2]. Here we complete the
classification of possible modulesV in any characteristicr �= p.

Theorem 3.2. Let G = Sp2n(q) with n > 1 and (n, q) �= (2,3), or G = Un(q)

with n > 2. Lets be a prime not dividingq and letg ∈G be a noncentral element
such thatg belongs to a proper parabolic subgroup ofG ando(g) is a power ofs.
LetV be a nontrivial absolutely irreducibleG-module in characteristic coprime
to q such thatdV (g) < o(g). ThenV is a Weil module.

In the case(n, q) = (2,3) there exists one more possibility forV , cf.
Remark 13.3.

Theorem 3.2 and the following theorem complete the problem of classifying
quadratic modules in characteristics for finite groupsG with F ∗(G) being quasi-
simple but not of Lie type in the same characteristics. See Section 14 for a
detailed discussion of the quadratic module problem and a classification which
follows from [Ch] and Theorems 3.2, 3.3.

Theorem 3.3. Each of the groups2Sp6(2), 2Ω+
8 (2), 2J2, 2G2(4), 2Sz, and2Co1,

has a unique irreducible quadraticF3-moduleV . In the first two casesV can be
obtained by reducing the root lattice of typeE8 modulo3, and in the last four
casesV can be obtained by reducing the Leech lattice modulo3.

4. Preliminary results and notation

Let k be a field (usually assumed to be algebraically closed for simplicity) of
characteristicr � 0. LetG be a finite group andV be a finite-dimensionalkG-
module. IfH is a subgroup ofG, we denote by[H,V ] the subspace generated
by all elements of the form(h− 1)v with h ∈ H andv ∈ V , and byCV (H) the
subspace ofV consisting of all vectors fixed byH .

Let soc(V ) denote the socle ofV and consider the socle series ofV . Thus
soc0(V )= 0 and soci (V ) is defined by soci (V )/soci−1(V )= soc(V /soci−1(V )).
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Suppose thatS is a composition factor ofV . Let j (S) denote the smallesti so
thatS is a composition factor of soci (V ). We sayS is a level j (S) composition
factor ofV .

Lemma 4.1. Let S be a composition factor of akG-moduleV of levelj = j (S).
Let e denote the multiplicity ofS in socj (V ). There exists a unique submodule
Γ = ΓV (S) of V with the following properties:

(i) Γ/ rad(Γ ) is a direct sum ofe copies ofS;
(ii) Γ ⊆ socj (V ).

Proof. We induct on the dimension ofV . If V is semisimple the result is clear.
Next,ΓV (S)= ΓW(S) with W = socj (V ) and so we may assumeV = socj (V ).
Similarly, we may assume thatV/ rad(V ) involves only the composition factorS
(sinceΓ (S) is contained in the preimage of theS-homogeneous component of
the mapV → V/ rad(V )).

Suppose thatV =A⊕B and 0�= B does not involveS. ThenΓA(S) exists by
induction, and any such moduleΓ is contained inA (because ifφ ∈Hom(Γ,B),
then ker(φ) + rad(Γ ) = Γ ). So we may assume that every indecomposable
summand ofV involvesS and modulo its radical involves onlyS.

At this point, V satisfies the conditions forΓ . We claim that no proper
submodule does. If a proper submoduleU did satisfy the conditions, then
U + rad(V )= V , whenceU = V . ✷

We state the next result in more generality than we need. We will be applying
this in the situation whereL is a Levi subgroup (or normal in a Levi subgroup)
andU is the unipotent radical of the corresponding parabolic subgroup, withg an
element conjugatingP to the opposite parabolic.

Lemma 4.2. Let k be an algebraically closed field of characteristicr � 0. LetV
be akG-module withCV (G)= 0. Assume thatP = LU is a subgroup ofG with
U a normalr ′-subgroup ofP , g ∈NG(L) with G= 〈U,Ug〉. Then the following
statements hold:

(i) V = [U,V ] ⊕CV (U).
(ii) If V is irreducible and[U,V ] is a semisimpleL-module, thenV is a semi-

simpleL-module.
(iii) If S is an L-composition factor ofCV (U), then eitherS or Sg

−1
is an

L-composition factor of[U,V ].
(iv) If S is anL-composition factor ofCV (U) of leveli, then eitherS is a com-

position factor of[U,V ] of level less thani or Sg
−1

is anL-composition
factor of[U,V ] of level at mosti. In particular, if g centralizesL, thenS is
anL-composition factor of[U,V ] of level at mosti.
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Proof. (i) is clear sinceU is anr ′-group.
(ii) since [U,V ] is a semisimpleL-module, so isg([U,V ]) = [Ug,V ].

Thus, socL(V ) is U - andUg-invariant (as any subspace containing[U,V ] is
U -invariant). SinceG = 〈U,Ug〉, socL(V ) is G-invariant and so is equal toV
by irreducibility.

(iii) follows from (iv).
Finally, we prove (iv). Suppose the claim is false. IfSg

−1
is not anL-compo-

sition factor of[U,V ] of level at mosti, thenS is not anL-composition factor of
[Ug,V ] of level at mosti; it then follows thatΓV (S) is a submodule ofCV (U

g).
On the other hand, ifS is not a composition factor of[U,V ] of level less thani,
thenΓV (S) ∩CV (U) �= 0. Thus,

0 �= ΓV (S)∩CV (U)⊆ CV (U
g)∩CV (U)= CV (G)= 0,

a contradiction. ✷
Lemma 4.3. LetR be a ring andV a finite lengthR-module. LetX be a family
of isomorphism classes of simpleR-modules.

(i) There exists a unique submoduleV (X ) of V which is maximal with respect
to all composition factors ofV (X ) belonging toX .

(ii) V (X ) is the minimal submodule ofV such thatV (X ) has all composition
factors inX andsoc(V /V (X )) has no composition factors inX .

(iii) If V = V1⊕ V2, thenV (X )= V1(X )⊕ V2(X ).

Proof. Note that if M1 and M2 are submodules involving only composition
factors in X , then so doesM1 + M2 (since it is a homomorphic image of
M1⊕M2). This shows (i). Clearly, (ii) holds and (iii) follows from (i) and (ii).✷

Throughout the paper until Section 9, we fixG = Sp2n(q) with n � 1 and
q = pf for p an odd prime. We assume thatr �= p and k is an algebraically
closed field of characteristicr. If n� 2, then all irreduciblekG-modules are well
known (see [Bu,Wh1,Wh2,Wh3]).

LetB be a Borel subgroup ofG. We consider the maximal parabolic subgroups
containingB. Let Pj denote the stabilizer of a totally isotropicj -subspace in
the natural representation ofG. Let Qj = Op(Pj ) and letZj = Z(Qj ). Let P ′j
denote the subgroup ofPj generated by the root subgroups ofPj (which is usually
the commutator subgroup ofPj ).

In particular, letZ = Z1 = Z(P ′1), so thatZ is a long root subgroup, say
{xα(t) | t ∈ F∗q}, of G, andP1 = NG(Z). Throughout the paper, every long root
subgroup will be considered as{xβ(t) | t ∈ F∗q}; in particular,xβ(t) is conjugate
to xα(t). LetLj denote a Levi subgroup ofPj , soLj =GLj (q)× Sp2(n−j)(q).
Let L′j denote the subgroup ofLj generated by the root subgroups inLj (and
soL′j = SLj (q)× Sp2(n−j)(q)). We can identifyZj with theGLj(q)-module of
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symmetricj × j matrices overFq . Note thatSp2(n−j)(q) acts trivially onZj and
thatQj/Zj is just the tensor product of the natural modules for the components
of Lj . For 1� d � n − 1, let Hd 
 Sp2d(q) × Sp2n−2d(q) be the stabilizer of
a nondegenerate 2d-dimensional subspace of the natural module ofG.

The next result gives a family of subgroups which contain a conjugate of every
element inG. Note thatSL2(q

n) naturally embeds inSp2n(q) by viewing the
natural 2-dimensional module overFqn as a 2n-dimensional vector space overFq .

Lemma 4.4. If g ∈ G, then a conjugate ofg is contained in at least one of the
following subgroups: P1, Pn, P ′j , Hd , and SL2(qn).

Proof. Write g = su, wheres is semisimple andu is unipotent and[s, u] = 1.
Let V be the natural module forG. SupposeW is an irreducibles-submodule of
V of dimensione. If W is not self-dual, then the homogeneous componentH(W)

of V corresponding toW is totally singular as isH(W∗). If dim(H(W)) = n,
theng is conjugate to an element ofPn. Otherwise,g stabilizes the nonsingular
subspaceH(W) ⊕ H(W∗), whenceg is conjugate to an element ofHd for
d = 2 dim(H(W)).

So assume every irreducible component ofs is self-dual. ThenH(W) is
nonsingular (sinceH(W) is orthogonal to all other homogeneous components—
pass to the algebraic closure to see this). IfH(W) �= V , theng is conjugate to an
element of someHd .

Now assume thatV =H(W). If V =W , theng = s andg is contained in the
centralizer of a cyclic Sylowl-subgroup wherel is a primitive prime divisor of
q2n − 1 (if n= 1 or (n, q)= (3,2), this l does not exist, but the result follows by
inspection)—this centralizer has orderqn+1 which is the same as the order of the
centralizer inSL2(q

n). Thus, by Sylow’s Theorem,g is conjugate to an element
of SL2(q

n).
Suppose thatW is a proper subspace ofV . If W is nonsingular, thens is

conjugate to an element ofHe. If W is totally singular andn-dimensional, thens
is conjugate to an element ofPn. If e < n andW is totally singular, thens leaves
invariant a subspace of the formW ⊕W ′ whereW ′ is a complement toW⊥ and
sos is conjugate to an element ofH2e. So we have proved the result for the case
g = s.

Thus, we may assume thatu �= 1. Note thatCV (u) ∩ [u,V ] is a nontrivial
totally singularg-invariant subspace. So we may assume that it containsW which
is thereforeg-invariant. Thus, we may assumeg ∈ Pe. Letα = det(s|W). AsW is
self-dual,α =±1. If α = 1, then det(g|W)= 1 and so a conjugate ofg lies inP ′e.

We claim thatα = −1 implies thatg stabilizes a maximal totally singular
subspace and sog is conjugate to an element ofPn. We induct onn. If n= 1, the
result is clear. Since det(s)= 1= α2n/e, we see thate dividesn. Pass toW⊥/W .
The inductive hypothesis still holds, whenceg leaves invariant a totally singular
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subspaceU/W in W⊥/W . Then, g stabilizes the maximal totally singular
subspaceU as desired. ✷

We will also need the following well-known fact about pairs of long root
subgroups inG. It follows from the fact thatP1=NG(Z1) and thatG is a rank 3
permutation group on the cosets ofP1 (whenn� 2).

Lemma 4.5. If n � 2 then Sp2n(q) has 2 orbits on pairs of distinct long
root subgroups. Either the long root subgroups commute or they generate an
SL2(q) (which acts trivially on a nondegenerate subspace of codimension2). In
particular, any two commuting pairs of distinct long root subgroups are conjugate.

Next we make the following observation about the Jordan canonical form
Jord(Js ⊗ Jt ) of Js ⊗ Jt , whereJj is the Jordan block of sizej with eigenvalue 1
over a fieldk of characteristicr.

Lemma 4.6. (i) Suppose that1 � s, t � r − 1 ands + t > r. ThenJord(Js ⊗ Jt )

contains a block of sizer.
(ii) Suppose thatr = 2, let s � 2n − 1 and t � 2. ThenJord(Js ⊗ Jt ) contains

a block of size� 2n.

Proof. (i) follows from [F, Theorem 8.2.7].
(ii) It suffices to prove that the minimal polynomial ofJs ⊗ J2 has degree

� 2n for s = 2n − 1. Let an operatorg act on ak-space〈e1, . . . , es〉, respectively
〈f1, f2〉, via the matrixJs , respectivelyJ2. Then direct computation shows that
(g− 1)2

n−1(es ⊗ f2)= e1⊗ f1, and so we are done.✷
The following two lemmas are obvious in characteristic 0.

Lemma 4.7. Let V andW be kG-modules with Brauer characters
∑s

i=1miϕi
and

∑s
i=1niϕi , whereϕi are absolutely irreducible and pairwise different and

mi,ni ∈ Z. ThendimHomkG(V,W) �
∑s

i=1mini .

Proof. Induction on dim(W). The statement is obvious ifW is irreducible (in-
deed, HomkG(V,W) = HomkG(V/ rad(V ),W) and so we are in the semisimple
case). For the induction step, assume thatW has a simple submoduleU . From
the exact sequence 0→ HomkG(V,U)→ HomkG(V,W)→ HomkG(V,W/U)

it follows that dimHomkG(V,W)� dimHomkG(V,U)+dim HomkG(V,W/U),
and we may apply the induction hypothesis.✷

In the notation of Lemma 4.7, we use[V,V ]G to denote
∑s

i=1m
2
i .
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Lemma 4.8. Let H � G, let V be an irreduciblekG-module andU any kH -
module. Then

dimHomkH (U,V |H) · dimHomkH (V |H ,U)� dimHomkG

(
UG,UG

)
.

Proof. SinceV is irreducible, we have

dimHomkG

(
UG,UG

)
� dimHomkG

(
UG,V

) · dimHomkG

(
V,UG

)
= dimHomkH (U,V |H) · dimHomkH (V |H ,U). ✷

Corollary 4.9. Let H be a subgroup ofG and letU , V be kH -modules. For
a ∈ G, let Ha = H ∩ aHa−1, Ua = U |Ha , Va = V |Ha , V a the kHa-module
obtained fromV with the actionx ◦ v = (a−1xa)(v), andV ′a = V a |Ha . Assume
that eithera ∈NG(Ha) or a2 ∈NG(H). Then

dimHomkHa

(
V ′a,Ua

)
�
√[Ua,Ua]Ha · [Va,Va]Ha .

Proof. Observe that ifx ∈ Ha then a−1xa ∈ Ha . (It is so if x ∈ NG(Ha). If
a2 ∈ NG(H), thenx ∈ H ∩ aHa−1 implies a−1xa ∈ a−1Ha ∩ H = aHa−1 ∩
H = Ha sincea−2Ha2 = H .) Thus the mapx �→ a−1xa is an automorphism
of Ha . From this it follows that[Va,Va]Ha = [V ′a,V ′a]Ha . On the other hand,
Lemma 4.7 and the Schwartz inequality imply that dimHomkHa (V

′
a,Ua) �√[Ua,Ua]Ha · [V ′a,V ′a]Ha , so we are done.✷

Lemma 4.10. Let G be a finite group with a subgroupH . Let α andβ be two
Brauer characters ofH in characteristic other thanp, and letg be ap-element
ofG. Suppose that either

(i) α = β onOp′(H), or
(ii) α(h)= β(h) wheneverh ∈H and|h| = |g|.

ThenαG(g)= βG(g).

Proof. Clearly, (i) implies (ii). So we assume (ii) holds. In this case

αG(g)− βG(g)= 1

|H |
∑
x∈G

h=xgx−1∈H

(
α(h)− β(h)

)= 0

because of (ii). ✷
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5. Weil modules

In this section we provide background material concerning Weil modules.
Most of this is well known and is contained in some of the papers listed in the
references. Much can be proved inductively, using the techniques in the next
section.

LetE be a group with the following properties:

(a) |E| = q1+2n, n� 1;
(b) Z(E)= [E,E] has orderq ; and
(c) E has exponentp.

Then G = Sp2n(q) acts onE as a group of automorphisms. Indeed, let
G0= CSp2n(q), the group which preserves up to scalar multiples the alternating
form preserved byG. SoG0/G is cyclic of orderq − 1 andGC has index 2 in
G0, whereC is the group of scalars. ThenG0 acts as a group of automorphisms
onE andG is the normal subgroup which centralizesZ(E).

LetH be the semidirect productEG andH0=EG0.
Fix a nontrivial irreducible characterχ of Z(E). Then E has a unique

irreducible representation overk of dimensionqn whereZ(E) acts viaχ . Since
this character is invariant underH , it is not difficult to see that we obtain an
irreduciblekH -moduleM(χ) which restricts to the irreduciblekE-module as
given. This extensionM(χ) is unique if (n, q) �= (1,3), cf. [Ge]. Moreover,
sinceEG0 permutes theM(χ) and has precisely 2 orbits of size(q − 1)/2, we
see that askG-modules either allM(χ) are isomorphic or are of two different
isomorphism types (we will see that in fact the latter holds). Note thatEG0

interchanges these two orbits. Thus, the two possible isomorphism classes are
interchanged by the outer diagonal automorphism ofG.

Note that this moduleM(χ) exists and is irreducible for all characteristics
r �= p as akH -module.

We will need the following property of the modulesM(χ).

Lemma 5.1. Let k be an algebraically closed field of characteristicr � 0. Let
G= Sp2n(q), n� 1, with q odd and not a multiple ofr, andH = EG. LetP ′1 be
the subgroup ofG which is the derived subgroup of the stabilizer of an1-space.
Let χ , χ ′ be any two nontrivial irreducible characters ofZ(E), and letM(χ)

denote thekH -module described above.

(i) M(χ) ⊗ M(χ)∗ is a rank one freeE/Z(E)-module and is isomorphic to
k⊕ kG

P ′1
askG-modules; and

(ii) Ext1H(M(χ),M(χ ′))= 0.
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Proof. Observe (ii) is clear in the caseχ �= χ ′, since any such extension splits
uniquely as a module overE. So assumeχ = χ ′ and writeM =M(χ).

Note thatW =M ⊗M∗ ∼= Hom(M,M) is a free rank oneE/Z(E)-module.
This is becauseτM(x) = 0 for all x ∈ E \ Z(E) and soτW (x) = 0 for all
suchx. SinceZ(E) is trivial onW , this implies thatW is a free module. Since
dim(W)= q2n = |E/Z(E)|, it must be of rank one.

ThereforeG permutes transitively the nontrivial characters ofE/Z(E).
So W = CW(E) ⊕ [E,W ] with [E,W ] irreducible forH . SinceCW(E) =
HomE(M,M) = HomEG(M,M), it follows thatCW(E) 
 k asEG-modules.
Now [E,W ] is a direct sum of 1-dimensional eigenspaces forE that are permuted
transitively byG. SinceP ′1 is the stabilizer of a nontrivial character ofE/Z(E),
it follows that[E,W ] 
 λG

P ′1
asG-modules for some characterλ.

If n� 2, thenP ′1 is perfect (unless(n, q)= (2,3)), and soλ is trivial as desired.
If n= 1, sinceP ′1 has(q − 1)/2 nontrivial eigenvalues with multiplicity 2 and

1 trivial eigenvalue onM(χ), it follows thatCW(P ′1) has dimension 2q − 1. On
the other hand, ifλ is nontrivial a straightforward computation (using Frobenius
reciprocity and Mackey’s Theorem) shows that HomP ′1(k, λ

G
P ′1) is the number of

double cosetsP ′1\G/P ′1 not contained in the normalizer ofP ′1. The number of
such double cosets isq−1. If (n, q)= (2,3), one argues similarly. This completes
the proof of (i).

Clearly, H 1(H, [E,W ]) = 0, sinceE is a normalr ′-subgroup and it has
no fixed points on[E,W ]. SoH 1(H,W) = H 1(H, k) = HomH (H,k) = 0. It
follows that Ext1H (M(χ),M(χ))=H 1(H,W)= 0. ✷

We now define the Weil modules. DenoteM =M(χ).
First consider the caser �= 2. ThenM = CM(t) ⊕ [t,M] where t is the

central involution inG= Sp2n(q). It is well known that theseG-submodules are
irreducible of dimensions(qn ± 1)/2. (This also follows from our proof: we will
see by induction onn thatG has no trivial constituents onM—now apply the
[LS] bound.) We will call these the Weil modules.

As we remarked above, there are either one or two Weil modules for each
dimension. In fact, it also follows by induction that there are precisely two Weil
modules for each dimension and that the (Brauer) characters can be distinguished
by their values on long root elements. So forr �= 2, there are two Weil modules
for each dimension.

The Weil modules are self-dual if and only ifq ≡ 1 (mod 4) (if z is a long root
element inG (a transvection), thenz andz−1 are conjugate inG precisely when
q ≡ 1 (mod 4)). If r is odd, it is then straightforward to see that the module of
dimension(qn+1)/2 is orthogonal (as aPn-module, this Weil module is a direct
sum of 2 irreducible modules, one of dimension 1). It is not too difficult (using
induction to reduce to the case ofSL2(q)) to see that the module is symplectic if
it has dimension(qn − 1)/2.
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If r = 2, then[t,M] � CM(t) and is of dimension(qn − 1)/2. We call this
a Weil module. Again, there are two choices interchanged by the outer diagonal
automorphism (we make the same choice as above forq = 3, n = 1). Note that
M/CM(t) is isomorphic to[t,M] (the isomorphism is given bym �→ (t − 1)m).
ThusM has 2 isomorphic composition factors which are Weil modules and a
trivial composition factor (this is also true for(q,n)= (3,1) given our definition
of Weil modules).

It is easy to see from what we have said above that the field of definition for the
Weil modules in positive characteristicr is Fr or Fr2. The former holds precisely
whenz is conjugate tozr . If the module is not self-dual, then this shows that either
it is defined overFr or is contained in the unitary group.

We need a few more facts about the modulesM(χ). Keep notation as in
Lemma 5.1. Ifr �= 2, then theG-moduleM(χ) is a direct sum of 2 different Weil
modules. Ifr = 2, there are 3 composition factors. We need a bit more information
on the structure in this case.

Lemma 5.2. If r = 2, thenM(χ) is a uniserialG-module with socle series
W,1,W with W a Weil module.

Proof. It suffices to show thatM :=M(χ) has no trivialG-submodule in its socle
(and by passing to the dual, no trivial quotient). For if we have shown this, then
the socle must be simple and, similarly, modulo the radical the module is simple
(and both simple modules are isomorphic to the same Weil module,W ). Thus, the
socle series is as claimed.

It suffices to prove this forSL2(q
n), becauseSp2n(q) containsSL2(q

n) and if
the subgroup has no fixed points, of course the full group does not either.

Suppose that it did and considerV :=M(χ) ⊗M(χ)∗. As we noted above,
M containsW . HenceV containsW∗ in its G-socle. On the other hand, by
Lemma 5.1,V = k⊕ kG

P ′1
. Thus, HomG(W∗,V )
HomP ′1(W

∗, k⊕ k). However,

P ′1 has no fixed points on a Weil module (note that dim(W∗)= (qn − 1)/2 since
r = 2) and so this term is 0, a contradiction. Thus,CM(G)= 0 as claimed. ✷
Corollary 5.3. Suppose thatr = 2, G = Sp4(q), andq + 1= 2a. Let h ∈ L′1 

SL2(q) be an element of orderq + 1. LetV be a Weil module ofG of dimension
(q2− 1)/2, and consider anyP ′1-submodule of typeM(χ) (of dimensionq) in V .
Thenh has exactly one Jordan block(of sizeq) onM(χ).

Proof. Since allM(χ) are conjugate, it suffices to prove the claim for any
particularχ . Assume the contrary:h hast � 2 Jordan blocks onM :=M(χ),
of sizek1 � · · ·� kt � 1.

Let z = h(q+1)/2. Then z is the central involution ofL′1. We claim that
dim(CM(z)) � (q + 1)/2. Indeed,CM(z) is an L′1-submodule ofM(χ). So,
if dim(CM(z)) > (q + 1)/2, then by Lemma 5.2, dim(CM(z)) = q , i.e. z acts
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trivially on each M(χ). Since CV (Q1) is an irreducible Weil module in
characteristic 2 ofL′1, z also acts trivially onCV (Q1). Thusz acts trivially onV .
This is a contradiction, sinceG acts nontrivially onV andG is generated by all
conjugates ofz.

Now if all ki are at most(q +1)/2, then by [SS, Lemma 1.3] all Jordan blocks
of z onM(χ) are of size 1, and soz acts trivially onM(χ), a contradiction. Hence
we may assume thatk1= (q + 1)/2+ b with 1 � b � (q −3)/2. By [SS, Lemma
1.3], z hasb Jordan blocks of size 2 and((q + 1)/2− b)+ (q − k1) = q − 2b
blocks of size 1 onM(χ). Thus dim(CM(z))= b+ (q−2b)= q−b � (q+3)/2,
again a contradiction. ✷

Let ε = exp(2π i/p). If Y = {xγ (t) | t ∈ F∗q} is a long root subgroup of
G= Sp2n(q), we will denote byΩ1 the set of linear characters ofY of the form

λa :xγ (t) �→ ε
trFq /Fp (at),

wherea ∈ F∗q anda is a square. Similarly,Ω2 is the set of allλa wherea ∈ F∗q
anda is any nonsquare. LetW be a Weil module forG. We see (by restricting
to P1) that Z1 has precisely(q − 1)/2 nontrivial characters onW . SinceY
is conjugate toZ1, it follows that Spec∗(Y,W) (the set of all nontrivial linear
characters ofY that occur onW ) is eitherΩ1 orΩ2. From the above discussion it
follows that in characteristic 2, the Weil module is determined by thei for which
Spec∗(Y,W) =Ωi and in characteristic not 2 byi and by dimension (or by the
kernel). In this case we will also say thatW hastype i. Observe that the Weil
modules occurring in eachM(χ) are of the same type, cf. [TZ2, Lemma 2.6(iii)].
If A= Sp2m(q) is a standard subgroup ofG, then we can also define the type for
Weil modules ofA in a consistent way—i.e. the Weil modules are determined by
the set of nontrivial eigenvalues for a long root subgroup ofA—since all the long
root subgroups areG-conjugate.

Applying this observation to a commuting pair of long root subgroups, we
obtain the following key property of Weil modules ofG.

Lemma 5.4. Assume thatn � 2. Let (Y1, Y2) be a commuting pair of long root
subgroups. IfW is a Weil module ofG, then the only nontrivial linear characters
of Y1 × Y2 occurring onW are of the formα ⊗ β with either α,β ∈ Ω1 or
α,β ∈Ω2.

(By a nontrivial linear character ofY we mean a linear character whose
restriction to bothY1 andY2 is nontrivial.)

Lemma 5.5. Assume that(n, q) �= (1,3). LetX be anykG-module on whichG
acts nontrivially and letM(χ) be the abovekG-module of dimensionqn. Then
M(χ)⊗X affords all nontrivial linear characters ofZ1.
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Proof. Without loss we may assume that Spec(Z1,M(χ)), the set of all linear
characters ofZ1 occurring onM(χ), is Ω1 ∪ {1}. Since(n, q) �= (1,3) andG
acts nontrivially onX, we may assume that Spec(Z1,X) contains eitherΩ1 or
Ω2 (and has at least two characters). Now the statement is obvious ifq = 3,5.
Whenq > 5, the statement boils down to the following: ifF+, respectivelyF−,
denotes the set of all (nonzero) squares, respectively nonsquares, inFq , then
F := F+ ∪ (F+ + Fε)⊇ F+ ∪ F− for anyε =±.

First observe that the equationx2 − y2 = a has nonzero solutions(x, y) =
((a + 1)/2, (a − 1)/2)) if a �= 0,±1. Hence|F |� (q − 3) � (q + 1)/2 and we
are done ifq ≡ ε (mod 4). Supposeq ≡−ε (mod 4). In this case, fixa ∈ Fε and
observe thatax2+ 1 �= 0 for anyx ∈ Fq . If ax2+ 1 ∈ F+ for any 0 �= x ∈ Fq ,
then the polynomial(at2 + 1)(q−1)/2 − 1 would haveq distinct roots inFq ,
a contradiction. Hence(F+ + Fε) ∩ F− �= ∅. ThusF ∩ F− �= ∅, but F ⊇ F+
and so we are done.✷

6. Spectra of long root subgroups

Let G = Sp2n(q), n � 2, with q = pf with p odd. Letk be an algebraically
closed field of characteristicr �= p andV a nontrivial irreduciblekG-module. In
this and the next sections, we consider a few different properties which force the
module to be special. We say thatV has property(R1) if Z1 has at most (and
therefore exactly)(q − 1)/2 nontrivial linear characters onV .

Lemma 6.1. LetV be any(nontrivial) irreduciblekG-module with property(R1).
Assume that(n, q) �= (2,3). Then

(i) CV (Z1)= CV (Q1), and
(ii) theP ′1-module[Z1,V ] is a direct sum of someM(χ).

Proof. (i) Assume the contrary:U := [Q1,CV (Z1)] �= 0. Consider a long root
subgroupZ2 insideL′1 and take any nontrivial linear characterα of Q1, which
is not fixed by any nontrivial element ofZ2. Then for any nonzero vectorv in
theα-eigenspace ofQ1 onU , vZ2 generates the regularZ2-moduleR. ThusV
affords all linear characters ofZ2, contrary to(R1).

(ii) Eachχ -eigenspaceWχ of Z1 on [Z1,V ] has the formM(χ)⊗X, where
X is a certainL′1-module. LetZ2 be a long root subgroup insideL′1. If L′1 acts
nontrivially onX, then Lemma 5.5 implies thatM(χ)⊗X affords all nontrivial
linear characters ofZ2, contrary to(R1). HenceL′1 acts trivially onX, whence
Wχ is a direct sum of some copies ofM(χ). ✷

It turns out that the following converse of Lemma 6.1 is true.
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Lemma 6.2. Let n � 2 and let V be an irreduciblekG-module such that
CV (Z1)= CV (Q1) and such that theP ′1-module[Z1,V ] is a direct sum of some
M(χ). Then the following statements hold.

(i) V has property(R1).
(ii) If r �= 2 and dim(V ) > 1, then theL′1-moduleV is semisimple, with all

irreducible summands being Weil modules.

Proof. (i) By Lemma 4.2, all composition factors of theL′1-module C :=
CV (Q1) are Weil modules or are trivial. DenoteW = [Z1,V ] and letXi be the
family of simpleL′1-modules consisting of Weil modules of typei (including also
trivial modules ifr = 2).

If r �= 2, each simpleP ′1-moduleM(χ) is semisimple as anL′1-module and
indeed is a sum of two Weil modules of different dimension but of the same type.
It follows thatW =W1⊕W2 whereWi , i = 1,2, is a direct sum of Weil modules
of typei for L′1. EachWi is P ′1-invariant, because this is precisely the sum ofZ1-
eigenspaces corresponding to one orbit on the weights ofZ1. Also,Wi =W(Xi ),
cf. Lemma 4.3.

If r = 2 then by Lemma 5.2 we also haveW = W1 ⊕ W2 where allL′1-
composition factors ofWi are trivial modules and Weil modules of typei.
Moreover, by Lemma 5.2 soc(Wi) is a direct sum of Weil modules of typei (and
in particular contains no trivial modules). This implies thatWi =W(Xi ). Also,
Wi is P ′1-invariant, because this module is precisely the sum ofZ1-eigenspaces
corresponding to one orbit on the weights ofZ1.

Now V (Xi ) =Wi ⊕ C(Xi ) for i = 1,2. SinceQ1 acts trivially onC, C(Xi )

is P ′1-invariant, whenceV (Xi ) is invariant underP ′1. Clearly, it is also invariant
underCG(L

′
1)
 SL2(q). SinceG= 〈P ′1,SL2(q)〉, it follows thatV = V (Xi ) for

i = 1 or 2 (and the other term is 0). The result follows.
(ii) Consider theL′1-submoduleV ′ of the socle ofV which consists of Weil

modules. This isP ′1-invariant, sinceV ′ is precisely the direct sum ofW plus the
corresponding submodule inC. On the other hand,V ′ is clearly invariant under
CG(L

′
1)= SL2(q), henceV ′ = V . ✷

7. Spectra of commuting pairs of long root subgroups

Recall that by a commuting pair of long root subgroups we mean any pair
(Y,Y ′), whereY = {xβ(t) | t ∈ F∗q} andY ′ = {xβ ′(t) | t ∈ F∗q}, where(β,β ′) is
any orthogonal pair of long roots.

In this section we studykG-modulesV with the following property:

(R2) Spec∗(Y × Y ′,V )⊆ {α⊗ β | eitherα,β ∈Ω1 or α,β ∈Ω2}.
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Clearly,(R1) implies(R2). Also, any Weil module satisfies(R2) by Lemma 5.4.

Proposition 7.1. Letn� 3 and letV be any irreduciblekG-module with property
(R2). Then the following statements hold.

(i) V = CV (Q1)⊕ [Z1,V ].
(ii) TheP ′1-module[Z1,V ] is a direct sum of someM(χ).
(iii) All composition factors of theL′1-moduleV are Weil modules or trivial.
(iv) V has property(R1).

Proof. (i) Assume the contrary:U := [Q1,CV (Z1)] �= 0. Write U =⊕
α Uα ,

whereUα is theα-eigenspace forQ1 onU . Observe thatL′1 acts transitively on
the nontrivial linear characters ofQ1, hence the sum runs over all nontrivialα.
Let (e1, . . . , en, f1, . . . , fn) be a symplectic basis of the natural module forG.
We may assume thatP ′1 fixes e1. Sincen � 3, we may consider the following
commuting product of long root subgroups:

Y =
{(

In D

0 In

) ∣∣∣D = diag(0, a, b,0, . . . ,0), a, b ∈ Fq

}
.

View Q1/Z1 as the additive group〈ei , fj | i, j > 1〉Fq and letα be the character
corresponding to the vectorf2 + f3. Observe that no nontrivial element ofY
fixes α. Hence, if 0�= v ∈ Uα , thenuY generates the regularY -moduleR. It
follows thatV affords all linear characters ofY , contrary to(R2).

(ii) Consider any nonzeroZ1-eigenspaceVχ of Z1 on [Z1,V ]. ThenVχ 

M(χ)⊗X for someL′1-moduleX. We need to show thatL′1 acts trivially onX.
Assume the contrary. Pick a long root subgroupY < L′1. Then by Lemma 5.5,
Spec(Y,Vχ ) contains every nontrivial linear characterλ of Y . ThusV affords
every character of the formχ ⊗ λ for the groupZ1× Y , again contrary to(R2).
Observe that this argument also works whenn= 2.

(iii) and (iv) follow from (i), (ii), and Lemmas 4.2 and 6.2.✷
Lemma 7.2. Assume thatn � 2. ThenPn acts on the set of nontrivial linear
characters ofQn with two orbits of length(qn − 1)/2. These two orbits occur in
the restriction of Weil modules of dimension(qn − 1)/2 to Qn. All other orbits
have length at least(qn − 1)(qn − q)/2(q + 1).

Proof. One can identifyQn with the space of symmetric(n× n)-matrices over
Fq , and then anyA ∈ Ln 
 GLn(q) acts onQn via X �→ tAXA. Any linear
character ofQn now has the form

X �→ ε
trFq /Fp (Tr(BX))



R.M. Guralnick et al. / Journal of Algebra 257 (2002) 291–347 311

for someB ∈Qn. Thus everyLn-orbit on nontrivial linear characters ofQn is
just an orbit ofLn onQn \ {1}. If the latter orbit contains a matrixX of rankj ,
then the stabilizer ofX in Ln is[

qj (n−j)
] · (Oj(q)×GLn−j (q)

)
.

So the length of this orbit is(qn − 1)/2 if j = 1 (there are exactly two orbits
of this kind; they correspond to squares and nonsquares inFq ), or at least
(qn−1)(qn−q)/2(q+1) if j � 2. The two Weil characters of degree(qn−1)/2
when restricted toQn give us the orbits of smallest length.✷
Theorem 7.3. Let V be any irreduciblekG-module. Suppose that eithern � 3
and anyPn-orbit ofQn-characters onV is of length less than(qn− 1)(qn− q)/

2(q+1), or n= 2 anddim(V ) < (qn−1)(qn−q)/2(q+1). Then all conclusions
of Proposition7.1hold; in particular,V has property(R1).

Proof. First restrictV to the parabolic subgroupPn. By Lemma 7.2, the condition
onV implies that there is a (formal) sumV ′ of Weil and trivial modules ofG such
thatV |Qn 
 V ′|Qn . Sincen � 2, Qn contains a commuting pair(Y,Y ′) of long
root subgroups. By Lemma 5.4,V ′, and soV , has property(R2) for the pair
(Y,Y ′) (and so for any commuting pair as well).

If n� 3, we are done by Proposition 7.1. Assume thatn= 2. Then conclusion
(ii) of Proposition 7.1 holds as well, as we have observed in its proof. Thus we
may write[Z1,V ] as the sum ofM(χ), and eachM(χ) occurs with multiplicity
si if χ ∈Ωi , i = 1,2.

It remains to establish conclusion (i). Assume the contrary, thatU :=
[Q1,CV (Z1)] �= 0. Consider the commuting productY = Z1 × Z2, where
Z2 <L′1. Observe that the fixed point subspace ofZ2 onM(χ) has dimension 1,
whence the multiplicity of theY -characterχ ⊗ 1 onV is si . On the other hand,
Z2 acts on nontrivial linear characters ofQ1 with q − 1 fixed points andq − 1
regular orbits. It follows that the multiplicity of theY -character 1⊗ χ onV is at
leastq − 1. Since the pairs(Z1,Z2) and(Z2,Z1) are conjugate inV , we come to
the conclusion thatsi � q − 1. Thus

dim(V ) � dim(U)+ dim
([Z1,V ]

)
�
(
q2− 1

)+ (q − 1)q(q − 1)

= (
q2+ 1

)
(q − 1),

contrary to the assumption that dim(V ) < q(q − 1)2/2. ✷
Corollary 7.4. Suppose thatn � 2. Then the(unique) irreducible complex
characterρ of Sp2n(q) of degree(qn−1)(qn−q)/2(q+1) is irreducible modulo
any primer different fromp.

Proof. The statement is well known forn = 2, cf. [Wh1,Wh2,Wh3], hence
we may assumen � 3. The existence and uniqueness of suchρ follow from
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[TZ1, Theorem 5.2]. Assume thatρ|Qn contains more than oneLn-orbit of
linear characters ofQn. By Lemma 7.2, there is a characterµ of G such
that ρ|Qn = µ|Qn and µ is a sum of Weil and trivial characters ofG. Thus
ρ satisfies(R2). By Proposition 7.1,ρ satisfies(R1) and (W), contrary to
[TZ2, Theorem 1.1]. Henceρ|Qn consists of exactly oneLn-orbit. By Clifford’s
Theorem,(ρ (modr))|Pn is irreducible. ✷

8. Proof of Theorem 2.2: r �= 2 and n > 2

We keep notation as in Sections 6 and 7.

Theorem 8.1. Assume thatr �= 2 and n � 3. Suppose thatV is a nontrivial
irreducible kG-module such thatZ1 has only(q − 1)/2 nontrivial characters
onV . ThenV is a Weil module(and in particular has dimension(qn ± 1)/2).

We will prove this result by showing that the Brauer characterτV of V is the
same as that of a Weil module. We prove the result in a series of lemmas. For
definiteness we assume that the nontrivialZ1-characters occurring onV belong
to Ω1. Let W−

n andW+
n denote the 2 Weil modules forG corresponding to the

setΩ1 of Z1-characters, of dimension(qn− 1)/2 and(qn + 1)/2, respectively.
We will use the notationC = A + B to indicate that this is true in the

Grothendieck groupG0(X) of a groupX.
By Lemmas 6.1 and 6.2,V = CV (Q1)⊕ [Z1,V ], [Z1,V ] = s

∑
χ∈Ω1

M(χ)

asP ′1-module, andCV (Q1)= aW−
n−1+ bW+

n−1 asL′1-module, for some integers
a, b, s � 0.

First we observe thats = a + b. For, if t ∈Z1 is a transvection, then

τV (t)= a
qn−1− 1

2
+ b

qn−1+ 1

2
+ sqn−1−1+√εq

2
,

whereε = (−1)(q−1)/2. On the other hand, for aG-conjugatet ′ of t which is
contained inL′1 we have

τV (t
′)= a

−1+ qn−2√εq
2

+ b
1+ qn−2√εq

2
+ s

(q − 1)qn−2√εq
2

.

SinceτV (t)= τV (t
′), we obtains = a + b. Therefore,

V = aW−
n + bW+

n asP ′1-modules. (1)

We next consider the subgroupsHd := Sp2d(q)× Sp2(n−d)(q) which are the
stabilizer of nondegenerate 2d-subspaces, 1� d � n− 1. It is well known that

W−
n

∣∣
Hd
= W−

d ⊗W+
n−d +W+

d ⊗W−
n−d ,

W+
n

∣∣
Hd
= W−

d ⊗W−
n−d +W+

d ⊗W+
n−d .
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We may assume thatB := Sp2(n−d)(q) is contained inL′1, whence it follows
from (1) that

V |B =
(
a
(
qd + 1

)
/2+ b

(
qd − 1

)
/2
)
W−

n−d +
(
a
(
qd − 1

)
/2

+ b
(
qd + 1

)
/2
)
W+

n−d . (2)

SinceA := Sp2d(q) isG-conjugate to a subgroup ofL′1, (1) also implies that

V |A =
(
a
(
qn−d + 1

)
/2+ b

(
qn−d − 1

)
/2
)
W−

d

+ (
a
(
qn−d − 1

)
/2+ b

(
qn−d + 1

)
/2
)
W+

d . (3)

Thus all the composition factors ofV |Hd are of formWi
d ⊗ W

j

n−d , where
i, j = 1,2. Note that the central involutionz of G acts as a scalar onV , and it acts
as−εn onW−

n and asεn onW+
n , whereε = (−1)(q−1)/2. Matching the action of

z on different composition factors ofHd , we arrive at one of the following two
possibilities:

V |Hd = xW−
d ⊗W+

n−d + yW+
d ⊗W−

n−d or (4)

V |Hd = xW−
d ⊗W−

n−d + yW+
d ⊗W+

n−d . (5)

Suppose we are in the case of (4). Then Eqs. (2)–(4) have only one solution
b = 0, x = y = a. This means thatV = aW−

n in G0(P
′
1) andG0(Hd).

Suppose we are in the case of (5) andd �= n/2. Suchd exists sincen� 3. Then
Eqs. (2), (3), and (5) have only one solutiona = 0, x = y = b. This means that
V = bW+

n in G0(P
′
1) and inG0(Hd) for all d �= n/2. Now ford = n/2, Eqs. (2),

(3), and (5) implyx = y = b as well, since we already know thata = 0. Thus
V = bW+

n in G0(Hd) for d = n/2.
So we now have the following lemma.

Lemma 8.2. There is a Weil moduleW ofG ands ∈N such thatV = sW for all
the subgroupsHd andP ′1. In particular, τV (x)= sτW (x) for x in a conjugate of
one of these subgroups.

We need to consider the other families of subgroups given in Lemma 4.4.

Lemma 8.3. V = sW as SL2(qn)-modules.

Proof. Let H = SL2(q
n). Let Q denote a maximal unipotent subgroup ofH .

SinceQ � P ′1, V = sW asQ-modules by Lemma 8.2. Also, since the central
involutionz of H is contained inH1, τV (z)= sτW (z). It follows by inspection of
the irreducible modules forH thatV = sW asH -modules. ✷
Lemma 8.4. V = sW asP1-modules.



314 R.M. Guralnick et al. / Journal of Algebra 257 (2002) 291–347

Proof. Letχ ∈Ω1 and letVχ andWχ denote theχ -eigenspaces forZ1 onV and
W , respectively, and letJ be the stabilizer ofχ in P1. ThenJ = C × P ′1 where

C =Z(G). So by Lemma 8.2,Vχ = sWχ asJ -modules. Since[Z1,V ] = (Vχ )
P1
J

(and similarly forW ), it follows that [Z1,V ] = s[Z1,W ] as P1-modules. In
particular, [Z1,V ] = s[Z1,W ] as L1-modules. ButL1 < Sp2(q) × L′1 = H1
and V = sW as H1-modules by Lemma 8.2, henceCV (Z1) = sCW (Z1) as
L1-modules. SinceQ1 acts trivially onCV (Z1) andCW(Z1), it follows that
CV (Z1)= sCW (Z1) asP1-modules. ✷

We now considerPj for j > 1. We first need the following lemma.

Lemma 8.5. V = sW asQj -modules andCV (Zj )= CV (Qj ).

Proof. If j = 1, this has already been proved. SinceQj � P ′1, the first statement
holds by Lemma 8.2. Since the second statement holds forW , the first statement
implies the second. ✷
Lemma 8.6. V = sW asPj -modules for allj .

Proof. (1) Induction onj . The casej = 1 is just Lemma 8.4. For the induction
step letj > 1. WriteLj =A×B, whereA=GLj (q) andB = Sp2(n−j)(q).

Let Vα be a weight space forZj in [Zj,V ]. The weightsα that occur are
precisely those occurring onW . In particular,Vα is a direct sum of irreducible
homogeneousQj -modules andPj is transitive on this collection of weights. Also,
if we identify Zj with the space of symmetric(j × j)-matrices overFq , thenα
corresponds to a symmetric matrix of rank 1. Hence,J := StabPj (α) is contained
in a conjugate ofPj−1 (and containsQjB).

SincePj transitively permutes theZj weight spaces, we see that thatV 

(Vα)

Pj
J ⊕ CV (Zj ) asPj -modules. We have noticed thatJ � Pj−1. In particular,

this implies by the induction hypothesis thatVα = sWα asJ -modules (whereWα

is the corresponding weight space forZ1 on W ). Thus,[Zj,V ] = s[Zj ,W ] as
Pj -modules.

(2) Assumej < n. SinceLj < Sp2j (q)× Sp2(n−j)(q)=Hj , V = sW asLj -
modules by Lemma 8.2. On the other hand,[Zj,V ] = s[Zj ,W ] asLj -modules
by the previous paragraph. It follows thatCV (Zj )= sCW (Zj ) asLj -modules and
so asPj -modules, sinceQj acts trivially onCV (Zj ) andCW(Zj ) by Lemma 8.5.

(3) Now assume thatj = n. As we explained in (2), it suffices to show that
V = sW asLn-modules. Letg ∈ Ln be anyr ′-element. Consider the (faithful)
action ofg on the maximal totally isotropic subspaceM fixed byPn, and write
g = su, with s the semisimple part andu the unipotent part. Ifg fixes a proper
subspaceM ′ �= 0 of M, theng lies in a conjugate ofPi with i = dim(M ′) < j ,
whenceV = sW as 〈g〉-modules by induction hypothesis. Now assume thatg
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is irreducible onM. If u �= 1, thenCM(u) �= 0 is ag-invariant proper subspace
of M, a contradiction. Henceu = 1, andg = s is irreducible onM. If the 〈g〉-
moduleM is not self-dual, theng is contained in a torusT 
 Zqn−1 of Ln, and
moreover one can embedT in a standard subgroupSL2(q

n) of G. According to
Lemma 8.3,V = sW as〈g〉-modules. If the〈g〉-moduleM is self-dual, then one
can show thatn is even andg stabilizes a nondegenerate subspace of dimension
n, whence a conjugate ofg is contained inHn/2 and soV = sW as〈g〉-modules
by Lemma 8.2. Consequently,V = sW asLn-modules. ✷

This completes the proof of Theorem 8.1.

9. Proof of Theorem 2.2: r = 2 and n > 2

Here we prove Theorem 2.2 for the case of characteristicr = 2 andn > 2. Let
V be an irreduciblekG-module with property(R1), say Spec∗(Z1,V )=Ω1. We
will denote byWn the irreducible Weil module in characteristic 2 ofG such that
Spec∗(Z1,Wn) = Ω1. Let ε = (−1)(q−1)/2 and letZ2 be a long root subgroup
insideL′1= Sp2n−2(q).

By Lemma 6.1,V = CV (Q1) ⊕ [Z1,V ] and [Z1,V ] = m
∑

χ∈Ω1
M(χ) as

P ′1-modules for somem ∈ N. By Lemma 4.2,CV (Q1) = aWn−1 + b · 1 as
L′1-modules for some integersa, b � 0. Thus

V |L′1 =m(q − 1)/2 · (2Wn−1+ 1)+ aWn−1+ b · 1.
First we observe thata = m. Indeed, lett be a transvection inZ1. Then we

may assume that

τV (t)=mqn−1(−1+√εq )/2+ a
(
qn−1− 1

)
/2+ b.

Now let t ′ ∈ Z2 beG-conjugate tot . Then

τV (t
′)= m(q − 1)

2

(
1+ 2

−1+ qn−2√εq
2

)
+ a

(−1+ qn−2√εq )/2+ b.

SinceτV (t)= τV (t
′), it follows that(m− a)(qn−1− qn−2√εq )= 0, i.e.a =m,

as stated.
We will prove thatV = mWn + b · 1. The above discussion shows that this

holds forV considered as aP ′1-module.
Next we proceed to prove this equality forV as anHd -module, where 1� d �

n − 1. First we can view the componentB := Sp2n−2d (q) of Hd as a standard
subgroup ofL′1 and getWn|B = (qd + 1)/2 ·Wn−d + (qd − 1)/2 · (Wn−d + 1),
(recall thatr = 2). We can get onlyWn−d , but not its algebraic conjugate, in this
restriction, because of the condition on the spectrum of aG-conjugate ofZ1 lying
in B. SinceV =mWn + b · 1 inG0(L

′
1), one has

V |B =mqdWn−d +
(
b+m

(
qd − 1

)
/2
) · 1.
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On the other hand, the first componentA of Hd is G-conjugate to a standard
subgroup of typeSp2d(q) insideL′1, hence

V |A =mqn−dWd +
(
b+m

(
qn−d − 1

)
/2
) · 1.

The shape ofV |A and ofV |B implies that

V |A×B = xWd ⊗Wn−d + y ·Wd ⊗ 1B + z · 1A ⊗Wn−d + s · 1,
wherex ∈ Z and

y = mqn−d − x
(
qn−d − 1

)
/2, z=mqd − x

(
qd − 1

)
/2,

s = b+ (x − 2m)
(
qd − 1

)(
qn−d − 1

)
/4.

In order to determinex, we computeτV (g) in two ways, whereg = tt ′′, t ∈
Z1 � A is the abovementioned transvection, andt ′′ ∈ B is L′1-conjugate to
t ′ ∈Z2. The formula forV |P ′1 tells us that

τV (g) = mqn−2√εq(−1+√εq )/2+m
(−1+ qn−2√εq )/2+ b

= m
(−1+ εqn−1)/2+ b,

sincet acts scalarly on eachM(χ)which is anL′1-module of type(Wn−1,1,Wn−1),
and trivially on the rest. On the other hand, the shape ofV |Hd yieldsτV (g) equal
to

x(−1+ qd−1√εq )(−1+ qn−d−1√εq )
4

+ y(−1+ qd−1√εq )
2

+ z(−1+ qn−d−1√εq )
2

+ s

= xqn−2(
√
εq − q)2

4
+ m(2qn−1√εq − qn − 1)

2
+ b.

From this it follows that(x − 2m)qn−2(
√
εq − q)2 = 0, i.e.x = 2m. Hence

y = z=m, s = b, and so

V |Hd = 2mWd ⊗Wn−d +m ·Wd ⊗ 1B +m · 1A ⊗Wn−d + b · 1,
i.e.V andmWn + b · 1 agree onHd .

Next consider the subgroupH = SL2(q
n) of G. Let J be a maximal unipotent

subgroup ofH . Since J � P ′1, V = mWn + b · 1 as J -modules. Again by
inspecting the irreducible modules forH we see thatV = mWn + b · 1 as
H -modules.

It remains to deal withPj . At this point, the argument given in Section 8 as for
the caser odd goes through unchanged and thus we have shown:

Theorem 9.1. Assume thatr = 2 and n � 3. Suppose thatV is a nontrivial
irreducible kG-module such thatZ1 has only (q − 1)/2 nontrivial linear
characters onV . ThenV is a Weil module(and in particular has dimension
(qn − 1)/2).
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10. Proofs of Main Theorems for symplectic groups

Lemma 10.1. LetS = Sp4(q) with q = pf odd. Suppose thatV is an irreducible
kS-module in cross characteristicr which does not lift to zero characteristic. Then
the following statements hold.

(i) V does not have property(R1).
(ii) (p,dim(V )) = 1. In particular, if q = p then Spec(g,V ) # 1 for any

transvectiong ∈ S.
(iii) Letq = p andg ∈ S be a nontrivial product of two commuting transvections.

ThendV (g)= p.

Proof. The r-Brauer characters ofS are described in [Wh1,Wh2,Wh3]. Using
this description, one can readily check (i) and thatp � dim(V ). If q = p and
Spec(g,V ) �# 1 for a transvectiong ∈ S, then we may chooseg to be a generator
of Z1 and see thatCV (Z1)= 0, whence the dimension ofV = [Z1,V ] is divisible
by dim(M(χ))= p, a contradiction.

Under the assumptions in (iii), assume thatdV (g) < p. The casep = 3 can be
checked directly, so we will assume thatp > 3. Chooseg = zt where 1�= z ∈ Z1
andt is a transvection inL′1
 SL2(p). First observe thatU := [Q1,CV (Z1)] = 0.
For if U �= 0, then sincet has a regular orbit on the natural module forL′1, it
follows thatt has a regular orbit on the set of linearQ1-characters occurring onU .
ThusU contains a regulark〈g〉-module, contrary to the conditiondV (g) < p.
Next consider theχ -eigenspaceM(χ) ⊗ X for Z1 on V for any nontrivial
linear characterχ of Z1. We claim thatL′1 acts trivially onX. If not, then
Spec(t,M(χ)⊗X) contains all nontrivialpth rootsεi of unity by Lemma 5.5. We
may assume thatχ(z) = ε. Thus Spec(g,V ) ⊇ Spec(g,M(χ) ⊗X) # εi for all
i ∈ {0,1, . . . , p−1} \ {1}. Doing the same thing with anotherχ (recallp > 3), we
come to the conclusion that Spec(g,V ) = {εi | 0 � i � p − 1}, i.e.,dV (g) = p,
again a contradiction. Consequently,V satisfies the hypothesis of Lemma 6.2 and
thereforeV has property(R1) by that lemma. But this contradicts (i).✷
Proof of Theorem 2.2. The casen� 3 has been completed in Sections 8 and 9.
Assume thatn= 2. If V is liftable to characteristic 0, then the statement follows
from [TZ2]. If V is not liftable, then we may apply Lemma 10.1.✷
Proof of Theorem 2.1. Let V be an irreduciblekG-module of dimension less
than(qn − 1)(qn − q)/2(q + 1). By Theorem 7.3,V enjoys(R1). It remains to
apply Theorem 2.2. ✷
Proof of Theorem 2.3. By Lemma 5.4,(W) implies (R2). By Theorem 7.3,
(Q) implies(R2). Finally, (R2) implies(R1) by Proposition 7.1, so we are done
by Theorem 2.2. ✷
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Example 10.2. Let n � 2 andq be odd. The groupSp2n(q) acts as a rank 3
permutation group on the set of 1-spaces of the natural moduleF2n

q . The
submodule structure of the corresponding permutation moduleM was determined
by Liebeck in [Li] in any cross characteristicr �= 2; and the composition factors
of M (modp) were found by Zalesskii and Suprunenko in [ZS]. Using our results
one can also determine the structure ofM (mod 2).

It is known that the character ofSp2n(q) on M is 1+ αn + βn, whereαn
and βn are irreducible characters of degree(qn − 1)(qn + q)/2(q − 1) and
(qn+1)(qn−q)/2(q−1), respectively. As we mentioned in the proof of Lemma
7.2, each linear character ofQn has the form

λB :X �→ ε
trFq /Fp (Tr(BX))

for some symmetric matrixB. Some ofPn-orbits on Irr(Qn) are:O1 andO2
of length(qn − 1)/2 (corresponding to thoseB of rank 1),O3 andO4 of length
(qn−1)(qn−q)/2(q+1), respectively(qn−1)(qn−q)/2(q−1) (corresponding
to thoseB of rank 2, which define a quadratic form of type−, respectively+).
One can show that

αn|Qn =
∑
λ∈O1

λ+
∑
λ∈O2

λ+
∑
λ∈O4

λ+ qn − 1

q − 1
· 1Qn,

βn|Qn =
∑
λ∈O4

λ+ qn − q

q − 1
· 1Qn.

Let ηn andηn be the reduction modulo 2 of the two complex irreducible Weil
characters of degree(qn − 1)/2. Defineκ = 1 if n is even and 0 otherwise. We
claim that there is an irreducible Brauer characterγ such that

αn (mod 2)= (1+ κ)+ ηn + ηn + γ, βn (mod 2)= κ + γ.

Indeed, the casen = 2 was done in [Wh1]. Supposen � 3 and letγ be the
composition factor ofβn (mod 2) whose restriction toQn involvesO4. Since
βn (mod 2)− γ is trivial onQn, it is a multiple of 1Sn . NowL′n = SLn(q) cannot
act trivially on theQn-fixed points insideγ (otherwiseP ′n would have too many
fixed points). Hence the formula forβn (mod 2) follows. One can show that all
composition factors ofβn (mod 2) appear inαn (mod 2). Each composition factor
of (αn − βn) (mod 2) restricted toQn involves onlyO1, O2 (and maybe 1Qn),
hence it is trivial or a Weil module by Theorem 2.3, whence the formula for
αn (mod 2) follows. Detailed argument will be given in [LST]. Other rank 3
permutation modules of finite classical groups will be handled in [ST].

11. Representations of small unitary groups

LetG=Un(q), q = pf , andk be an algebraically closed field of characteristic
r coprime toq . Weil modules ofG are discussed in detail in [TZ2]. In particular,
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if n� 3 then there are(q+1)2 complex modules, with characterζ ijn , 0� i, j � q ,
whereζ ijn is obtained fromζ in = ζ i0n via multiplying by a linear character, andζ in
is calculated in [TZ2, Lemma 4.1]. Reduction modulor of complex Weil modules
is discussed in [DT,HM].

Let P1 be the first parabolic subgroup ofG, Q1 =Op(P1), Z1= Z(Q1). We
may think ofP1 as StabG(〈e〉F

q2 ), wheree is a nonzero isotropic vector in the

natural moduleW = Fn
q2 forG. LetS := SUn(q),P ′1= StabS(e),P ′′1 = StabG(e).

ThenP ′′1 = Q1 · L with L 
 Un−2(q) andP ′1 = Q1 · K with K 
 SUn−2(q).
For each nontrivial linear characterχ of Z1, there is an irreducible module of
dimensionqn−2 of Q1 whose restriction toZ1 is qn−2χ and which extends to an
irreducible moduleM(χ) of P ′′1 . Furthermore, ifU is anykP ′′1 -module whose
restriction toZ1 involves onlyχ , thenU 
 M(χ) ⊗ X for somekL-module
X. The last two claims can be proved using Lemma 2.1 in the preprint version
of [MT].

We say that akS-moduleV has property(W) if for somek, 3� j � n−1, the
restriction ofV to a standard subgroupSUj (q) involves only irreducible Weil and
trivial modules. Our argument will particularly rely on analyzing the behavior of
the subgroupR3 :=Op(P), whereP is the first parabolic subgroup of a standard
subgroupSU3(q) in SUn(q) if n is odd, and the subgroupR4 := Op(P), where
P is the second parabolic subgroup of a standard subgroupSU4(q) in SUn(q) if
n is even. Note thatR3 is of extra-special type of orderq3, andR4 is elementary
abelian of orderq4. A key role, similar to the role of property(R2) in the case of
symplectic groups, is played by the following two observations.

Lemma 11.1. Let V be a Weil module or a trivial module of SU3(q). Then the
restriction ofV to R3 contains no nontrivial linear character ofR3.

Proof. The claim follows from the formula forζ in given in [TZ2, Lemma 4.1].
See also Table 3.2 of [Geck].✷

Let A = U4(q) andW := 〈e1, e2, f1, f2〉F
q2 be the natural module ofA, and

let the hermitian form have the matrix
( 0 I2
I2 0

)
. Let P = StabA(〈e1, e2〉F

q2 ) and
R4=Op(P).

Lemma 11.2. In the above notation,P has two orbits, sayO1 and O2, on
the set of nontrivial linear characters ofR4, of length(q4 − 1)/(q + 1) and
q(q4 − 1)/(q + 1), respectively. The first orbit occurs on any of Weil modules
of A. Furthermore, bothO1 · O1 andO1 · O2 intersectO2. Finally, O1 is also
a P ′-orbit, and O2 splits into gcd(2, q − 1) P ′-orbits of equal length, where
P ′ = P ∩SU4(q).



320 R.M. Guralnick et al. / Journal of Algebra 257 (2002) 291–347

Proof. Fix a nonzero elementθ ∈ Fq2 such thatθq−1=−1. Then

R4=
{(

I2 θX

0 I2

) ∣∣∣X = (
a c

cq b

)
, a, b ∈ Fq, c ∈ Fq2

}
.

Thus we may identifyR4 with the space of hermitian(2× 2)-matrices overFq2.

Next,P = R4 ·C, whereC 
GL2(q
2). Any linear character ofR4 now has the

form

X �→ ε
trFq /Fp (Tr(BX))

for someB ∈ R4. Thus everyC-orbit on nontrivial linear characters ofR4 is just
aC-orbit onR4 \ {0}. The latter orbits areO1, that of thoseX of rank 1, andO2,
that of rank 2. Clearly,|O1| = (q4− 1)/(q + 1) and|O2| = q(q4− 1)/(q + 1).
Since the dimension of any Weil moduleV is less than|O2|, O1 occurs onV |Q.
The claim aboutO1 ·O1 andO1 ·O2 follows from the observation that one can
find hermitian matricesX,Y,Z ∈ R4, whereX,Y are of rank 1 andZ is of rank
2 such that the rank ofX+ Y and ofX+Z is 2. The last claim of the lemma can
be seen by direct computation.✷
Proposition 11.3. Let G = U3(q) or SU3(q) with q = pf andQ be ap-Sylow
subgroup ofG. Let V be any irreduciblekG-module such that the restriction
V |Q contains no nontrivial linear character ofQ. ThenV is a Weil module or
a module of dimension1.

Proof. (1) Because of the factorizationU3(q)= NU3(q)(Q)SU3(q) and because
any Weil module ofSU3(q) is extendible toU3(q), it suffices to prove the
proposition for G = U3(q). Also, the statement is known in the case of
characteristic 0, cf. [Geck, Table 3.2]. Hence we may assume thatV does not
lift to characteristic 0. The caseq = 2 can be checked directly, so we will assume
q > 2. A theorem of Broué and Michel [BM] asserts

Er
(
G,(s)

) := ⋃
t∈CG(s)

t an r-element

E
(
G,(st)

)
(6)

is a union ofr-blocks, wheres ∈G is a semisimpler ′-element andE(G, (st)) is
the Lusztig series [DM] of irreducible complex characters ofG corresponding to
theG-conjugacy class of the semisimple elementst. (Note that we have identified
Gwith the dual groupG∗.) Abusing notation, we also denote byEr (G, (s)) the set
of irreducibler-Brauer characters that belong to this union ofr-blocks. Assume
V belongs toEr (G, (s)). According to [FS],{χ̂ | χ ∈ E(G, (s))} forms a basic set
for the Brauer characters inEr (G, (s)), whereχ̂ denotes the restriction ofχ to
r ′-classes. Letϕ be the Brauer character ofV , 1 �= x ∈ Z(Q) andy ∈Q \Z(Q).
Recall we are assuming thatV |Q contains no nontrivial linear character ofQ, and
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r �= p. Sinceθ(1)+ (q − 1)θ(x)− qθ(y)= 0 for anyθ ∈ Irr(Q) except for the
caseθ is a nontrivial linear character, it follows that

ϕ(1)+ (q − 1)ϕ(x)− qϕ(y)= 0. (7)

(2) Now CG(s) is (U1(q))
3, GL1(q

2) × U1(q), U1(q
3), U2(q) × U1(q), or

s = 1.
We claim that in the first three casesϕ lifts to characteristic 0. Indeed, a result

of Hiss and Malle [HM, Proposition 1] states that the degree of any Brauer
character inEr (G, (s)), in particularϕ(1), is divisible by(G : CG(s))p′ . In these
three cases,CG(s) is a maximal torus. For anyt as in (6),s is a power ofst
and t ∈ CG(s), henceCG(st) = CG(s). Thus unipotent characters ofCG(st)

have degree 1, whence Lusztig’s parameterization [DM] of irreducible complex
characters ofG implies thatψ(1) = (G : CG(s))p′ for any irreducible complex
characterψ in Er (G, (s)). Therefore, all irreducible characters inEr (G, (s)), no
matter complex or Brauer, have the same degree. It follows thatϕ = ψ̂ for some
irreducible complex characterψ ∈ Er (G, (s)), as stated.

Since we assumeV does not lift to characteristic 0, none of the first three cases
can occur. In the last case we may writeϕ = a + bρ̂ + cχ̂ , wherea, b, c ∈ Z and
ρ, χ are unipotent characters ofG of degreeq(q − 1) andq3, respectively. The
condition (7) implies thatc = 0. It is well known thatρ̂ is irreducible, hence the
irreducibility of ϕ implies thatϕ = 1G or ρ̂, and so we are done asρ is a Weil
character. The fourth case can be treated similarly.✷
Lemma 11.4. Let A = SU3(q), and letW be an irreducible Weil module ofA
over k andX anykA-module. Suppose that(W ⊗X)|R3 contains no nontrivial
linear character ofR3. ThenZ(R3) acts trivially onX.

Proof. Observe thatW |R3 contains allq − 1 irreducible charactersαi , 1 � i �
q − 1, of degreeq of R3. Assume thatZ(R3) acts nontrivially onX. ThenX|R3

containsαi for somei. It follows that (W ⊗ X)|R3 containsαiαi , which is the
sum of all linear characters ofR3, contrary to the assumption.✷

LetG= SUn(q) orUn(q) with n� 4 andV be an irreduciblekG-module. We
say thatV has property(R3) if the restrictionV |R3 of V to the subgroupR3 of
a standard subgroupSU3(q) of G does not contain any nontrivial linear character
of R3. Similarly, we say thatV has property(R4) if the restrictionV |R4 of V
to the subgroupR4 of a standard subgroupSU4(q) of G contains only linear
characters ofR4 that belong to the orbitO1 (defined in Lemma 11.2) and maybe
the trivial character.

Proposition 11.5. Let S = SUn(q), n � 5, (n, q) �= (5,2). Let V be anykS-
module either with property(W) or with property(R3). ThenCV (Q1)= CV (Z1)

and theP ′1-module[Z1,V ] is a direct sum ofM(χ)’s.
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Proof. The property(W) for V implies thatV |A involves only Weil and trivial
modules, whereA = SU3(q) is any standard subgroup, and that Spec(R3,V )

contains no nontrivial linear characters ofR3 by Lemma 11.1. So we may assume
that(R3) holds.

If Wχ is the χ -eigenspace forZ1 on V , whereχ is any nontrivial linear
character ofZ1, thenWχ =M(χ)⊗X for someK-moduleX. By Lemma 11.4,
Z(R3) acts trivially onX. But the condition on(n, q) implies thatK = SUn−2(q)

is quasi-simple. HenceK acts trivially onX, and so[Z1,V ] is a direct sum of
someM(χ).

Next assume thatU := [Q1,CV (Z1)] �= 0, and consider aK-orbit O of
nontrivial linear characters ofQ1 occurring onU . We may identifyO with the
set of all vectors of fixed normµ = 0 or 1 in the natural moduleW = Fn−2

q2 for
K. Choose a basis(e1, . . . , en−2) of W in which the Gram matrix of the hermitian
form is

diag

((0 0 1
0 1 0
1 0 0

)
, In−5

)
.

In the caseµ= 0,O containsα = te1+ e3, where 0�= t ∈ Fq2 andt + tq = 0. In
the caseµ= 1,O containsα = e2+ e3. Choose a standard subgroupA= SU3(q)

insideK as the pointwise stabilizer of the subspace〈e4, . . . , en−2〉F
q2 , and let

R3= StabA(e1). Then

R3=
{

diag

((1 a b

0 1 −aq
0 0 1

)
, In−5

) ∣∣∣∣ a, b ∈ Fq2, a
q+1+ b+ bq = 0

}
,

and so no nontrivial element ofR3 fixesα. Thus if v is a nonzeroα-eigenvector
for Q1 in U , thenvR3 generates a regularkR3-module. In particular,V affords
all nontrivial linear characters ofR3, a contradiction. ✷

Next we determine thekG-modulesV with property(W), (R3), or (R4),
for G = U4(q). We use the notation of [N1] for conjugacy classes and complex
characters ofG. For any irreducibler-Brauer characterϕ of G, we define

ϕ[3] = ϕ(1)+ (q − 1)ϕ(x)− qϕ(y),

ϕ[4] = ϕ(1)+ (q − 1)ϕ(x)− qϕ(z),

wherex, respectivelyy, z, is an element of classA2(0), respectivelyA3(0),
A4(0), of G.

Lemma 11.6. LetG= U4(q) andϕ ∈ IBrr (G) be an irreducible character with
(at least one of the properties) (W), (R3), or (R4). Then
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(i) ϕ[3] = ϕ[4] = 0.
(ii) If ϕ lifts to characteristic0 thenϕ is either of degree1 or a Weil character.

Proof. (1) As we have already mentioned above,(W) implies (R3). Assume
that ϕ has property(R3). Consider a subgroupR3 inside a standard subgroup
A = SU3(q) of G. Since the central nontrivial elements ofR3 belong to class
A2(0) and noncentral elements belong to classA4(0) of G, (R3) implies that
ϕ[4] = 0.

Next we restrictϕ to the parabolic subgroupP1 = q1+4 : (U2(q) × Zq2−1)

of G and letψ be any irreducible constituent ofϕ|P1. Assume thatψ|Q1 contains
a nontrivial linear character ofQ1/Z1, whereQ1 = Op(Q1) andZ1 = Z(Q1).
Observe thatP1 has exactly two orbits on nontrivial linear characters ofQ1/Z1,
C1 of length(q + 1)(q2− 1) andC2 of lengthq(q − 1)(q2− 1). Moreover,C1 is
afforded by the complex characterγ4(0) of P1 (in the notation of [N1]), andC2 is
afforded byγ7(0). By Clifford’s Theorem, we may assume thatψ|Q1 = γj (0)|Q1

with j = 4 or 7. Now we may chooseR3 to be contained inQ1, with a nontrivial
central elementx belonging to classA2(0) and a noncentral elementz belonging
to classA6(0) of P1. Since

ρ(1)+ (q − 1)ρ(x)− qρ(z) > 0 for ρ = γ4(0) andρ = γ7(0),

we see thatψ|R3 contains nontrivial linear characters ofR3, contrary to(R3).
Next assume thatψ|Z1 contains the trivial character 1Z1. The result we have

just proved above implies thatQ1 � Ker(ψ) in this case. Thusψ is actually a
representation ofP1/Q1. Since allr-modular representations ofP1/Q1 lift to
characteristic 0, we may assume thatψ is a complex representation ofP1/Q1,
i.e. one of the representationsγi(k, l) listed in [N1] with i = 1,2,3, or 8. Choose
an elementy ∈Q1 of classA4(0) andz ∈Q1 of classA6(0) of P1. Thenγi(k, l)
takes the same value aty andz for i = 1,2,3, and 8. Henceψ(y)=ψ(z).

Finally, assume thatψ|Z1 does not contain 1Z1. Then each irreducible
constituent ofψ|Q1 is of degreeq2 and vanishes at bothy and z, as they are
not central inQ1. Thus we again haveψ(y)=ψ(z).

We have shown thatϕ(y)= ϕ(z). Note thaty belongs to classA3(0) of G and
z belongs to classA4(0) of G. Henceϕ[4] = 0 impliesϕ[3] = 0.

(2) Assumeϕ has property(R4). We restrictϕ to the parabolic subgroup
P2 = R4 :GL2(q

2) of G and letψ be any irreducible constituent ofϕ|P2. Here
R4 contains some elementx from classA2(0) of G and some elementy from
classA3(0) of G. By assumption, eitherψ|R4 is trivial or it yields the short orbit
O1 of R4-characters. SinceO1 is afforded by the characterχ19(0,1) of G (in the
notation of [N1]), we easily check thatϕ[3] = 0.

Assume thatψ|R4 contains the trivial character 1R4. Thenψ is actually a
representation ofP2/R4. Since allr-modular representations ofP2/R4 lift to
characteristic 0, we may assume thatψ is a complex representation ofP2/R4,
i.e. one of the representationsβi(k, l) listed in [N1] with i = 1,2,3, or 8. Choose
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an elementy ∈ P2 of classA4(0) andz ∈ P2 of classA5(0) of P2. Thenβi(k, l)
takes the same value aty andz for i = 1,2,3 and 8. Henceψ(y)=ψ(z).

Assume thatψ|R4 yields the orbitO1. Thenψ = λP2, whereλ is an irreducible
Brauer character of the inertia groupI = R4([q2] : (U1(q) × GL1(q

2))) of an
R4-characterα ∈O1. SinceI is solvable,λ lifts to characteristic 0 by the Fong–
Swan Theorem. Hence we may assume thatψ is a complex representation ofP2
yielding onlyO1, i.e. one of the representationsβi(k, l) listed in [N1] with i = 4
or 5. One can check thatβi(k, l) takes the same value aty andz for i = 4 and 5.
Henceψ(y)=ψ(z).

We have shown thatϕ(y)= ϕ(z). Note thaty belongs to classA3(0) of G and
z belongs to classA4(0) of G. Henceϕ[3] = 0 impliesϕ[4] = 0.

(3) Now assumeϕ[4] = 0 andϕ lifts to characteristic 0. Thenϕ is either Weil
or of degree 1, according to [TZ2, Lemma 4.10].✷
Proposition 11.7. LetG= U4(q) or SU4(q) andϕ ∈ IBrr (G) be an irreducible
Brauer character with(at least one of the properties) (W), (R3), or (R4). Then
ϕ is either of degree1 or a Weil character.

Proof. (1) Clearly, it suffices to prove the statement forU4(q), so we will assume
thatG = U4(q). The caseq = 2 can be checked directly using [Atlas,JLPW],
hence we assumeq > 2. By Lemma 11.6, we may assume thatϕ[3] = ϕ[4] = 0
andϕ does not lift to characteristic 0. Using the result of Broué and Michel [BM],
we assume thatϕ belongs toEr (G, (s)), wheres is a semisimpler ′-element.
Again according to [FS],{χ̂ | χ ∈ E(G, (s))} forms a basic set for the Brauer
characters inEr (G, (s)).

(2) Arguing as in part (2) of the proof of Proposition 11.3, one can show
that if CG(s) is any of the toriGL1(q

4), (GL1(q
2))2, GL1(q

2) × (U1(q))
2,

U1(q)×U1(q
3), and(U1(q))

4, thenϕ lifts to characteristic 0. So we may assume
thatCG(s) is none of those tori.

Assume thatCG(s) is GL2(q
2), GL1(q

2)× U2(q), or U2(q)× (U1(q))
2. In

each of these cases, we can find two charactersα,β ∈ E(G, (s)) anda, b ∈ Z
such thatϕ = aα̂ + bβ̂. The equationsϕ[3] = ϕ[4] = 0 imply thata = b = 0,
a contradiction.

Suppose thatCG(s) = (U2(q))
2. In this case, we can choose 4 characters

α,β, γ, δ ∈ E(G, (s)) (they are certainχi(k, l) with i = 22, 21, 21, and 20,
respectively, in the notation of [N1]), anda, b, c, d ∈ Z, such thatϕ = aα̂+ bβ̂+
cγ̂ +dδ̂. The conditionsϕ[3] = ϕ[4] = 0 imply thata =−d andb+c= d(1−q).
Sinceϕ(1)= d(q2+ 1)(q2− q + 1)(q − 1), we haved > 0. But in this case the
multiplicity of 1R4 in ϕ|R4 is−d(q2+ 1)(q − 1) < 0, a contradiction.

Suppose thatCG(s)=U3(q)×U1(q). In this case, we can choose 3 characters
α,β, γ ∈ E(G, (s)) (they are certainχi(k, l) with i = 19, 17, and 18, respectively,
in the notation of [N1]), anda, b, c ∈ Z, such thatϕ = aα̂ + bβ̂ + cγ̂ . The
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conditionsϕ[3] = ϕ[4] = 0 imply that b = c = 0. Sinceα is a Weil character
andϕ = aα̂, ϕ is also a Weil character.

(3) Finally, suppose thats = 1, i.e., ϕ belongs to a unipotent block. The
decomposition matrix

D =


1
a1 1
a2 b2 1
a3 b3 c3 1
a4 b4 c4 d4 1


of the block (in the standard ordering of the unipotent characters, which are
χi(0), with i = 1, 14, 12, 13, and 11, respectively, in the notation of [N1]), is
approximated by

D =


1
1 1
2 1 1
1 0 1 1
1 1 1 q 1

 ,

cf. [HM, Proposition 6]. Writingϕ as aZ-combination ofχ̂i (0) and using the
condition ϕ[3] = ϕ[4] = 0, we see thatϕ must be a linear character, a Weil
character, or the last Brauer character in the block. In the first two cases we are
done. In the third case,ϕ[3] = q4(q2− c4−d4(q− c3)) > 0, as can be seen using
the above approximation ofD. ✷
Proposition 11.8. LetG= U5(q) or SU5(q) andϕ ∈ IBrr (G) be an irreducible
Brauer character with(at least one of the properties) (W), (R3), or (R4). Then
ϕ is either of degree1 or a Weil character.

Proof. (1) Clearly, it suffices to prove the statement forU5(q), so we will assume
that G = U5(q). The caseq = 2 can be checked directly from [Atlas,JLPW],
hence we assumeq > 2.

Note that(R4) implies(W). For, ifϕ has property(R4), then every constituent
ψ of ϕ|A also satisfies(R4), whereA
 SU4(q) is a standard subgroup ofG. By
Proposition 11.7,ψ is either trivial or Weil character, whenceϕ satisfies(W).

Let V be a kG-module affordingϕ and ϕ as in the proposition. By
Proposition 11.5,V = CV (Q1)⊕ [Z1,V ], and theP ′1-module[Z1,V ] is a direct
sum ofM(χ). HereQ1 = q1+6, Z1 = Z(Q1). Let s be ther ′-part of q + 1.
By Lemma 4.2, every constituent ofCV (Q1) is either trivial or a Weil module
for L′1 = SU3(q). According to [DT, Theorem 7.2], there are some integers
a, bi, c ∈ Z such that

ϕ|P ′1 = a
∑

1Z1 �=χ∈IBrr (Z1)

M(χ)+
s−1∑
i=0

biζ
i
3+ c · 1P ′1. (8)
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Here ζ im, 0 � i � q , are Weil characters ofSUm(q). In particular, ζ i3(1) =
(q2− q + 1)− δi,0. Let t ∈ Z1 be a transvection. Then (8) yields

ϕ(t)=−aq3+ (
q2− q

)
b0+

(
q2− q + 1

) s−1∑
i=1

bi + c.

Next, lett ′ ∈ L′1 be a transvection. Then

ϕ(t ′)=−aq2(q − 1)− qb0− (q − 1)
s−1∑
i=1

bi + c,

cf. [TZ2, Lemma 4.1]. Sincet andt ′ are conjugate inG, ϕ(t)= ϕ(t ′), whence

a =
s−1∑
i=0

bi. (9)

On the other hand, branching formula for Weil characters [T1] yields

ζ i5

∣∣
P ′1
=

∑
1Z1 �=χ∈IBrr (Z1)

M(χ)+ ζ i3. (10)

Altogether (8)–(10) imply that the restrictions ofϕ and
∑s−1

i=1 biζ
i
5+ c to P ′1, and

so to ap-Sylow subgroupT of G, are the same.
(2) For i = 1, . . . ,7, let xi ∈ T be an element of classA1i (0) in G (in the

notation of [N2]). For any Brauer characterφ of G, let

φ[j ] =
{
φ(x1)+ (q − 1)φ(x2)− qφ(xj ), j = 3,4,
φ(x2)+ (q − 1)φ(x3)− qφ(xj ), j = 5,6,
φ(x4)+ (q − 1)φ(x6)− qφ(x7), j = 7.

Observe thatζ i5[j ] = 0 for any i and j and clearlyρ[j ] = 0 for the trivial
characterρ. Hence the result of part (1) implies that

ϕ[j ] = 0, 3 � j � 7. (11)

If ϕ lifts to characteristic 0, then already the two relationsϕ[3] = ϕ[4] = 0
imply thatϕ is either of degree 1 or Weil, cf. [TZ2, Lemma 4.10]. Therefore we
will assume thatϕ does not lift to characteristic 0.

(3) Assume thatϕ belongs toEr (G, (s)), wheres is a semisimpler ′-element.
We may also assume thatCG(s) is none of the toriU1(q

5), GL1(q
4) × U1(q),

(GL1(q
2))2 × U1(q), GL1(q

2) × U1(q
3), GL1(q

2) × (U1(q))
3, U1(q

3) ×
(U1(q))

2, and(U1(q))
5, since in any of these casesϕ would lift to characteristic 0,

as one can see by arguing as in part (2) of the proof of Proposition 11.3.
Assume thatCG(s) isGL2(q

2)×U1(q),GL1(q
2)×U2(q)×U1(q),U1(q

3)×
U2(q), U2(q)× (U1(q))

3, GL1(q
2)× U3(q), U3(q)× (U1(q))

2, or (U2(q))
2×

U1(q). In each of these cases, we can findt = 2, 3, or 4 charactersαk ∈ E(G, (s))
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andak ∈ Z such thatϕ =∑t
k=1akα̂k . Equations (11) imply thatak = 0 for all k,

a contradiction.
Assume thatCG(s) is U3(q) × U2(q). In this case we may writeϕ =∑6
k=1akβ̂k for certain charactersβk ∈ E(G, (s)) (they are labeled asA3k(i, j)

in [N2], with 1 � k � 6) andak ∈ Z. Equations (11) imply thata1= a6= 0 and
−a2= a3= a4= a5, whenceϕ(1)= 0, a contradiction.

Assume thatCG(s) is U4(q) × U1(q). In this case we may writeϕ =∑5
k=1akγ̂k for certain charactersγk ∈ E(G, (s)) (they are labeled asA2k(i, j)

in [N2], with 1 � k � 5) andak ∈ Z. Equations (11) imply thatak = 0 for k � 4,
whenceϕ(1)= a5γ̂5. Sinceγ5 is a Weil character,ϕ is a Weil character.

Finally, assume thats = 1, i.e.ϕ is a unipotent block. In this case we may write
ϕ =∑7

k=1 akδ̂k for certain unipotent charactersδk (they are labeled asA1k(i, j)

in [N2], with 1 � k � 7) andak ∈ Z. Equations (11) imply thatak = 0 for k � 5,
whenceϕ(1) = a6δ̂6 + a7δ̂7. Sinceδ6 is a Weil character andδ7 is the trivial
character, we are done.✷

12. Representations of large unitary groups

First we give an upper bound for the dimension of any moduleV satisfying the
conclusion of Proposition 11.5.

Lemma 12.1. Let S = SUn(q), n � 6, andM :=M(χ) be the afore described
irreduciblekP ′1-module of dimensionqn−2. Then

dimHomkS

(
MS,MS

)
�


2q4+ 3q3+ 3q2− q − 2, if n > 6 is odd,
q4+ 3q3+ 4q2− q − 2, if n > 6 is even,
q4+ 3q3+ 4q2− q − 2, if n= 6 but2 | q,
q4+ 3q3+ 5q2+ q − 1, if n= 6 and2 � q.

Proof. To ease the notation, denoteH = P ′1. LetA be a set of representatives of
H\S/H . For anya ∈ A, defineHa , Ma , M ′

a as in Corollary 4.9. By Frobenius
reciprocity and Mackey’s Theorem,

HomkS

(
MS,MS

) 
 HomkH

((
MS

)∣∣
H
,M

)
HomkH

(⊕
a∈A

(
M ′

a

)H
,M

)



⊕
a∈A

HomkH

((
M ′

a

)H
,M

)
(sinceM is irreducible)



⊕
a∈A

HomkHa

(
M ′

a,Ma

)
.

The dimension of each hom-space in the latter sum will be bounded using
Corollary 4.9.
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LetW = Fn
q2 be the natural module forS, with hermitian formu◦v and a basis

(e1, . . . , en) with Gram matrix

diag

((
0 1
1 0

)
,

(
0 1
1 0

)
, In−4

)
.

Then we may assume thatH = StabS(e1). The double cosets ofH in S

correspond to(2q2− 1) H -orbits on nonzero isotropic vectors inW , which are
{λe1}, {v ∈W | e1 ◦ v = λ, v ◦ v = 0}, and{0 �= v ∈W | v ◦ v = e1 ◦ v = 0}, where
λ ∈ F∗

q2.

For the first kind of double cosets, we may choosea = diag(λ,λ−q , In−3, λ
q−1)

(in the chosen basis), and observe thata normalizesHa = H . SinceMa is irre-
ducible in this case,[Ma,Ma]Ha = 1.

For the second kind, choose

a = diag

((
0 λ−q
λ 0

)
, In−3,−λq−1

)
,

and note thata normalizesHa = K = StabS(e1, e2) 
 SUn−2(q). The character
of Ma is

∑q
i=0 ζ

i
n−2. From [DT, §7] it follows that[Ma,Ma]Ha � (q + 1)2+ q2

if n is odd, and� 1+ (q + 1)2 if n is even.
For the last orbit, choose

a = diag




0 0 1 0
0 0 0 1
1 0 0 0
0 1 0 0

 , In−4

 ,

and observe thata2 = 1. HereHa = StabS(e1, e3). We consider the subgroup
J := StabS(e1, e2, e3) of Ha , which plays the rôle ofP ′1 for K = StabS(e1, e2)

SUn−2(q). The character ofM|K has just been described above. Next, the
restriction ofζ in−2 to J is the sum ofζ in−4 (a Weil character ofSUn−4(q) < J

inflated toJ ), and(q − 1) pairwise distinct irreducible modules, which are the
analogues ofM(χ) for J . It follows that

[Ma,Ma]Ha �


(q + 1)2+ q2+ (q − 1)(q + 1)2 if n is odd,
(q + 1)2+ 1+ (q − 1)(q + 1)2 if eithern > 6 is even

or n= 6 butq is even,
2(q + 1)2+ 1+ (q − 1)(q + 1)2 if n= 6 andq is odd.

As we have mentioned above, the chosen representativesa satisfy the hypothesis
of Corollary 4.9, whence dimHomkHa (M

′
a,Ma)� [Ma,Ma]Ha . Thus

dimHomkS

(
MS,MS

)
�
∑
a∈A
[Ma,Ma]Ha
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�


q4+ 3q3+ 4q2− q − 2 if n > 6 is even or

if n= 6 butq is even,
q4+ 3q3+ 5q2+ q − 1 if n= 6 andq is odd,
2q4+ 3q3+ 3q2− q − 2 if n > 6 is odd.

✷

Corollary 12.2. Let G= Un(q) or SUn(q) with n � 6. Let V be an irreducible
kG-module such thatCV (Z1) = CV (Q1) and that theP ′1-module [Z1,V ] is
a direct sum of someM(χ). Then for any composition factorV ′ of the kS-
moduleV , whereS = SUn(q), we havedim(V ′)� 2qn−2(q − 1)κ , where

κ �


⌊
(q4+ 3q3+ 4q2− q − 2)1/2

⌋
, if n > 6 is even or

if n= 6 but2 | q,⌊
(q4+ 3q3+ 5q2+ q − 1)1/2

⌋
, if n= 6 and2 � q,⌊

(2q4+ 3q3+ 3q2− q − 2)1/2
⌋
, if n > 6 is odd.

Proof. If G = Un(q), we still haveV ′ = CV ′(Q1) ⊕ [Z1,V
′], and thekP ′1-

module[Z1,V
′] is a direct sum of someM(χ), sinceP ′1 < S. Let Wχ be the

χ -eigenspace forZ1 on V ′, whereχ is a nontrivial linear character ofZ1.
Then Wχ is a direct sum of sayκ copies ofM(χ). By Lemma 4.8,κ2 �
dimHomkS(M(χ)S,M(χ)S), whence the bound onκ follows from Lemma 12.1.
This is true for anyχ , hence dim(V ′)� 2 dim([Z1,V

′])� 2qn−2(q − 1)κ . ✷
Theorem 12.3. Let G = Un(q) or SUn(q) with n � 3. Let V be an irreducible
kG-module such thatCV (Z1) = CV (Q1) and that theP ′1-module [Z1,V ] is
a direct sum of someM(χ). ThenV is either a Weil module or a module of
dimension1.

Proof. (1) If n� 5 then we may choose a subgroupR3 insideQ1 and containing
Z(Q1), hence the assumption onV implies (R3), and so we are done by
Propositions 11.3, 11.7, and 11.8. So we may assumen � 6. First we assume,
in addition, that(n, q) �= (6,2), (6,3), (7,2). LetV ′ be any composition factor of
theSUn(q)-moduleV . The statement is clear if dim(V ′)= 1, so we assume that
dim(V ′) > 1. Then Corollary 12.2 and the assumption on(n, q) imply that

dim(V ′) <
{
qn−2

(
qn−2− q

)
(q − 1)/(q + 1) if n is odd,

qn−2
(
qn−2− 1

)
(q − 1)/(q + 1) if n is even,

where char(k) = r. By [HM], V ′ is an irreducible Weil module ofS. Since any
Weil module is extendible toUn(q) and sinceV is irreducible, we conclude that
V = V ′ andV is a Weil module.

(2) Suppose that(n, q) = (6,2). The assumptionCV (Z1) = CV (Q1) implies
thatV |Q1 does not contain any nontrivial linear character ofQ1 = 21+8+ . Hence
(φ(1) + φ(z))/2 = φ(x) = φ(y), whereφ is the Brauer character ofV , z is
the central involution ofQ1 (of class 2A of G, in the notation of [Atlas]),
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x ∈ Q1 \ Z(Q1) is of order 2 (of class 2B of G), andy ∈ Q1 \ Z(Q1) is of
order 4 (of class 4A of G). Inspecting ther-Brauer character table ofG [JLPW]
with r �= 2, we see that the only irreducible Brauer characters satisfying this last
condition are Weil or trivial.

For the remaining cases we may assume thatG = Un(q) and denoteS =
SUn(q). We will identify G with G∗ and use some results of [HM].

(3) Suppose that(n, q)= (7,2). SinceG
 S×Z3, any irreducibleG-module
restricts irreducibly toS. By Corollary 12.2, dim(V ) � 520. Thus dim(V ) is
less than the third (nontrivial) complex degree ofG, which is 860 according to
[TZ1, Table V]. Hence [HM, Proposition 1] implies thatV belongs toEr (G, (s)),
wheres = 1 or s is such thatCG(s) = Un−1(q)× U1(q). The assumption onV
also implies thatV satisfies the conclusion of [HM, Lemma 10], therefore we
may apply [HM, Lemma 14] toV . ThusV is a modular constituent of either a
unipotent characterχλ labeled by the partitionλ= (6,1), (4,3), (4,2,1), (4,13)

of 7, or a complex characterχs,λ labeled bys �= 1 andλ = (6), (5,1), (4,2),
(4,12), (3,3), (3,2,1). In the former case, the fragment of the decomposition
matrix of the principalr-block of G corresponding to all partitions of 7 which
are larger or equal to(4,13) is approximated by [HM, Proposition 8]. This
information is enough to show that either dim(V ) � 858 orV is Weil. In the
latter case, the fragment of the decomposition matrix forE(G, (s)) corresponding
to all partitions of 6 which are larger or equal to(3,2,1) is approximated
by [HM, Proposition 7]. Again, this information allows us to show that either
dim(V )� 43· 21 orV is Weil. Thus we conclude thatV is a Weil module.

(4) Finally, assume that(n, q) = (6,3). Let V ′ be an irreducible constituent
of theS-moduleV . By Corollary 12.2, dim(V ′) � 4536. Observe that the third
complex degree ofS is 5551 (cf. [TZ1, Table V]), and the complex characters
of the first two degrees extend toG. Hence, an easy argument using [HM,
Proposition 1] shows thatV belongs toEr (G, (s)), wheres = 1 or s is such that
CG(s) = Un−1(q)× U1(q). SinceG
 (S ∗ Z(G)) · Z2, dim(V ) � 2 dim(V ′) �
9072. The assumption onV also implies thatV satisfies the conclusion of [HM,
Lemma 10], therefore we may apply [HM, Lemma 14] toV . ThusV is a modular
constituent of either a unipotent characterχλ labeled by the partitionλ= (5,1),
(3,3), (3,2,1), (3,13) of 6, or a complex characterχs,λ labeled bys �= 1 and
λ= (5), (4,1), (3,2), (3,12), (2,2,1), (2,13). In the former case, the fragment
of the decomposition matrix of the principalr-block of G corresponding to all
partitions of 6 which are larger or equal to(3,13) is approximated by [HM,
Proposition 7]. Using this, we can show that either dim(V ) � 10735, orV is
Weil, or V is labeled by(4,2). But in the last case dim(V ) � 5547 andV |S
is irreducible, as shown in the proof of Theorem 16 of [HM], so dim(V ′) =
dim(V ) � 5547, a contradiction. SupposeV ∈ Er (G, (s)) with s �= 1. In this
case, the fragment of the decomposition matrix forE(G, (s)) corresponding to
all partitions of 5 which are larger or equal to(2,13) is approximated by [HM,
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Proposition 6]. Again, this information allows us to show that either dim(V ) �
182· 60 orV is Weil. Thus we conclude thatV is a Weil module. ✷
Proof of Theorem 2.5. It follows from Propositions 11.7, 11.8 whenn = 4, 5,
and from Proposition 11.5 and Theorem 12.3 whenn > 5.

This theorem yields the following surprising consequence.

Corollary 12.4. LetG= SUn(q) or Un(q), n � 3, andV be an irreduciblekG-
module such thatV |Q1 contains no nontrivial linear character ofQ1. ThenV is
either of degree1 or a Weil module.

Proof. We may embed a subgroupR3 in such a way thatZ(R3) = Z(Q1). The
assumption onV now implies thatV |R3 contains no nontrivial linear character
of R3, that isV has property(R3). Let A 
 SU3(q) be a standard subgroup
containingR3. By Proposition 11.3, all composition factors ofV |A are trivial
or Weil, whenceV has property(W) and soV is either of degree 1 or Weil by
Theorem 2.5. ✷

If n= 2m, thenQm is abelian. Ifn= 2m+ 1, then we may identifyQm with
the set{[X,a] ∣∣X ∈Mm(Fq2), a ∈ Fm

q2, X+ tX(q) + a · t a(q) = 0
}
,

with the group operation[X,a] · [Y,b] = [X+ Y − a · t b(q), a+ b]. ThenZ(Qm)

consists of all elements of the form[X,0].

Lemma 12.5. Let S = SUn(q) with n � 5. Setm = [n/2]. ThenPm acts on the
set of nontrivial linear characters ofZ(Qm) with one orbit of length(q2m − 1)/
(q+1), and one orbit of lengthl2 := (q2m−1)(q2m−1−q)/(q2−1)(q+1). The
first orbit occurs on any Weil module ofS. All the remaining orbits have length
greater than(q2m− 1)(q2m−1+ 1)/(q2− 1)(q + 1).

Proof. One can identifyZ(Qm) with the space of skew-hermitian(m × m)-
matrices overFq2, and then the action ofPm on Z(Qm) reduces to the action
of Lm := GLm(q

2) if n is odd, andLm := SLm(q2) · Zq−1 if n is even, via
X �→ tA(q)XA for X ∈ Z(Qm) andA ∈ Lm. Here(q) is theq th Frobenius map.
Any linear character ofZ(Qm) now has the formX �→ ε

trFq /Fp (Tr(BX)) for some
B ∈Z(Qm). Thus everyLm-orbit on nontrivial linear characters ofZ(Qm) is just
an orbit ofLm on Z(Qm) \ {1}. Assume the latter orbit contains a matrixX of
rankj . If j =m� 3 then theSLm(q2)-orbit of X has length equal to(SLm(q2) :
Um(q)), which is clearly larger than(q2m − 1)(q2m−1+ 1)/(q2− 1)(q + 1). If
j = m = 2 thenn = 5 is odd, and ifj � m− 1 then theSLm(q2)-orbit and the
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GLm(q
2)-orbit of X are the same. Thus in the remaining cases we may assume

thatLm = GLm(q
2). Then the stabilizer ofX in Lm is [q2j (m−j)] · (Uj (q) ×

GLm−j (q2)). So the length of this orbit is(q2m − 1)/(q + 1) if j = 1 (there is
exactly one orbit of this kind),(q2m−1)(q2m−1−q)/(q2−1)(q+1) if j = 2, or
larger than(q2m − 1)(q2m−1+ 1)/(q2− 1)(q + 1) if j � 3. The Weil characters
of S when restricted toQn give us the orbit of smallest length.✷
Lemma 12.6. Letn= 2m+ 1 andφ be an irreducible character ofQm. Suppose
thatφ|Z(Qm) contains a linear characterα corresponding to a matrixB of rankj
(in the notation of the proof of Lemma12.5). Thenφ(1)= qj .

Proof. Again we identifyZ(Qm) with the skew-hermitian(m × m)-matrices
overFq2. LetN = {X ∈ Z(Qm) | Tr(BX)= 0}. ThenN✁Qm sinceN �Z(Qm),
andN � Ker(α) � Ker(φ). Moreover,Qm/N 
 C1× C2, whereC1 is of extra-
special type of orderq1+2j with Z(C1) � Ker(α), andC2 is elementary abelian
of orderq2m−2j . Hence the claim follows. ✷
Proof of Theorem 2.6 (evenn).

(1) Assume thatn = 2m � 6 andV as in the theorem. By Lemma 12.5,
there is a formal sumV ′ of Weil modules and maybe trivial modules ofS
such thatV |Qm = V ′|Qm . Let W := 〈e1, . . . , em,f1, . . . , fm〉F

q2 be the natural

module ofS, and let the hermitian form have the matrix
( 0 Im
Im 0

)
. We may assume

Pm = StabS(〈e1, . . . , em〉F
q2 ) andP1= StabS(〈em〉F

q2 ).

Consider the standard subgroupA′ 
 SU4(q) as the pointwise stabilizer of
〈ej , fj | 3 � j � m〉F

q2 . Adding a torus of orderq + 1 toA′, we get a subgroup
A 
 U4(q) of S that induces the full unitary group on〈e1, e2, f1, f2〉F

q2 . Then
the afore defined subgroupR4 := StabA(e1, e2) of A is contained inQm. Since
V ′|A involves only Weil and trivial modules ofA, Lemma 11.2 implies that
Spec(R4,V ) contains only(q4 − 1)/(q + 1) nontrivial linear characters ofR4
(namely, the ones inO1).

(2) Here we show that theP ′1-module[Z1,V ] is a direct sum of someM(χ).
Again, if χ is a nontrivial linear character ofZ1, then theχ -eigenspace ofZ1 on
V is M(χ)⊗X for someK-moduleX, whereK 
 SUn−2(q). By Lemma 11.2,
Spec(R4,M(χ)) ⊃ O1. If R4 acts nontrivially onX, then the last statement
of Lemma 11.2 implies that Spec(R4,V ) contains a nontrivial linear character
from O2, contrary to the conclusion of part (1). HenceR4 acts trivially onX,
whenceK also acts trivially onX, sinceK = SUn−2(q) is quasi-simple.

(3) Next we show thatCV (Z1) = CV (Q1). Assume the contrary:U :=
[Q1,CV (Z1)] �= 0, and consider aK-orbit O on nontrivial linearQ1-characters
occurring onU . Then we may identifyO either with the set of all nonzero
isotropic vectors inW ′ := 〈ej , fj | 1 � j � m − 1〉F

q2 , or with the set of all
vectors of norm, say, 1 inW ′. In the former case, chooseα ∈O to bef1. In the
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latter case, chooseα ∈O to bete1+ f1, wheret ∈ Fq2 andt + tq = 1. In either
case,R := StabR4(α) is of orderq . LetUα be theα-eigenspace ofZ1 onU . Since
R fixesUα , R fixes an 1-subspace〈v〉k in U . Let λ be the character ofR on this
1-subspace. Thenλ has exactlyq3 different extensions toR4, and the sum of them
is exactlyλR4. SinceλR4 is the character of thekR4-submodule generated byv,
we have shown thatU affords at leastq3 distinct linear characters ofR4. This
contradicts the conclusion of part (2), becauseq3− 1> (q4− 1)/(q + 1).

From parts (2) and (3) and Lemma 4.2 it follows thatV |K involves only Weil
and trivial modules ofK = SUn−2(q). We will need this consequence for the
proof of the theorem in the casen is odd.

(4) The results of parts (2) and (3) imply thatV satisfies the hypothesis of
Theorem 12.3, and so we are done.✷
Proof of Theorem 2.6 (oddn).

Assume thatn = 2m + 1 � 5 andV as in the theorem. By Lemma 12.5,
there is a formal sumV ′ of Weil modules and maybe trivial modules ofS such
thatV |Z(Qm) = V ′|Z(Qm). LetW := 〈e1, . . . , em,f1, . . . , fm,g〉F

q2 be the natural
module ofS, and let the hermitian form have the matrix( 0 Im 0

Im 0 0
0 0 1

)
.

We may assumePm = StabS(〈e1, . . . , em〉F
q2 ) andP1 = StabS(〈em〉F

q2 ). Then
Z(Qm) = StabS(e1, . . . , em,g) and so it plays the rôle of the subgroupQm for
T := StabS(g) 
 SU2m(q). Since the restriction ofV ′ to T involves only Weil
and trivial modules ofT , we see that every composition factor of theT -module
V satisfies the hypothesis and therefore also the conclusion of part (1) of the proof
of Theorem 2.6 for evenn (as we mentioned at the end of the proof of Theorem 2.6
for evenn, the restriction ofV to the standard subgroupM := SUn−3(q) involves
only Weil and trivial modules ofM). ThusV has property(W), and so we are
done by Theorem 2.5.✷

To prove Theorem 2.7, we compare the Brauer character in question to an
irreducible complex characterϑ of degree(qn − 1)(qn−1+ 1)/(q + 1)(q2− 1)
if n is even, and(qn + 1)(qn−1 − q2)/(q + 1)(q2 − 1) if n is odd. Such a
character exists by [TZ1, Corollary 4.2]. As shown in [T2],ϑ is a constituent
of the permutation characterω of SUn(q) on the natural moduleFn

q2.
For a finite group of Lie typeL, let dr(L) be the smallest degree> 1 of an

irreducible representation ofL in cross characteristicr. We letm = [n/2] and
consider the subgroupP ′m =Qm : L′m of Pm, whereL′m 
 SLm(q2).

Lemma 12.7. Let S = SUn(q) with n � 4. Let ω be the above permutation
character ofS. Then the multiplicity of1P ′m in ω|P ′m is at mostq2+ q + 1.
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Proof. The multiplicity in question is exactly the number ofP ′m-orbits on
the vectors of the natural moduleV . First assume thatn = 2m and consider
a symplectic basis(e1, . . . , em,f1, . . . , fm) of V . ThenPm may be identified with
StabS(U), whereU = 〈e1, . . . , em〉F

q2 . Clearly,L′m acts transitively on nonzero
elements ofU andV/U , andQm acts on the cosetf1 + U with q orbits. Thus
the number ofP ′m-orbits onV is at mostq + 2. Next assumen = 2m + 1.
Then we may writeV = 〈e1, . . . , fm,g〉F

q2 , with g orthogonal to allei , fi . Let

U ′ = 〈e1, . . . , em,g〉F
q2 . Clearly,L′m acts transitively on nonzero elements ofU

andV/U ′. Furthermore,Qm acts on the cosetf1+U ′ with q orbits, andL′m acts
transitively on the cosetg + U . Thus the number ofP ′m-orbits onV is at most
1+ 1+ q + (q2− 1)= q2+ q + 1. ✷
Proof of Theorem 2.7 (evenn).

Let V be as in the theorem andn = 2m � 6. If q = 2 or if all Pm-orbits
of nontrivial linear characters ofQm occurring onV are of length less than
l2 := (qn − 1)(qn−1 − q)/(q + 1)(q2 − 1), then the statement follows directly
from Theorem 2.6. Hence we will assume thatq > 2 and at least one ofPm-orbit
of Qm-characters onV has length at leastl2. Since dim(V ) < d(n, q, r) <

(qn−1)(qn−1+1)/(q+1)(q2−1), this orbit is exactly the (unique)Pm-orbit of
lengthl2 by Lemma 12.5. Since dim(V )− l2 < (qn−1)/(q+1), all the remaining
Qm-characters onV are trivial. LetW be the complex module ofS affording
the characterϑ . The same argument as above but applied toW shows that the
Qm-moduleW yields the abovePm-orbit of lengthl2 and dim(W)− l2 times the
trivial character. Thus we may write

V |Qm = V1⊕CV (Qm), W |Qm =W1⊕CW(Qm), (12)

whereV1 andW1 afford the sameQm-character.
Let τ be the Brauer character ofV . Let g ∈ L′m 
 SLm(q2) be a transvection

(in L′m). Theng is Un(q
2)-conjugate to an elementg′ ∈Qm (one may chooseg′

to have the matrix
(Im X

0 Im

)
in some symplectic basis of the natural module, where

X ∈Mm(Fq2) is diagonal skew-hermitian of rank 2). Sincem � 3, we see that

CUn(q2)(g
′) · S = Un(q

2), whenceg′ andg areS-conjugate. From (12) it now
follows that

τ (g)− ϑ(g)= τ (g′)− ϑ(g′)= dim(V )− dim(W)= τ (1)− ϑ(1). (13)

Clearly,L′m acts onV1 andW1, with (Brauer) characters sayτ1 andϑ1. Since
m � 3, the proof of Lemma 12.5 shows thatL′m acts transitively on the linear
characters ofQm occurring onV1 andW1, with stabilizer

H = [
q4(m−2)] · (SU2(q)×SLm−2(q

2)
) ·Zq+1.

Thusτ1= αL
′
m andϑ1= βL

′
m for some linear (Brauer) charactersα andβ of H .
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Claim thatH/H ′ is ap′-group, whereH ′ = [H,H ]. For, if m � 4 then the
normal subgroupQ := [q4(m−2)] of H is the sum of two natural modules for
SLm−2(q

2). If m = 3 thenQ is the sum of two natural modules forSU2(q) 

SL2(q). In either case, we then haveQ � H ′. Next,SLm−2(q

2) is perfect. Also,
SU2(q) is perfect ifq � 4 andSU2(3)/[SU2(3),SU2(3)] 
 Z3. Hence the claim
follows.

Now we haveOp′(H)�H ′, and soα = β onOp′(H). By Lemma 4.10,

τ1(g)= ϑ1(g). (14)

Let τ2, respectivelyϑ2, be the L′m-character ofCV (Qm), respectively of
CW(Qm). From (13) and (14) it follows that

τ2(g)− ϑ2(g)= τ2(1)− ϑ2(1). (15)

Observe that

τ2(1) = dim(V )− l2 < d(n, q, r)− l2= qn − 1

q2− 1
− 1− κn(q, r)

= dr(L
′
m),

sinceL′m = SLm(q2) and m � 3, q � 3, cf. [GT1]. It follows thatL′m acts
trivially on CV (Qm), whenceτ2(g) = τ2(1). But in this case (15) implies
that ϑ2(g)= ϑ2(1). SinceL′m is generated by transvections, we come to the
conclusion thatL′m acts trivially onCW(Qm). ThusCW(P ′m) equalsCW(Qm) and
so has dimension(qn−1)/(q2−1)� q4+q2+1. This last inequality contradicts
Lemma 12.7, sinceϑ is a constituent ofω ✷.

The proof of Theorem 2.7 in the odd case is slightly more complicated. We
begin with the following lemma, in whichI is the stabilizer of a linear character
of Z(Qm) from thePm-orbit of lengthl2, cf. Lemma 12.5. We are particularly
interested in irreduciblekI -representations which extend a given irreducible
representation of degreeq2 of Qm, cf. Lemma 12.6.

Lemma 12.8. Let S = SU5(2) and α, β be two irreduciblekI -representations,
which both extend a given irreducible representationφ of degree4 of Qm. Then
α(x)= β(x) for all involutionsx ∈ I .

Proof. Recall thatI =Qm : U2(2) andQm = 24+4. This group and its character
table can be constructed using GAP. In particular,I has 6 involution classes,
3 irreducible complex characters of degree 2 and 15 of degree 4. Since the
statement is obviously true forx ∈ Q, we only need to look at the involutions
outside ofQ. Observe that all involutionsy ∈ I \Q form a single conjugacy class
in I . (Indeed, consider an irreducible complex character ofU2(2) of degree 2 and
inflate it to a character, say,µ of I . Clearly,µ(y) = 0. Inspecting the character
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table ofI , we see thatµ takes value 2 at 5 involution classes and vanishes at the
last class. Thus the last class consists of the involutionsy ∈ I \Q.)

One can show thatβ = α⊗ λ, whereλ is a linear character ofU2(2). In order
to proveα(y) = β(y), it is therefore enough to show thatα(y) = 0. Sinceφ is
irreducible and lifts to a complex representation ofQ, we see thatα also lifts to
a complex representation ofI . Without loss we may assume thatα is a complex
representation. It is clear thatφ vanishes at some involutions ofQ, and so the
same is true forα. Inspecting the character table ofI , we see that this property
eliminates six characters of degree 4 ofI , and all the nine others vanish on the
involutionsy ∈ I \Q. ✷

Next we extend Lemma 12.8 to the general case.

Lemma 12.9. LetS = SUn(q), n= 2m+ 1 � 5, andα, β be two irreduciblekI -
representations, which both extend a given irreducible representationφ of degree
q2 ofQm. Thenα(x)= β(x) for all elementsx ∈ I of orderp.

Proof. (1) Fix a basis(e1, . . . , em,f1, . . . , fm,g) of the natural module ofS, in
which the Gram matrix of the hermitian form is( 0 Im 0

Im 0 0
0 0 1

)
.

Then we may choose

Pm = StabS
(〈e1, . . . , em〉F

q2

)
, Qm = StabS(e1, . . . , em).

One can identifyZ(Qm) = StabS(e1, . . . , em,g) with the skew-hermitian(m ×
m)-matrices overFq2. According to Lemma 12.6, we may assume thatφ|Z(Qm) =
q2λ, where the characterλ corresponds to the matrixX = diag(a, a,0,0, . . .,0)
with 0 �= a ∈ Fq2 anda + aq = 0. ThenI = StabPm(λ) = Qm : J , whereJ =
[q4(m−2)] : (U2(q)×GLm−2(q

2)).
(2) Let K := Ker(α). In the proof of Lemma 12.6 we defined a certain

subgroupN of Z(Qm) and showed thatN � Ker(φ) andQm/N = C1 × C2,
whereC1 is of extra-special type of orderq1+4 andC2 is elementary abelian of
orderq2m−4. Note thatJ normalizesN , whenceN ✁ I . Clearly,N � K. Next,
C2 is alsoJ -stable, and direct computation shows that the onlyJ -stable linear
character ofC2 is the trivial one. ButC2 centralizesC1 andφ|C1 is irreducible,
henceC2 �K.

(3) We have shown thatα is actually an irreducible representation ofC1 · J .
The same holds forβ , andα|C1 = β|C1 is irreducible. In this case,β = α ⊗ µ,
whereµ is a linear representation ofJ (inflated toI ). Observe that the normal
subgroupR := [q4(m−2)] of J is the sum of two copies of the natural module for
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the subgroupT := GLm−2(q
2) of J . SinceT acts transitively on the nontrivial

elements of each copy, we have[T ,R] =R, whenceR � J ′.
Now assume thatq � 3. SinceGLm−2(q

2)′ = SLm−2(q
2) and U2(q)

′ =
SU2(q), we see thatJ/J ′ is ap′-group. Therefore, ifx ∈ I is of orderp then
µ(x)= 1, whenceα(x)= β(x) and we are done in the caseq � 3.

(4) From now on we assume thatq = 2. Observe thatRT′ centralizesC1
(moduloC2). Hence by Schur’s LemmaRT′ acts scalarly onα. If m � 4, then
T ′ = SLm−2(q

2) also acts transitively on the nontrivial elements of each copy of
its natural module inR, whence[R,T ′] =R, RT′ is perfect, and soRT′ � Ker(α).
If m= 2 thenRT′ = 1. Assumem= 3. ThenT ′ = 1. In this case, the subgroup
U := U2(q) acts onR (of orderq4) as on its natural module. Hence the only
U -stable linear character ofR is the trivial one. ThusR � Ker(α) in this case as
well.

We have shown thatRT′ is contained in the kernel ofα and β . Let M be
the subgroup ofI generated byN , C2, R, and T ′. Then M � Ker(α), and
O2′(I/M)
 C1U

′ = 21+4 : SU2(2).
(5) Consider the standard subgroup

S∗ = StabS(e3, . . . , em,f3, . . . , fm)
 SU5(2)

of S. For any subgroupX of S, let X∗ = X ∩ S∗. Then one can show thatI∗,
Q∗m, andM∗ play respectively the rôles ofI , Qm, andM for S∗, and, moreover,
O2′(I/M) 
 O2′(I∗/M∗). Consequently, the lemma in the caseq = 2 follows
from Lemma 12.8. ✷
Proof of Theorem 2.7 (oddn).

Let V be as in the theorem andn = 2m + 1 � 5. If all Pm-orbits of
nontrivial linear characters ofZ(Qm) occurring onV are of length less than
l2 := (qn−1− 1)(qn−2− q)/(q + 1)(q2− 1), then the statement follows directly
from Theorem 2.6. Hence we will assume that at least one ofPm-orbit ofZ(Qm)-
characters onV has lengthl � l2. If we identifyZ(Qm) and its linear characters
with skew-hermitian(m × m)-matrices overFq2, then each characterα from
this orbit corresponds to some matrix of rankj � 2 by Lemma 12.5. Ifφ is an
irreducible character ofQm such thatφ|Z(Qm) containsα, thenφ(1) = qj and
φ|Z(Qm) = qjα by Lemma 12.6. This is true for eachα, hence dim(V ) � qj l.
Since

dim(V ) < d(n, q, r) < q3(qn−1− 1
)(
qn−2+ 1

)/
(q + 1)

(
q2− 1

)
,

we havej = 2 and l = l2, i.e., this orbit is exactly the (unique)Pm-orbit of
lengthl2, cf. Lemma 12.5. Since

dim(V )− q2l2 �
(
qn−1− q2)/(q2− 1

)
,

all the remainingZ(Qm)-characters onV are trivial. Observe thatQm/Z(Qm)

is the natural module forPm/Qm 
GLm(q
2). Hence anyPm-orbit on nontrivial
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linear characters ofQm/Z(Qm) has length at least(qn−1− 1)/(q2− 1). This in
turn implies thatQm acts trivially onCV (Z(Qm)). LetW be the complex module
of S affording the characterϑ . The same argument as above but applied toW

shows that theQm-moduleW yields the abovePm-orbit of lengthl2 (of Z(Qm)-
characters) and dim(W)− q2l2 times the trivial character. Thus we may write

V |Qm = V1⊕CV (Qm), W |Qm =W1⊕CW(Qm), (16)

whereV1 andW1 afford the sameQm-character.
Let τ be the Brauer character ofV . Let g ∈ Lm 
GLm(q

2) be a transvection
(in Lm). Theng isUn(q

2)-conjugate to an elementg′ ∈Z(Qm) (one may choose
g′ to have the matrix(

Im X 0
0 Im 0
0 0 1

)
in some basis of the natural module that we used in the proof of Lemma 12.9,
whereX ∈Mm(Fq2) is diagonal skew-hermitian of rank 2). Sincen � 5, we see
thatCUn(q2)(g

′) ·S = Un(q
2), whenceg′ andg areS-conjugate. From (16) it now

follows that

τ (g)− ϑ(g)= τ (g′)− ϑ(g′)= dim(V )− dim(W)= τ (1)− ϑ(1). (17)

Clearly,Pm acts onV1 andW1, with (Brauer) characters sayτ1 andϑ1. By
Lemma 12.5,Pm acts transitively on the linear characters ofZ(Qm) occurring on
V1 andW1, with stabilizerI =Qm : J , and

J = [
q4(m−2)] · (U2(q)×GLm−2

(
q2)).

Thus τ1 = αPm and ϑ1 = βPm for some (Brauer) charactersα and β of I of
degreeq2. Also note thatα|Qm = β|Qm is irreducible.

By Lemma 12.9,α(x)= β(x) on every elementx ∈ I of orderp. Hence, we
may apply Lemma 4.10 to conclude that

τ1(g)= ϑ1(g). (18)

Let τ2, respectivelyϑ2, be thePm-character ofCV (Qm), respectively ofCW(Qm).
From (17) and (18) it follows that

τ2(g)− ϑ2(g)= τ2(1)− ϑ2(1). (19)

Observe that ifm� 3 then

τ2(1) = dim(V )− q2l2 < d(n, q, r)− q2l2= qn−1− q2

q2− 1
− κn(q, r)

= dr(Lm)

sinceLm = GLm(q
2), cf. [GT1]. The same is true form = 2, with κn(q, r)

replaced by 1. From this it follows thatL′m = SLm(q2) acts trivially onCV (Qm),
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whenceτ2(g) = τ2(1). But in this case (19) implies thatϑ2(g) = ϑ2(1). Since
L′m is generated by transvections, we come to the conclusion thatL′m acts
trivially on CW(Qm). ThusCW(P

′
m) equalsCW(Qm) and so has dimension

(qn−1 − q2)/(q2 − 1). If m � 3, then clearly dim(CW (P ′m)) � q4 + q2 + 1,
contrary to Lemma 12.7, sinceϑ is a constituent ofω.

Assume thatm= 2. It is shown in [T2] thatω contains 1S (with multiplicity
q+1),ϑ , and some irreducible characterρ of degreeq3(q2+1)(q2−q+1) (and
some other characters). Since dim(CW (P ′m))= q2, it follows from Lemma 12.7
that ρ|P ′m does not contain the trivial character 1P ′m . On the other hand, one
can show using [N2] thatρ is an irreducible constituent of(1Pm)

S and soρ
contains 1Pm , again a contradiction.✷

13. Minimal polynomial problem

As we mentioned in Section 3, the following theorem concerning the minimal
polynomial problem for unipotent elements of finite groups of Lie type was
proved by Zalesskii.

Theorem 13.1 [Z1,Z2]. Let G be a universal quasi-simple finite group of Lie
type of characteristicp > 0, and supposeg ∈ G is of order p. Let Θ be a
nontrivial absolutely irreducible representation ofG in characteristicr �= p such
thatdΘ(g) < p. Thenp > 2 and one of the following holds.

(i) G= SU3(p) andg is a transvection.
(ii) G= SL2(p

2).
(iii) G= Sp4(p).
(iv) G= Sp2n(p), n� 1, g is a transvection.

Proof of Theorem 3.1. According to Theorem 13.1,(G,g) has to be as listed
in (i)–(v). Furthermore, the emergingΘ in the caser = 0 have been classified in
[TZ2, Theorem 3.2]. Here we complete the caser > 0.

(1) First we consider the case (i):G = SU3(p), g is a transvection and
1 < dV (g) < p. Observe thatQ = Op(CG(g)) is extra-special of orderp3.
The conditiondΘ(g) < p implies thatg does not have eigenvalue 1 onΘ,
whenceΘ|Q contains no nontrivial linear character ofQ. Now we may apply
Proposition 11.3.

(2) The cases (ii) and (iii) follow easily by inspecting the Brauer characters of
SL2(p) andSL2(p

2).
(3) Suppose we are in case (iv):G= Sp4(p) anddΘ(g) < p. Because of [TZ2,

Theorem 3.2], we may assume thatΘ is not liftable to zero characteristic. Ifg
is a transvection, then eitherΘ has property(R1) or 1 /∈ Spec(g,Θ), and both
cases are impossible by Lemma 10.1(i), (ii). Ifg is not a transvection, theng is
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a nontrivial product of two commuting transvections (cf. [Z2]), and so we may
apply Lemma 10.1(iii).

(4) Consider the main case (v):G= Sp2n(p) andg is a transvection. By [Z2,
Theorem 3],Θ(g) does not have eigenvalue 1. Hence the conditiondΘ(g) < p

implies thatdΘ(g) = (p − 1)/2, i.e.Θ satisfies condition(R1). It remains to
apply Theorem 2.2. ✷

The following result concerning the minimal polynomial problem for semi-
simple elements of finite classical groups has been proved by DiMartino and Za-
lesskii.

Theorem 13.2 [DZ]. LetG be a finite classical group in characteristicp withG′
being quasi-simple. Lets �= p be a prime andg ∈G be a noncentral element such
thatg belongs to a proper parabolic subgroup ofG ando(g) is a power ofs. Let
V be any absolutely irreducible module ofG of dimension> 1 over a fieldk of
characteristicr �= p. Then eitherdV (g) = o(g) or dV (g)= o(g)− 1. Moreover,
if dV (g)= o(g)− 1, then for somez ∈ Z(G) one of the following holds.

(i) G= Sp2n(p), p > 2, n� 2, o(g)= p+ 1, andrank(g− z)= 2.
(ii) G�Un(p), p > 2, n > 2, o(g)= p+ 1, andrank(g − z)= 1.
(iii) G�Un(q), p = 2, n > 2, o(g)= s = q + 1, andrank(g − z)= 1.
(iv) G�Un(8), n > 2, o(g)= 9, andrank(g− z)= 1.
(v) G�Un(2), n > 4, o(g)= 9, andrank(g− z)= 3.

If r = 0 (andG �= Sp4(3)), then it is shown in [TZ2, Theorem 5.2] thatV
is a Weil module ofG. The rest of this section is to prove Theorem 3.2, which
produces a similar result in cross characteristic case.

Proof of Theorem 3.2 (the symplectic group case). LetG = Sp2n(q) �= Sp4(3)
and(V ,g) satisfy the hypotheses of Theorem 3.2. Applying Theorem 13.2 and
replacingg bygz, we may assume thatg is an element of orderq+1 in a standard
subgroupSL2(q) of L′1 and letA= 〈g〉.

(1) First we show thatCV (Z1) = CV (Q1). Assume the contrary:U :=
[Q1,CV (Z1)] �= 0. ThenU =∑

α∈OUα is the direct sum ofQ1-eigenspaces,
andO is the set of all nontrivial linear characters ofQ1. As usual, the action of
L′1 
 Sp2n−2(q) onO is similar to the action ofL′1 on F2n−2

q \ {0}. Choosingg
to be contained inL′1, we see thatO contains a regularA-orbit. It follows thatU
contains a regularkA-orbit, contrary to the conditiondV (g)� q .

(2) Here we consider the caser �= 2. Consider theχ -eigenspaceM(χ) ⊗ X

of Z1 on [Z1,V ]. Then direct computation shows that Spec(g,M(χ)) contains
all (q + 1)th roots of unity but−1. Therefore, ifg has more than one eigenvalue
onX, then Spec(g,M(χ)⊗X) contains all(q + 1)th roots of unity, contrary to
the conditiondV (g) � q . Thusg acts scalarly onX, which implies thatL′1 acts
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trivially on X (sinceL′1= Sp2n−2(q) and(n, q) �= (2,3)). By Lemma 6.2,V has
property(R1), and soV is a Weil module by Theorem 2.2.

(3) Finally we consider the caser = 2.
First assume thatn = 2 if q > 3 and n = 3 if q = 3. If n = 2, then by

Corollary 5.3,g has a single Jordan blockJq on M(χ). If n = 3, then by
Corollary 5.3,g has a Jordan block of sizeq = 3 on at least one of the composition
factors ofM(χ), sog has a Jordan block of size at leastq on M(χ). If g acts
nontrivially onX, theng has a blockJt with t � 2 onX. In this case,g has
a block of sizeq + 1 onM(χ) ⊗ X due to Lemma 4.6, which contradicts the
conditiondV (g) � q . Henceg acts trivially onX, and so doesL′1. Now we may
apply Lemma 6.2 and Theorem 2.2 to conclude thatV is a Weil module.

In the case wheren � 3 and(n, q) �= (3,3), the result we have just proved
shows that the restriction ofV to any standard subgroup of typeSp4(q) if q > 3
and of typeSp6(3) if q = 3 involves only Weil and trivial modules. HenceV has
property(W) and soV is a Weil module by Theorem 2.3.✷
Remark 13.3. Let (G,V,g) be as in Theorem 3.2, and assume that(n, q) =
(2,3). ThenV is either a Weil module, or the (unique) unipotent representationρ

of degree 6 (this additional possibility forV was missing in [TZ2, Theorem 3.4]).
Indeed, ifr �= 2 then we can verify the claim just by looking at Spec(g,φ) of
the elementg (of class 4A, in the notation of [Atlas]) for anyφ ∈ IBrr (G). If
r = 2, then part (1) of the above proof of Theorem 3.2 shows thatV |Q1 contains
no nontrivial linear characters ofQ1= 31+2+ . This implies that, ifφ is the Brauer
character ofV andψ = φ+φ, thenψ(1)+2ψ(z)−3ψ(x)= 0, wherez ∈Z(Q1)

is an element of order 3 (of class 3A of G), andx ∈Q1 \ Z(Q1) (of class 3D
of G). Checking the 2-Brauer characters ofG for this property using [JLPW], we
see thatV is one of the listed modules.

Next we proceed to consider the case of unitary groups. Fix an elementδ ∈ Fq2

of order q + 1. By a pseudoreflectionin Un(q) we mean an elementg with
matrix diag(δ,1, . . . ,1) in an orthonormal basis of the natural module forUn(q).
Replacingg by gz−1, we see that the elementsg mentioned in case (ii)–(iv)
of Theorem 13.2 are pseudoreflections. Letξ be a primitive(q + 1)th root of
unity in C. Also, we letG = Un(q) and k be an algebraically closed field of
characteristicr coprime toq , and keep the notationP ′1, L, K as in Section 11.
We begin with the following observation.

Lemma 13.4. Let n � 3, and assume thatq + 1 is a prime power. LetV be
any kG-module such thatdV (g) � q for any pseudoreflectiong ∈ G. Then
CV (Q1)= CV (Z1).

Proof. Consider a pseudoreflectiong′ ∈ L= Un−2(q) and letA= 〈g′〉. Assume
thatU := [Q1,CV (Z1)] �= 0. LetUα be a nonzero eigenspace forQ1 onU , and
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let O be theL-orbit of α. We may identifyO either with the set of nonzero
isotropic vectors of the natural moduleW ′ = Fn−2

q2 for L, or with the set of

vectors of a fixed nonzero norm inW ′. ThenO has a regularA-orbit. From this
it follows thatU contains the regularkA-module, contrary to the assumption that
dV (g

′)� q . ThusCV (Z1)= CV (Q1). ✷
Proof of Theorem 3.2 (the unitary group case). Assume thatG = Un(q) and
(V ,g) satisfies the hypothesis of Theorem 3.2. Applying Theorem 13.2 and
replacingg by gz−1, we arrive at the following two cases.

(1) o(g) = q + 1 is a prime power, andg is a pseudoreflection. Then
Lemma 13.4 implies thatV satisfies the hypothesis of Corollary 12.4, whence
V is a Weil module.

(2) q = 2, o(g)= 9, andg belongs to a standard subgroupU3(2).
First we consider the casen= 5. We may assume thatg ∈ L< P ′′1 ,L
U3(2).

Observe that〈g〉 acts regularly on the nonzero vectors of the natural moduleF3
4

of L and on the nontrivial linear characters ofQ1 as well. SincedV (g) < |g| = 9,
it follows thatCV (Q1)= CV (Z1). By Corollary 12.4,V is a Weil module.

The above argument shows that the restriction ofV to any standard subgroup
SU5(2) involves only Weil or trivial modules. ThusV has property(W). By
Theorem 2.5,V is a Weil module. ✷

14. Quadratic modules in characteristic 3

Let G = Un(q) and(V ,g) be as in Theorem 3.2. Ifq = 2 andr = o(g) = 3
then V is a quadratic modulein characteristic 3, i.e.G is generated by the
set of all elementsg ∈ G for which [g,g,V ] = 0. Quadratic pairs(G,V ) with
F ∗(G) being quasi-simple were studied by Thompson and Ho, cf. [Th,Ho2,Ho1]
(without using the classification of finite simple groups). The groupsG admitting
a quadratic module have been classified by Timmesfeld [Ti] under certain mild
conditions. Using the classification of finite simple groups, Meierfrankenfeld
(private communication) and Chermak [Ch] showed the following result.

Theorem 14.1 [Ch]. Let G be a finite group withF ∗(G) quasi-simple,s > 2 a
prime, and letV be a faithful irreducibleFsG-module. Suppose that there is an
elementary abelians-subgroupA such thatG= 〈AG〉 and [A,A,V ] = 0. Then
one of the following holds.

(a) F ∗(G)/Z(F ∗(G)) is a group of Lie type in characteristics.
(b) s = 3, |A| = 3, and either

(i) G= PUn(2), n� 5;
(ii) G= 2An, n� 5, n �= 6; or
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(iii) Z(G) is a nontrivial 2-group andG/Z(G) is Sp6(2), Ω
+
8 (2), G2(4),

Co1, Sz,J2.

We are interested in classifyingthe modulesV for the groups listed in the
theorem. The case (a) was considered by Premet and Suprunenko in [PS]. The
case (b)(ii) was completed by Meierfrankenfeld in [Me], where he showed thatV

is a basic spin module ofG.
In the case (b)(i), if 1�= h ∈ A then |h| = 3. By [Ch, Lemma 5.8],h lifts to

an elementg of order 3 inUn(2). Multiplying g by a suitable central element
of Un(2), we may assume thatg fixes a 2-dimensional subspace (in the natural
module) pointwise, whenceg fixes a nonzero isotropic vector. Thusg satisfies the
hypothesis of Theorem 13.2 and thereforeV is a Weil module by Theorem 3.2.

Finally, we classify the quadratic modules emerging in the case (b)(iii) of
Theorem 14.1 by proving Theorem 3.3.

Proof of Theorem 3.3. One can check that the above groups act faithfully
on the root lattice of typeE8, respectively the Leech latticeΛ24. If χ is the
corresponding character, then one can find an elementg of order 3 such that
χ(g)=−χ(1)/2. It follows thatg2+ g+ 1= 0 on the lattice, whence the lattice
reduced modulo 3 is a (faithful) quadraticF3-module.

From now on we assume thatk is an algebraically closed field of character-
istic 3,G is one of the above groups,V is a faithful irreduciblekG-module, for
which there is an elementg ∈G of order 3 such that[g,g,V ] = 0. We keep the
notation for conjugate classes ofG as in [Atlas], and refer to irreducible Brauer
characters as given in [JLPW]. Observe thatG is quasi-simple. In what follows,
“irreducible” means absolutely irreducible, and any modular representation is in
characteristic 3 (except in part (2)). Letϕ be the Brauer character ofV .

We will frequently use the following observation: ifX is any insoluble
subgroup ofG that contains a conjugate ofg, thenX has an irreducible quadratic
k-module of dimension> 1; moreover, any composition factor of theX-module
V is quadratic.

(1) First we consider the caseG= 2Sp6(2).
First observe thatg cannot be of class 3B in G. Otherwise a conjugate ofg

is contained in a subgroupL := 2G2(3) of G, but one can check thatL has no
irreducible quadratick-modules of dimension> 1.

Next, note thatG contains a subgroupH := Sp4(3). Since(G :H)= 28, we
may assume thatg ∈ H . Since elements of class 3A and 3B of H belong to
class 3B in G, g has to be of class 3C or 3D in H . In turn,H has a subgroup
K 
 SL2(9), which meets the classes 3C and 3D of H . Thus we may assume that
g ∈K.

SinceH andK both contain the central involution ofG, any constituent of
ϕ|H , respectively ofϕ|K , is faithful. Letψ be a constituent ofϕ|H . It is easy
to show thatK has only two faithful irreducible quadratick-modules, both of
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dimension 2. Now ifψ(1) �= 4, thenψ(1) = 16 or 40, in which casesψ|K
has constituents of dimension 6, a contradiction. Henceψ is the unique faithful
irreducible Brauer character of degree 4 ofH . In particular, if x ∈ H is of
order 5, thenψ(h)=−ψ(1)/4. This is true for any constituent ofϕ|H , therefore
ϕ(h)=−ϕ(1)/4.G has only one irreducible Brauer character satisfying the last
equality, namely the one of degree 8, and this one can be obtained by reducing
the root lattice of typeE8 modulo 3.

(2) Here we consider the caseG= 2Ω+
8 (2).

It is more convenient to work with the full covering group̂G := 22 · G of
G :=Ω+

8 (2). Let ρ be the Brauer character of the natural moduleW := F8
2 of G.

ThenG has 5 classes of elements of order 3, andρ takes value 5,−4,−4,−1, 2,
on these five classes, respectively, and the triality automorphism ofG permutes
the first three classes. Hence, without loss of generality, we may assume that
ρ(ḡ) � −1, whereḡ is the image ofg in G. This implies that the fixed point
subspace of̄g onW has dimension� 2, whenceḡ fixes a nonisotropic vector of
W and soḡ belongs to a subgroupA
 Sp6(2) ofG. LetA be the complete inverse
image ofA in Ĝ and letB = A(∞). SinceSp6(2) has no nontrivial quadratic
modules, cf. [Ch],B = 2Sp6(2). Restrictingϕ toB and using the result of part (1),
we see thatϕ(x) = −ϕ(1)/4 for some elementx ∈ Ĝ of order 5. This property
excludes all but the 3-Brauer character of degree 8 ofG.

(3) Next we consider the caseG= 2J2.
G has a subgroupH = SU3(3) of index 200, hence we may assume thatg ∈H .

Observe thatg belongs to class 3A of H , for otherwise a conjugate ofg would be
contained in a Frobenius subgroup of order 21 ofH , contrary to [Ch, Lemma 3.1].
Thusg is a root element ofH . Let ψ be any constituent ofϕ|H . Then we can
lift ψ to a representationΨ of H := SL3(k), andΨ (h) is quadratic for any root
elementh ∈H. Let the highest weight ofΨ beaω1+ bω2, whereω1, ω2 are the
fundamental weights ofH and 0� a, b � 2. If a = 2 for instance, then by Smith’s
Theorem the restriction ofΨ to the first fundamental subgroupSL2(k) has a direct
summand of dimension 3, which is the basic Steinberg module ofSL2(k) and on
which root elements ofSL2(k) act freely; a contradiction. Thus 0� a, b � 1,
i.e.ψ(1) = 1, 3, 3, or 7. It follows thatψ̂(1)− 7ψ̂(x)− 8ψ̂(y)+ 14ψ̂(z) = 0,
wherex, respectivelyy, z, is an element of class 4C, respectively 7A, 8A, of
H andψ̂ = ψ + ψ̄ . One can show thatx, respectivelyy, z, belongs to class 4A,
respectively 7A, 8A, in J2. This implies that̂ϕ(1)−7ϕ̂(x)−8ϕ̂(y)+14ϕ̂(z)= 0,
whereϕ̂ = ϕ+ϕ. The only faithful irreducible 3-Brauer characters ofG with this
property are the 2 characters of degree 6, and the one of degree 14. The first two
occur in the reduction modulo 3 of the Leech lattice. The restriction of the last
one toH contains constituents of degree 6 which are not quadratic as we have
already shown, so we are done.

(4) Here we consider the caseG= 2G2(4).
G has a subgroupJ = 2J2 of index 416, hence we may assume thatg ∈ J .

Let ψ be any constituent ofϕ|J . The result of part (3) shows thatψ(1)= 6, and
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Q(ψ) = Q(
√

5). Let ψ∗ be the conjugate ofψ under the Galois automorphism
of Q(

√
5), and letψ̂ = ψ + ψ∗. Then 2ψ̂(1)− 7ψ̂(x)+ 5ψ̂(y) = 0, wherex,

respectivelyy, is an element of class 5A, respectively 7A, of J . It follows that
2ϕ̂(1) − 7ϕ̂(x) + 5ϕ̂(y) = 0, whereϕ̂ = ϕ + ϕ∗. The only faithful irreducible
3-Brauer characters ofG with this property is the (unique) character of degree
12, and this one occurs in the reduction modulo 3 of the Leech lattice.

(5) Here we consider the caseG= 2Sz.
According to [Ch],CG(g) has a composition factor isomorphic toPSU4(3).

Henceg is of class 3A in G and so a conjugate ofg is contained in a subgroup
M 
 2G2(4) of G. We will assume thatg ∈M. Letψ be any constituent ofϕ|J .
The result of part (4) shows thatψ(1) = 12, and 2ψ(1)− 7ψ(x)+ 5ψ(y) = 0,
wherex, respectivelyy, is an element of class 5A, respectively 7A, of M. It
follows that 2ϕ(1)− 7ϕ(x)+ 5ϕ(y)= 0. The only faithful irreducible 3-Brauer
characters ofG with this property is the (unique) character of degree 12, and this
one occurs in the reduction modulo 3 of the Leech lattice.

(6) Finally, letG= 2Co1.
Observe thatG has a subgroupS = 6 · Sz · 2. The result of part (5) implies

thatϕ|S involves only the two irreducible 3-Brauer characters ofS of degree 12.
Based on partial information available at present about 3-Brauer characters ofG,
Hiss and Müller (private communication) have been able to show that there is
exactly oneϕ satisfying this condition; namely, the one obtained by reducing the
Leech lattice modulo 3. ✷
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