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Where have all the equations gone? A unified view on semi-

quantitative problem structuring and modelling

For several decades structural modelling has assisted decision makers with the 
cognitive burden of exploring and interpreting complex situations. Three well-
known techniques – labelled collectively here as semi-quantitative problem 
structuring and modelling (SPSM) – include ISM (Interpretive Structural 
Modelling); MICMAC (Matrice d’Impacts Croisés-Multiplication Appliquée à 
un Classement); and DEMATEL (DEcision MAking Trial and Evaluation 
Laboratory). SPSM approaches pioneered the joint application of graph-
theoretical principles and human-computer interaction. Yet today a template-style 
research approach prevails, focusing on the application context rather than 
seeking to advance or critically assess the individual techniques in their own 
right. This paper develops a unifying methodological view of SPSM, currently 
missing in the literature, by comparing and contrasting – for each technique – 
analytical and procedural aspects typically taken for granted. The paper’s 
findings highlight: 1) Previously unnoticed overlaps between techniques that up 
to now have been deemed mutually exclusive, and incongruences between those 
that are often applied jointly; 2) Potential issues that arise when key analytical 
principles of SPSM are either applied uncritically or dispensed with altogether; 3) 
The need to leverage human-computer interaction, a prominent aspect in early 
SPSM research that is now surprisingly neglected. These findings are illustrated 
by a review of SPSM applications in the context of supply chain risk 
management.

Keywords: Structural modelling; decision making; ISM, MICMAC; DEMATEL; 

supply chain risk

1 Introduction

Complexity is back in the headlines due to the societal problems and global disruption 

associated with the COVID-19 pandemic. But the need to make sense of complex 

challenges, and deal with them effectively, has been a recurring problem for managers 

for decades (e.g., Sargut & McGrath, 2011), and decision makers have long been 

advised to use a systems lens to deal with the complexity of interacting societal 

problems (e.g., Warfield, 1976; WEF, 2013). It is an open debate, however, what level 

of mathematical formalism is appropriate for imparting structure on systems that are 

complex and poorly understood. To apply the methods of Management Science and 

Operations Research (MS/OR), the problems need to be clearly identified so that a 

shared understanding is possible. In the 1970s and 1980s the MS/OR community was 

deeply divided on whether its methods could really help address ill-structured, 

interdependent problems on which consensus was often lacking (Ackoff, 1974; Jackson, 
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2006; Simon et al., 1987).

A ‘soft’ OR view on this debate would be to dismiss problem solving and 

mathematical modelling in favour of problem structuring methods (PSM), underpinned 

by social theories other than positivism (Jackson, 2006; 2019). The argument is that 

formalised mathematical tools inevitably enforce a unitary view – a single right answer 

– on what makes up the system of interest, how its constituent elements are structured 

within the whole, and the nature of their interaction (Flood, 1988). Yet at the same time 

– despite some claims that it is in decline as a methodological framework – PSM is also 

commensurate with ‘hard’ OR, and certainly not exclusive of that approach a priori 

(Harwood, 2019). What is clear is that the methodological rigour and credibility of soft 

OR is still under debate, as is the scope to include software-based analytical routines in 

a soft OR approach (Ackermann, 2019; Ackermann et al., 2020).

Structural modelling adopts a hybrid stance between soft and hard OR, using a 

family of techniques that leverage both graph-theoretical principles and human-

computer interaction. These tools help experienced practitioners with the cognitive 

burden of structuring and interpreting contextual situations in terms of a system 

(Lendaris, 1980). Under this approach qualitative data elicited from experts is often 

processed analytically, outcomes are visualised and then interactively played back to 

them for feedback.

The focus of this paper is a specific subset of structural modelling techniques, 

labelled collectively here as ‘semi-quantitative problem structuring and modelling’ 

(SPSM). SPSM includes the following techniques, which are specifically assessed in 

this paper: 1) Interpretive Structural Modelling – ISM; 2) Matrix-based cross-impact 

categorisation or Matrice d’Impacts Croisés-Multiplication Appliquée à un Classement 

– MICMAC; and 3) Structural analysis of the world ‘problematique’, developed within 

the Decision Making Trial and Evaluation Laboratory project – commonly referred to as 

DEMATEL. Table 1 identifies foundational work for each technique.

These three techniques originated in the 1970s – independently, but around the 

same time – and now represent a staple element of numerous business and management 

applications. It seemed appropriate to focus on these well-established techniques with a 

view to calling into question the commonly held assumption that they differ 

fundamentally – an assumption that has been used to justify separate research strands 

for each technique. 
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TABLE 1 ABOUT HERE

Table 1: Subset of foundational works for selected techniques
Literature item Language Structural modelling technique

In scope CIA**

ISM MICMAC DEMATEL
1 Fontela and Gabus (1974b)* EN ● ●
2 Fontela and Gabus (1974a) EN ●
3 Duval et al. (1974)* EN ● ●
4 Duperrin and Godet (1973) FR ●
5 Godet (1986) EN ●
6 Godet (1977) FR ● ●
7 Lefebvre (1975) FR ●
8 Warfield (1976) EN ●
9 Warfield (1974) EN ●
10 Warfield (1973a) EN ●
11 Warfield (1973b) EN ●
12 Warfield (1982) EN ●
13 Malone (1975) EN ●
14 Farris and Sage (1975) EN ●
15 Saxena et al. (1990) EN ● ●

Notes: *Not available as digitalised documents; physical copies were obtained from the British Library. **Cross-
impact analysis: a common precursor to SPSM that focuses on probabilistic assessment.
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The early foundational works on SPSM share a ‘soft OR’ view: that a purely 

objectivist notion of problem solving has limitations, and could benefit from the 

application of social theories such as structuralism and interpretivism (Jackson, 2006). 

Unlike soft OR, however, the early SPSM work aimed to find synergies between natural 

language and the language of mathematics and graphs, consistent with a broader notion 

of systems science (Warfield, 2003). Indeed, ordinary prose is regarded in this early 

work as a ‘Procrustean bed’ – a scheme or pattern into which something is arbitrarily 

forced to fit – and hence is unsuitable to replace rational analysis in portraying problem 

situations (Warfield & Staley, 1996). 

In recent years more publications have focused on specific managerial 

application contexts, rather than advancing or critically assessing individual SPSM 

techniques upfront. Providing a comprehensive literature review across all SPSM 

techniques is beyond the scope of this paper, but it can easily be ascertained from a 

quick assessment of the academic literature that a template-style approach to SPSM 

research is prevalent. The literature on SPSM reveals a tendency to trivialise, or even 

dispense with, the computational and procedural aspects of SPSM, which thus remain 

largely unappreciated and underplayed. It is also apparent that over the past two decades 

SPSM applications have mutated into ‘shortcut’ surrogates for survey research; thereby 

losing much of its original intent – to support challenging managerial decisions in the 

face of complexity. The literature on SPSM often confuses it with, or regards it as 

ancillary to, multi-criteria decision analysis – MCDA (e.g., Gölcük & Baykasoğlu, 

2016; Mandic et al., 2015). These trends in the academic literature seem contrary to the 

methodological principles of SPSM, but the rigour and credibility of published research 

insights is rarely called into question.

Against this background, this paper’s contribution is methodological in nature, 

and has two aims. (1) To develop a unified analytical view on SPSM by comparing and 

contrasting procedural and algebraic features, across various SPSM techniques, that are 

currently underplayed. (2) To enable a clearer positioning of individual SPSM 

techniques and their applicability in supporting challenging managerial decisions, as 

intended by the foundational SPSM literature. These aims are achieved by addressing 

the following research questions:

 RQ1: What methodological building blocks justify separate SPSM research 

strands?

Page 6 of 60

URL: https://mc.manuscriptcentral.com/ors-jors

Journal of the Operational Research Society

1
2
3
4
5
6
7
8
9
10
11
12
13
14
15
16
17
18
19
20
21
22
23
24
25
26
27
28
29
30
31
32
33
34
35
36
37
38
39
40
41
42
43
44
45
46
47
48
49
50
51
52
53
54
55
56
57
58
59
60



For Peer Review Only

5

 RQ2: How transparent and consistent is the implementation of these building 

blocks?

To ensure a reasonable scope, RQ2 is addressed by reviewing a subset of SPSM 

applications in the area of supply chain risk management (SCRM), which turns out to 

provide an ideal context for the application of SPSM. Supply chain risk management 

has gained renewed attention from the general public in the wake of the COVID-19 

pandemic. Furthermore its focus has evolved from simply listing adverse events that 

organisations need to worry about (e.g., Olson & Wu, 2010), to addressing many of the 

complexities that arise from risk interdependency (WEF, 2018).

The remainder of this article is set out as follows. Section 2 compares and contrasts 

selected individual techniques analytically, and proposes a unifying methodological 

perspective on SPSM. Section 3 reviews selected applications in SCRM, illustrating key 

insights from the proposed unifying view with evidence from the extant literature. 

Findings are then discussed in Section 4, which elaborates on some theoretical as well 

as practical implications of the analysis. The closing section summarises the 

contribution and limitations of this research.

2 Comparative assessment of SPSM techniques

In this section we elevate the methodological building blocks of SPSM, with a view to 

identifying shared computational principles and procedures. These building blocks 

include a) contextual relationships; b) characteristic equations; c) visual analytics and d) 

expert engagement.

It is a common requirement across the selected techniques to elicit expert 

judgment about (1) the constituent elements of a problem situation (henceforth just 

‘elements’), and (2) the contextual relationships – perceived or factual – between these 

elements. These contextual relationships are specified by expert respondents in the form 

of a ‘structural analysis matrix’ (Godet, 1986) or, equivalently, a ‘relational map’ 

(Warfield, 1982). Regardless of the specific technique used, the structural analysis 

matrix and relational map thus obtained are further processed as a single mathematical 

object: a directed graph (digraph). Inevitably, the following comparative analysis refers 

to well-established principles of graph theory and matrix algebra.
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2.1 Semi-quantitative contextual relationships

In SPSM a complex problem situation is typically broken down into relevant constituent 

elements. Popular categories include barriers, enablers, or success factors in the 

adoption of technologies (e.g. Chaudhary & Suri, 2021; Rajesh, 2017) and managerial 

practices (e.g. Dasaklis & Pappis, 2018; Sen et al., 2018). Problem elements may also 

resemble generic ‘variables’ e.g., epidemiological features at play in a pandemic (e.g., 

Lakshmi Priyadarsini & Suresh, 2020); suppliers features (e.g. Mohammed, 2020); or 

individual risks affecting a supply chain (e.g., Ali et al., 2019).

The choice of problem elements (barriers, enablers etc.) does not affect how a 

given SPSM technique works. Yet choosing a relationship statement that is contextually 

significant for the inquiry can have major analytical repercussions (Malone, 1975). 

Commonly employed contextual relationships include (1) influence (e.g. “A helps to 

achieve/leads to B”), and (2) comparison (e.g. “A is more relevant than B”). The first 

kind of relationship generates intent structures, but the second generates priority 

structures (Warfield, 1982). For example, given a comparative relationship about age, it 

is unnecessary to evaluate whether “A is as old as B” if this can be inferred from “A is 

twice the age of C”, and “C is half the age of B” – an example of consistency. By 

asymmetry, one also infers automatically that e.g., “it is not the case that B is older than 

A”. Comparative relationships are sporadically assessed in SPSM applications (Janes, 

1988; Malone, 1975) but are prevalent in the context of MCDA, where they are 

leveraged to attain greater parsimony and reduce the cognitive burden for the decision 

maker. Examples include improvements in MCDA techniques such as the Analytical 

Hierarchy Process (AHP) – e.g., Abastante et al. (2018). In the case of SPSM, where 

relationships of influence prevail, there are fewer opportunities for automated inference 

as one cannot assume a priori properties such as consistency and symmetry.

By specifying a set of contextual relationships, the problem elements identified 

within the relevant situational context are weaved together into a digraph, whose 

adjacency matrix enables further computations. The adjacency matrix of a digraph with 

 vertices is a matrix of size , denoted here as , with generic entry  𝑛 𝑛 × 𝑛 𝐆 = [𝑔𝑖𝑗] 𝑔𝑖𝑗 = 1

if there is an edge from node  to node , and  otherwise (Deo, 1974: Ch. 9). In 𝑖 𝑗 𝑔𝑖𝑗 = 0

the context of SPSM,  will typically mean that, in the respondent’s opinion, 𝑔𝑖𝑗 = 1

problem element  exerts a direct influence on problem element .𝑖 𝑗
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Often, a subjective evaluation of the strength of the relationships identified is 

also required. This process generates a scoring matrix  – also of size  – whose 𝐗 𝑛 × 𝑛

entry  is either zero or some value on a given scale. When scores are expressed on a 𝑥𝑖𝑗

semi-numerical scale, they can be ordered, but no specific quantity is associated with 

the difference between consecutive values (Multon & Coleman, 2010). 

From now on, the term ‘structural analysis matrix’ is used interchangeably for 

the scoring matrix  and the adjacency matrix , as these are related. Knowing , the 𝐗 𝐆 𝐗

corresponding entries in the adjacency matrix can be obtained: 

(1)𝑔𝑖𝑗 = #(𝑥𝑖𝑗) = {1,  (if 𝑥𝑖𝑗 ≠ 0)
0,  (if 𝑥𝑖𝑗 = 0)                                (𝑖,𝑗 = 1,2,⋯,𝑛)

Unlike survey research, in SPSM there is no standard approach to filling a scoring 

matrix . Even within a given technique the adopted scales vary – examples include 𝐗

DEMATEL (e.g., Fontela & Gabus, 1974b; Hsieh et al., 2016); MICMAC (e.g., Godet, 

1986, 2007); and ISM (e.g., Gothwal & Raj, 2017; Warfield, 1982). One could argue 

that the algebraic analysis of subjective semi-numerical values generates numerical 

outcomes ex nihilo – out of thin air. Yet SPSM emphasises the topological information 

conveyed, rather than the numerical values per se. Some challenges of combining 

linguistic and numerical elements are addressed, through fuzzy set theoretic methods, in 

each SPSM technique (e.g., Ragade, 1976, Villacorta et al., 2014; Wu et al., 2017).

2.2 Comparative algebraic insights

It is a normative assumption that ISM, MICMAC and DEMATEL differ fundamentally 

in their computations, thus justifying separate strands of research for each (e.g., Gardas 

et al., 2019). In this section we argue against this commonly held view using analytical 

insights. To ease the comparison, Figure 1 and Table 2 summarise the key equations for 

each technique, with Supplementary Materials S1 providing an illustrative example.

FIGURE 1 and TABLE 2 ABOUT HERE

The equations highlighted in Table 2 and Figure 1 have a common aim: to 

generate insights beyond the contextual relationships elicited from experts, which would 

be difficult to grasp without analytical support (Bolaños, 2005). The below comparison 

further investigates how specific techniques attain this shared aim.
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Figure 1 Schematic summary of key computational aspects and visualisation outputs for selected structural modelling techniques (see 

Supplementary Materials S1 for the detailed numerical example)
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Table 2: Synoptic table of key matrix-based metrics underpinning foundational works on MICMAC, DEMATEL and ISM
Key metric Algebraic formulation Remarks

M
IC

M
AC

DE
M

AT
EL

IS
M

Incidence matrix of the digraph of 
contextual relationships elicited from 
experts

 𝐆 = [𝑔𝑖𝑗]𝑛 × 𝑛 = {1, 𝑖R𝑗 ≠ 0
0, otherwise

 denotes that  is in a contextual relationship with  (relationship 𝑖R𝑗 𝑖 𝑗
types: Section 2) both  to  vertices in a digraph𝑖 𝑗

● ●

Structural analysis matrix(1)
 𝐗 = [𝑥𝑖𝑗]𝑛 × 𝑛 = {𝑥, 𝑖𝑅𝑗 ≠ 0

0, otherwise
 is a score on a semi-numerical scale, typically study-specific. If  𝑥 𝑥

only takes value 1 then 𝐗 = 𝐆
● ●

Normalised matrix of direct connections(2)
 𝐀 = 𝜆𝐗 =

1
max( 𝐗 ∙ 𝟏)𝐗  is a column unity vector of appropriate size𝟏 ●

Matrix of indirect connections(3)  𝐀𝑝 = [𝑎(𝑝)
𝑖𝑗 ]𝑛 × 𝑛 Number of paths of length  originating from vertex  and 𝑝 = 2,3,… 𝑖

reaching to 𝑗
●

Boolean matrix of indirect connections
 𝐆𝑝 = #𝐀𝑝 = {1, if 𝑎(𝑝)

𝑖𝑗 ≠ 0
0, otherwise

Presence (absence) of at least one path of length  𝑝 = 2,3,…
originating from vertex  and reaching to 𝑖 𝑗

● ●

Optimal matrix of indirect connections(4,5)   𝐓 ∗ = 𝐗𝑝 ∗ (𝑝 ∗ ≤ 𝑛 ― 1)  is such that ranking within row and column sums remains stable 𝑝 ∗

at higher powers
●

Total connections matrix(5) / Reachability 
matrix / transitive closure(5)

𝐓 ∗ = 𝐀[ lim
𝑝→∞

(𝐈 + 𝐀2 + 𝐀3 + ⋯ + 𝐀𝑝)]
= 𝐀(𝐈 ― 𝐀) ―1

𝐌 = (𝐈 + 𝐆)𝑛 ― 1

= #(𝐈 + 𝐆 + 𝐆2 + … + 𝐆𝑛 ― 1)

: identity matrix of adequate size; superscript “ ”: matrix 𝐈 ―1
inversion. Convergence of the series depends on largest 
eigenvalue.
The symbol # denotes the binary transformation (i.e., gives 1 if the 
transformed value is greater than zero)

● ●

Total dependence: column-sum(6)  𝐜 = 𝟏′𝐓 ∗ Higher scoring items classified as ‘dependent’ ● ●
Total influence: row-sum(6)  𝐫 = 𝐓 ∗ 𝟏 Higher scoring items classified as ‘influential’ ● ●
Total intensity of the problem  𝐜 + 𝐫 = 𝐱 Combined dependence and influence (vertex degree) ● ●
Net position of the problem:  𝐫 ― 𝐜 = 𝒚 Positive: mainly influencing; negative: mainly dependent ●
Skeleton matrix  (𝐈 + 𝐂) ≤ (𝐈 + 𝐂)(𝑙 ― 1) = (𝐈 + 𝐂)(𝑙) = 𝐌𝒄 Hierarchical, minimum-edge digraph with  levels that preserves 𝑙

the reachability of the original digraph. : reachability matrix 𝐌𝒄
after fusing nodes in strong components 

●

Notes: (1)If  experts fill the matrix independently, then  denotes the scores submitted by the k-th expert; (2)As given in early DEMATEL works; (3)The notation  identifies ( )-th element in 𝑘 𝐗𝑘 𝑔(𝑝)
𝑖𝑗 𝑖,𝑗

, not ; (4)It in unclear form early MICMAC whether  and, if not, whether normalisation is required; (5) More details on the power of matrices are given in Section 5; (6)Notice that 𝐆𝑝 (𝑔𝑖𝑗)𝑝 𝐗 = 𝐆
MICMAC and DEMATEL arrive at  in different ways;  is a column unity vector of appropriate size;  is a transposed column unity vector of appropriate size.𝐓 ∗ 𝟏 𝟏′
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2.2.1 Consecutive matrix powers: MICMAC

A key algebraic device for revealing higher-order interactions in the context of SPSM is 

to raise a structural analysis matrix to consecutive powers. Techniques such as 

MICMAC exploit this fact to rank individual problem elements based on the sum totals 

obtained along the corresponding rows and columns of a powered matrix. The 

underpinning assumption is that these powers converge to some stable value that can be 

used to obtain such a ranking (Duperrin & Godet, 1973; Godet, 1977, 1986, 2007).

The key intuition beneath this approach is a well-known result in graph theory – 

namely, the matrix obtained by raising an adjacency matrix  to some integer power  𝐆 𝑝

(2)𝐓 = 𝐆𝑝                                           (𝑝 = 2,3,…)

has a generic entry  that corresponds to the number of different paths of length  𝑡𝑖𝑗 𝑝

originating in node  and terminating in node  of the corresponding digraph (Deo, 𝑖 𝑗

1974: p. 161). When applied in the context of MICMAC, eq.2 measures the importance 

of a given problem element by the existence, number and length of the paths that link 

such an element with the others. Metrics of influence for each problem element are 

given by the row-sum vector , and metrics of dependence by the column-sum 𝐫 = 𝐓𝟏

vector  (where  denotes a unity vector of appropriate dimensions, and  its 𝐝 = 𝟏′𝐓 𝟏 𝟏′

transpose). If combined, these values provide coordinates for visualising the problem 

elements as a scatterplot on an “influence/dependence” Cartesian plane.

Yet the MICMAC approach just described has some shortcomings, which are 

rarely noticed. First, it is assumed without proof that there is a value , producing a 𝑝 ∗

matrix  such that the ranking of the entries in  and   𝐓 ∗ = 𝐆𝑝 ∗
𝐫 ∗ = 𝐓 ∗ 𝟏 𝐝 ∗ = 𝟏′𝐓 ∗

remain stable across consecutive iterations – e.g., Godet (1986, 1977: p.73). Second, it 

is not always clear if the computations apply to a binary or to a semi-numerical matrix.

Recent work, even if methodology-oriented, rarely acknowledges these 

limitations (e.g. Hachicha & Elmsalmi, 2014; Manzano-Solís et al., 2019; Zhao et al., 

2020; Villacorta et al., 2014). Exceptions include Georgantzas and Hessel (1995), who 

point out that, depending on the presence of cyclical paths in the underlying digraph, the 

matrix powers in eq.2 may vanish rather than settle. Saaty (2010: Ch. 5) addresses a 
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similar issue, although in the adjacent context of MCDA. Yet these insights have rarely 

led to the introduction of additional checks and balances in MICMAC research.

2.2.2 Series of matrix powers: DEMATEL

The DEMATEL technique shares with MICMAC the concepts of total influence and 

dependence as the chief metrics to achieve a categorisation of interrelated problem 

elements (Fontela & Gabus, 1974a). Yet the computational strategy for obtaining these 

metrics is a power series (Fontela & Gabus, 1974b: Ch.1):

(3)𝐓 ∗ = 𝐀 + 𝐀2 + 𝐀3 + ⋯ = 𝐀(𝐈 ― 𝐀) ―1

Where  is the normalised matrix of semi-numeric scores ;  is 𝐀 = 𝜆𝐗 𝐗 𝜆 = 1 max( 𝐗𝟏)

the reciprocal of its largest row-sum;  and  are, respectively, a unity vector and an 𝟏 𝐈

identity matrix of appropriate size; and the exponent  denotes matrix inversion. ―1

Typically, DEMATEL applications refer to eq.2 without alterations, at times 

misreporting it (e.g. Ethirajan et al., 2021; Yazdani et al., 2020). Seldom is it 

emphasised that the normalisation that generates matrix  is designed to guarantee the 𝐀

existence of . This becomes clearer as one notices that eq.3 is equivalent to 𝐓 ∗

multiplying  by both sides of the following expression (Waugh, 1950):𝐀

(4)lim
𝑚→∞

∑𝑚 ― 1
𝑝 = 0 𝐀𝑝 = (𝐈 ― 𝐀)

―1

Eq.4 is well known in economics, a field familiar to the founders of DEMATEL (Pulido 

et al., 2008). In such context,  represents an interrelated system of industries, whose 𝐀

viability depends on the conditions under which the power series converges to the 

inverse matrix . One such condition is that  must decrease and eventually (𝐈 ― 𝐀) ―1 𝐀𝑝 

vanish – i.e., there is some value  such that  for all  . In the context of 𝑝 ∗ 𝐀𝑝 = 𝟎 ≥ 𝑝 ∗

DEMATEL, this intuition has been rephrased in non-mathematical terms as the 

‘decreasing importance’ of a problem’s indirect influence (Fontela & Gabus, 1974b). 

Waugh (1950) demonstrates that this condition is met if the elements of  are 𝐀

such that their column-sum is less than one for all columns  – in which case, the matrix 𝑗

norm is , and no element of a matrix can be larger than its norm. 𝑁(𝐀) = max
𝑗

∑
𝑖𝑎𝑖𝑗 < 1
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Suh & Heijungs (2007) consider the case where  does not meet the requirement 𝐀 𝑁(𝐀)

 due to e.g., mixed units such as those used to express physical flows between < 1

supply chain operations. In this case the power series in eq.4 converges if the dominant 

eigenvalue  of  is less than one in modulus, a condition met by doubly-𝜆max 𝐀

normalising  using its on-diagonal elements, if any, and a rescaling factor .𝐀 1 |𝜆max|

In special cases, knowledge about the eigenvalues of a non-negative structural 

analysis matrix  of size  is sufficient to conclude whether higher powers of such 𝐀 𝑛 × 𝑛

a matrix approach a limiting state or vanish. Strang (1986) illustrates this result 

assuming that  has  linearly independent eigenvectors and  distinct eigenvalues, in 𝐀 𝑛 𝑛

which case for  the power  approaches  if and only if  for all  𝑝→∞ 𝐀𝑝 𝟎 |𝜆𝑖| < 1 𝑖 = 1,…,𝑛

(a stronger condition than the requirement on the matrix norm previously described).

In the DEMATEL context, the literature does not build on the above insights to 

support its choice of normalisation factors (e.g. Gölcük & Baykasoğlu, 2016). 

2.2.3 Linking consecutive matrix powers to series: ISM

ISM differs from the previous techniques as for the most part it consists of a graph 

partitioning algorithm whose aim is to lay bare a ‘backbone’ of the original digraph that 

contains fewer edges and is organised hierarchically, hence is easier to interpret for the 

experts (Warfield, 1974, 1976). A schematic summary of the algorithm is provided in 

Supplementary Materials S2. The algorithmic aspects of ISM pose distinct 

methodological challenges, which are discussed in a separate section.

For continuity with the previous sections, here we highlight how the starting 

point for ISM is analogous to the end-results for techniques such as DEMATEL and 

MICMAC. Specifically, the concept of a ‘reachability matrix’ in ISM is the counterpart 

of the matrix of total interactions in eq.2 and eq.3.The reachability matrix, too, is the 

result of consecutive matrix powers that are assumed to settle to a limiting value. Yet in 

ISM the structural analysis matrix  is typically binary and, before being powered, a 𝐆

suitably sized identity matrix  is added to it, yielding:𝐈

(5)𝐁 = #(𝐈 + 𝐆)

where the addition is Boolean since # denotes the operation described in eq.1. The 

matrix power  is also obtained by Boolean operations. It is assumed that 𝐁𝑝 = #(𝐈 + 𝐆)𝑝
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some integer value  can be found such that (Malone, 1975):𝑝 ∗

(6)𝐁𝑝 ∗ ― 1 ≤ 𝐁𝑝 ∗
= 𝐁𝑝 ∗ + 1 = 𝐓 ∗

where matrix inequalities apply entry-by-entry. In practice,  is replaced by its upper 𝑝 ∗

bound , which corresponds to the longest distinct path between any pair of 𝑝 ∗ ≤ 𝑛 ― 1

nodes in a digraph with  nodes (Warfield, 1973a):𝑛

(7)𝐁𝑛 ― 1 = 𝐓 ∗

Most applications of ISM refer to eqs.5-6, usually without mentioning eq.7. Yet the 

literature is favourably inclined towards a streamlined approach to determining the 

reachability matrix, in which the original equations are replaced by manual ‘transitivity 

checks’ performed by the researcher without the aid of a computer (e.g., Sushil, 2017, 

2018). In this context, researchers rarely develop equations that are comparable with 

other SPSM techniques. To bridge this gap we expand the generic matrix power term in 

eq.6 with the aid of Theorem 5.7 in Harary et al. (1965):

(8)𝐁𝑝 = #(𝐈 + 𝐆)𝑝 = #(𝐈 + 𝐆 + 𝐆2 + … + 𝐆𝑝)

Recalling eq.7, the reachability matrix – initially defined by consecutive matrix powers 

– can be expressed as a finite sum of matrix powers:

(9)𝐓 ∗ = 𝐁𝑛 ― 1 = #(𝐈 + 𝐆 + 𝐆2 + … + 𝐆𝑛 ― 1)

Whilst the consecutive powers in eq.6 are reminiscent of MICMAC, eq.9 is closer to the 

fundamental DEMATEL equation – shedding some light on how the two may be 

related. As in DEMATEL, it seems sensible to require that  vanishes after some value 𝐆𝑝

, so that the right-hand side of eq.8 converges to the reachability matrix. 𝑝 ∗ ≤ 𝑛 ― 1

This condition is met when the underlying digraph does not contain any directed edge 

sequence of length  or larger (Deo, 1974: p. 232). This approach replaces taking the 𝑝 ∗

limit of a finite sum of matrix powers – as eq.4 does – since  is a binary matrix. 𝐆

It is rarely noticed that the same condition described above, if met, prevents 

techniques such as MICMAC from yielding meaningful results as the matrix power in 

eq.2 vanishes.
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2.2.4  Reconciliation of SPSM matrix equations

With reference to the shared use of matrix powers as a computational device, we 

suggest that MICMAC, ISM and DEMATEL build progressively on each other. Matrix 

powers are unrelated in MICMAC; but combined as a finite sum in ISM, and as a series 

(infinite sum) in DEMATEL. This progression is emphasised in the middle portion of 

Figure 1.

We also notice a progressive refinement of assumptions regarding the behaviour 

of higher matrix powers. MICMAC is vague on whether these powers settle or vanish. 

ISM overcomes these limitations in the case of a binary matrix, and introduces an upper 

bound on the exponent. ISM and DEMATEL share the requirement that higher powers 

of a structural analysis matrix do vanish, which is detrimental for MICMAC. In all 

cases this behaviour depends on the presence of paths beyond a certain length in the 

underpinning digraph. For DEMATEL, the additional requirement of normalisation 

provides useful diagnostics for the behaviour, in the limit, of higher matrix powers.

Conceptually, the finite sum of matrix powers in ISM, and the infinite sum in 

DEMATEL (eq.4 and eq.9) can be reconciled through the inequality:

(10)𝐓 ∗ = #(𝐈 + 𝐀 + 𝐀2 + … + 𝐀𝑛 ― 1) ≤ #(𝐈 ― 𝐀) ―1

Where  is used instead of , the #(𝐈 + 𝐀 + 𝐀2 + … + 𝐀𝑛 ― 1) #(𝐈 + 𝐆 + 𝐆2 + … + 𝐆𝑛 ― 1)
right-hand term of eq.9, even though these may not be equivalent. Recalling that 𝐘 =

 is the adjacency matrix of a ‘transitive closure’ of a 𝐓 ∗ ― 𝐈 = #(𝐆 + 𝐆2 + … + 𝐆𝑛 ― 1)
digraph with reachability matrix  (Harary et al., 1965), and that 𝐓 ∗ 𝐀 + 𝐀2 + 𝐀3 + … =

, one obtains:𝐀(𝐈 ― 𝐀) ―1

(11)𝐘 = #(𝐀 + 𝐀2 + … + 𝐀𝑛 ― 1) ≤ #[𝐀(𝐈 ― 𝐀) ―1]

Eqs.10-11 help relate the ISM concept of a reachability matrix – represented by a finite 

sum of matrix powers – with the DEMATEL concept of a total interaction matrix – 

represented by a matrix inverse to which an infinite sum of matrix powers converges.

At the conceptual level, the suggested relationship can be strengthened if the 

right-hand side of eq.10 is turned into an equivalence invoking the Cayley-Hamilton 

theorem – a well-known result in linear algebra (Pal & Bhunia, 2015: Ch.3). With 

reference to the inequality  in eq.10, the theorem warrants that the ∑𝑛 ― 1
𝑖 = 0 𝐀i ≤ (𝐈 ― 𝐀) ―1
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inverse on the right-hand side can be cast into a finite sum containing up to the (𝑛 ― 1)

th power of the matrix : 𝐂 = (𝐈 ― 𝐀)

(12)∑𝑛 ― 1
𝑖 = 0 𝛽𝑖𝐂𝑖 = 𝐂 ―1

The unknowns in this problem are the scalars . If  has  distinct eigenvalues , 𝛽𝑖 𝐂 𝑛 𝜆1,…,𝜆𝑛

one obtains these unknown scalars by solving the following (Lathi, 2002: p.62):

(13)[ 𝛽1
⋮

𝛽𝑛 ― 1
] = [1 λ1 ⋯ λ𝑛 ― 1

1
⋮ ⋮ ⋮
1 λ𝑛 ⋯ λ𝑛 ― 1

𝑛
]

―1

[(λ1) ―1

⋮
(λ𝑛) ―1]

After obtaining  through eq.13 one substitutes back  for  in eq.12, and works 𝛽𝑖 (𝐈 ― 𝐀) 𝐂

out the scalars  that multiply  in the expression  – thus 𝛾i 𝐀 ∑𝑛 ― 1
𝑖 = 0 𝛾i𝐀i = (𝐈 ― 𝐀) ―1

establishing an equivalence between a finite sum of powers of  and the inverse 𝐀

. In the context of SPSM, this distinction is often underplayed, generating (𝐈 ― 𝐀) ―1

some confusing notation (e.g. Ethirajan et al., 2021; Yazdani et al., 2020).

2.2.5 Matrix powers in fuzzy SPSM approaches

So far we have assumed that key SPSM equations were as defined in the 

foundational literature. Yet a growing number of applications in the literature use fuzzy 

structural analysis matrices, meaning that experts score the strength of a relationship 

using degrees of membership on a scale defined by extremes (1-0) instead of discrete 

values. Another approach is to use interval-type (‘grey’) matrices (e.g., Ethirajan et al., 

2021). The algebra of fuzzy SPSM approaches differs from the general case examined 

so far, since the matrix (dot) product is replaced by max-min, or other compositions. 

Ragade (1976) illustrates these compositions in the case of fuzzy ISM. It is still a 

requirement that the powers of the underpinning fuzzy matrix converge to a limiting 

value – a condition that is often assumed to occur (e.g., Zhao et al., 2020). Thomason 

(1977) demonstrates that such powers may oscillate rather than converge, and that 

convergence may be subject to specific conditions on the entries of the fuzzy matrix 

 i.e., that for any pair of problem elements  there is  such that .𝐅 = [𝑓𝑖𝑗] 𝑖,𝑗 𝑘 𝑓𝑖𝑗 ≤ 𝑓𝑖𝑘𝑓𝑘𝑗
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2.3 Comparison of visual analytics

The algebraic insights discussed above are used to develop visual analytics that are fed 

back to practitioners for interpretive analysis, collective learning, and group decisions. 

This idea is schematically illustrated in Fig.1 as one progresses towards the right-hand 

side, and through the example in Supplementary Materials S1. Below we identify two 

approaches, one of which requires further computations.

2.3.1 The influence/dependence plane approach

Techniques such as MICMAC and DEMATEL have a shared approach to visual 

analytics, although the underpinning calculations differ – as previously noticed. In both 

cases, the constituent elements of a problem situation are visualised as a scatterplot on 

an ‘influence/dependence’ Cartesian plane. The coordinates of each element on the 

plane are obtained from the influence/dependence vectors  and  described in 𝐝 ∗ 𝐫 ∗

sections 2.2.1 and 2.2.2. Once a scatterplot is obtained, the problem elements are 

segmented based on the pre-defined portion of the plane in which they fall. 

In the specific case of MICMAC the ‘influence/dependence’ plane has four 

quadrants associated with the following segmentation (see Godet, 1986: p.153): 1) 

‘influential’ elements (upper-left quadrant); 2) ‘linkage/relay’ elements, which are 

unsteady (upper-right quadrant); 3) ‘dependent’ elements (lower right quadrant); and 4) 

‘autonomous’ elements unlikely to play a role in future developments (lower left 

quadrant). An L-shaped plot on the influence/dependence plane denotes stability 

(Godet, 2007: p.173). This schematic proved to be popular in the ISM literature, which 

uses the term MICMAC improperly, as a synecdoche for this visualisation device.

The DEMATEL scatterplot has only two quadrants (top/bottom), and its 

coordinate system requires that the influence/dependence vectors are turned into 

combined measures of influence and dependence. Specifically, the ordinate 𝐲 = 𝐫 ∗ ―

 indicates the ‘net position’ of an element: elements located in the top half (bottom 𝐝 ∗

half) of the plane are deemed highly influential (highly dependent) and classified as 

predominantly ‘dispatcher’ (‘receiver’). The abscissa  is a proxy for ‘total 𝐱 = 𝐝 ∗ + 𝐫 ∗

intensity’, so that the elements on the right-hand side of the plane have greater overall 

importance. This system of coordinates, originally devised by Fontela & Gabus, 

(1974b) has remained substantially unchanged (e.g., Ethirajan et al., 2021; Gölcük & 

Baykasoğlu, 2016).
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2.3.2 The graph partitioning approach (ISM)

The second approach to visual analytics in SPSM is a minimum-edge, hierarchical 

digraph – a ‘backbone’ or ‘skeleton’ – which is characteristic of the ISM approach. This 

backbone is obtained through a partitioning algorithm (described in Supplementary 

Materials S2) which groups strongly connected problem elements, and re-arranges these 

groups by hierarchical levels (Warfield, 1973b). Similarly to the scatterplots described 

above, highly influential problem elements (shown at the bottom of the hierarchy) are 

separated from highly dependent or resultant elements (shown at the top).

As mentioned in Section 2.2.3, some methodological issues associated with this 

approach are substantially overlooked by the literature. One such issue stands out: the 

significant overlap with the joint problems – well known in computer science – of 

finding strongly connected components in a digraph (Deo, 1974) and a block-triangular 

permutation of its adjacency matrix (Strang 1986: Ch.16).

The original ISM algorithm was developed before personal computing became 

commonplace (Warfield, 1974, 1976), which favoured manual implementation over 

automation (Farris & Sage, 1975). Yet the extant ISM literature continues to replicate –

almost without exception (e.g., Babu et al. 2021; Sushil, 2017) – the same manual steps 

illustrated by Warfield (1973b). Many observers fail to notice that these steps could be 

vastly simplified if the strongly connected components in the relevant digraph were 

initially identified by e.g. Depth-First Search – DFS (Deo, 1974: p. 302), a process that 

generates the required block-triangular permutation of the corresponding adjacency 

matrix almost as a by-product. The implementation of DFS for the identification of 

‘strongly connected’ is now a standard capability in network analysis software. 

A second issue is that entire parts of the ISM algorithm are dismissed in the 

literature. For example, hardly any ISM application explicitly computes the so-called 

‘skeleton’ matrix for the minimum-edge digraph, as originally intended by Warfield 

(1974; 1976). Overall, attempts to advance the ISM partitioning algorithm remain 

sparse (e.g., Kim & Watada, 2009).

A third and final issue is that the literature rarely acknowledges that the ISM 

algorithm fails to apply to a reachability matrix filled with ones – an indicator that any 

node can be reached from any other node, thus defeating the rationale for partitioning a 

digraph (Warfield, 1973b). This feature is exacerbated by concerns about how the 

reachability matrix is usually computed, which were expressed in Section 2.2.3.
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2.4 Elicitation of expert judgment

Concepts such as post-normal science recognise the challenges of comprehending and 

managing complex situations in the absence of a theoretical basis for factual predictions 

(Funtowicz & Ravetz, 1993). The original intent of SPSM is to address similar 

challenges, through a disciplined approach to expert judgment and intuition leading to 

relational maps and structural analysis matrices. 

In principle, a range of approaches can be adopted to help individuals contribute 

their judgment, intuition, and creativity in participative SPSM activities (e.g., Lendaris, 

1979). In practice, the experts go through a pre-established list of questions for each 

pair of constituent problem elements previously identified. These questions may differ – 

compare e.g., Godet (1977, 1986: p. 67) and Saxena et al. (1990). The latter introduces 

the concept of self-interaction matrix – a widely used instrument in extant ISM research 

– by which an experts score  contextual relationships in  evaluation 𝑛(𝑛 ― 1) 𝑛(𝑛 ― 1) 2

steps, each involving a four-question checklist.

It can be challenging to assess the specific benefits of a given mode of 

engagement in terms of reducing the cognitive burden for decision makers (e.g., 

Kolfschoten et al., 2014). In the adjacent field of AHP, research has explored 

‘parsimonious’ approaches centred on the decision maker, which reduce the number of 

paired comparisons required in practical applications (e.g., Abastante et al., 2018). As 

mentioned in Section 2.1, the conditions to infer comparative relationships in MCDA 

may not hold for the influence relationships that are prevalent in SPSM. 

The growing ambition of extant SPSM literature to resemble survey research 

corresponds to a general loss of interest in the cognitive effort required by decision 

makers, and in human-machine interaction as a way to build consensus through 

structured dialogue (e.g., Sushil, 2018). Yet few works estimate such effort with time-

related metrics – some that do are summarised in Table 3. 

TABLE 3 ABOUT HERE.

These works do not specify how the estimated time is allocated i.e., interaction 

with computers, processing etc. It is also unclear whether the time estimates provided 

account for human-computer interaction. Yet early ISM research was more prescriptive 

about the use of computers in facilitated group work (Janes, 1988).
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Table 3 Available estimates of expert effort for different structural modelling techniques
Technique n. of 

problem 
Elements

Participants Human-
computer 
interaction?

Effort estimate Source

MICMAC 70 n.s. n.s. 𝑇 [days] ≈  3 Godet (2007, p.167)
ISM 𝑒 𝑝 Y  𝑇 [hours] =

1
600𝑒2𝑝0.5 Warfield (1982, p.196)

  9 (min) n.s. Y  𝑇 [hours] ≈  0.5
34 (max) n.s. Y 𝑇 [hours] ≈  6ISM
22 (mean) n.s. Y  𝑇 [hours] ≈  3.1

Warfield and Cárdenas (1994: 
p.116)

DEMATEL 22 n.s.  𝑇 [hours] ≈ 2 Govindan and Chaudhuri (2016)
ISM/MICMAC 27 4 n.s.  𝑇 [hours] ≈ 5 Chaudhuri et al. (2016)
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Specifically, early ISM work sets out a human-machine interactive environment 

to elicit subjective judgment on contextual relationships (Malone, 1975). Warfield 

(1982; 1976) illustrates such an environment as consisting of: (1) the individuals 

involved and their perception of the problem situation; (2) the software and hardware 

embodying the necessary methodological steps; and (3) the relevant information dealt 

with (i.e., substantive content). Early ISM work also aimed to support group learning, 

with benefits accruing not only from the models generated, but also from partaking in 

the process (Warfield, 1982). Warfield & Cárdenas (1994) further develop the above 

principles through the concept of ‘interactive management’. 

Unlike early ISM, most SPSM approaches are not prescriptive on how experts 

should be engaged. For example, MICMAC encourages seeking a plurality of 

viewpoints using intuitive means, brainstorming, and unstructured interviews with 

relevant stakeholders (Godet, 1986) – but is elusive on how to do so. DEMATEL has 

resembled survey research since the outset, allowing experts to separately complete and 

submit their judgment via questionnaires. In this context, interaction with computers is 

limited to the analysis of these questionnaires, as it brings “…some order into the 

apparent chaos of thought” (Fontela & Gabus, 1974a). Few applications have explored 

the overlaps with rigorous case study research and discursive processes (Bolaños et al., 

2005; Kwak et al., 2018).

3 Illustrative applications of SPSM to SCRM

This section addresses RQ2 by illustrating evidence from the SCRM literature that 

substantiates claims made in previous sections. A sample of the literature was obtained 

by querying Web of Science for abstracts/keywords containing the terms (DEMATEL 

OR MICMAC OR ISM OR "interpret* structural model*") AND (risk OR resilien*) 

AND (SUPPLY CHAIN). This search yielded 112 journal papers. We excluded papers 

that (1) were deemed not pertinent based on closer examination of abstract and title; (2) 

did not disclose sufficient analytical details; or (3) were published in journals that are 

‘author-pays’ only (as the rigour of this publishing approach is debated). Given the 

illustrative aim of this section, the selection process reached saturation with fewer 

papers than a systematic review. The final sample consists of 50 references, four of 

which are not journal papers. Figure 2, Figure 3 and Table 4 illustrate the sample and 

the proposed evaluation grid.
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FIGURE 2, FIGURE 3 and TABLE 4 ABOUT HERE

Figure 2: Selected sample of reviewed papers on applications of SPSM in SCRM

Figure 3: Summary metrics related to the expert-driven risk interdependency evaluation 

process for the selected references
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Table 4: summary of relevant research data on structural modelling in the context of supply chain risk evaluation
Contextual relationshipStructural modelling Problem elements

identification SAM filling approach Expert engagement
Mathematical modellingReference 

(by year and author name)
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01 Babu et al. (2021) ○(7) ● 9 8 L, E Leads to(5) B C(2) ● 8 ○(6)

02 Ethirajan et al. (2021) S Electronics ● 31 L Influences O(3) C 9 ● CS ● Avg. GY
03 He et al. (2021) R Home appliances ● QFD 25 6 L, E Influences O I+C 6 CS ●
04 Kazemian et al. (2021) R Automotive ● AHP 24 L n.s. O I 9 ○(4)

05 Liu et al. (2021) R e-commerce ● ● 36 L Influences O(3) I 15 SQ ● ○(6) ● FZ
06 Mohammed (2020) S, R Chemicals ● VIKOR 15 1 L, E Influences O I 3 ● Avg.
07 Yazdani et al. (2020) S Construction ● EDAS 7 L n.s. O I 4 SQ ●
08 Zhao et al. (2020) Agri-food ● ● 16 16 CS Influences O I 8 CS ● ○(6) FZ
09 Aggarwal et al. (2019) R Automotive ● 8 3 L Influences O(3) I 3 SQ ● Avg. GY
10 Ali et al (2019) Agri-food ● 10 130 SQ Influences O(3) I 4 SQ ● Avg. GY
11 Alora and Barua (2019) ● ● 7 12 L, D(1) Leads to B C(2) ● 12 ● D(1) ○(6)

12 Chowdhury et al. (2019) Textile ○(7) ● 10 6 L,E n.s. B C ● 6 ● ○(6)

13 Dandage et al. (2019) ● ● 8 10 L Leads to B C(2) ● 5 n.s. ○(6)

14 Han et al. (2019) Remediation ● ● 22 16 L, D Influences B C ● 9 ● n.s. ○(6)

15 Parkouhi et al. (2019) R Wood and Paper ● 23 L,D(1) Influences O(3) I 10 SQ ● Avg. GY
16 Vishnu et al. (2019) Healthcare ● ○(7) ● PROME 13 385 L,SQ Leads to(5) O I 8 ○ ○(6) Avg.
17 Li et al. (2019b) Energy ● ● 14 3 L Helps achieve B C(2) ● 3 n.s. ○(6)

18 Pitchaimuthu et al. (2019) Aerospace ● ● SD 5 n.s. L n.s. B n.s. ● n.s. n.s. ○(6)

19 Can and Toktas (2018) Automotive ● MABAC 3 3 E n.s. O(3) I 3 ● Geo. FZ
20 Kwak et al. (2018) Logistics ● 20 36 D Leads to(5) B C ● 6 ● D ○(6)

21 Sen et al. (2018) S, R Automotive ○(7) ● 14 6 L,SQ n.s. B n.s. 6 ●
22 Singh et al. (2018) R Humanitarian ● ● 12 L Leads to(5) O(3) I+C 5 WK ○(6) FZ
23 Etemadinia and Tavakolan (2018) Construction ● SD 25 n.s. n.s. Influences B n.s. ● n.s. n.s. ○(6)

24 Wang (2018)* Healthcare ● ● AHP 11 6 L, SQ Influences B I+C ● 12 ● SQ ○(6)

25 Bañuls et al. (2017) ● CIA 13 2 E n.s. P C(2) 2 n.s. ● ○(6)

Abbreviations: AHP – Analytical Hierarchy Process; B – Binary; C – Collective response; CIA – Cross-Impact Analysis or Bayesian Network; CS – Case Study Research; D – Delphi and/or Focus group; E – Expert opinion, unspecified; FO – Focus Group; FZ – Fuzzy logic; FG – 
Combined FZ and GY; GY – Grey number theory; I – Individual response; L - Literature; MIX – Mixed approach; CS – case study/interviews; WK – Facilitated workshop; O – Ordinal Scale; NMC – Not in scope Multi-Criteria Decision Making techniques; P – Probability, subjective; 
PPA – ISM matrix Partitioning and Permutation algorithm (Online Supplement); RS – Rough Strength Relationship; SQ - Survey/Questionnaire; SAM – Structural Analysis Matrix; SD – System Dynamics; SAM – Structural Analysis Matrix; SEM – Structural Equations Modelling; SU – 
sustainability; RS - resilience; VAXO – shorthand for the filling approach introduced by Saxena et al. (1990).

Notes: *Not a journal paper; (1) The term Delphi is used but without procedural details; (2) Deducted in the absence of procedural details; (3) Ordinal but associated with real values e.g. ‘fuzzy’ or ‘grey’; (4) Not related to structural modelling; (5) Often a synonym for ‘helps achieve’; (6)
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Table 4 (Cont’d)
Contextual relationshipStructural modelling Problem elements 

identification SAM filling approach Expert engagement
Mathematical modellingReference 

(by year and author name)
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26 Rajesh (2017) R Electronics ● 11 L Influences B C 3 ● WK ○(6)

27 Jain et al. (2017) R ● ● SEM 13 n.s. n.s. Help achieve B n.s. ● n.s. n.s. ○(6)

28 Prakash et al. (2017) Agri-food ● ● NMC 17 n.s. L, E Leads to B n.s. ● n.s. n.s. ○(6)

29 Rane and Kirkire (2017) Healthcare ● ● 10 101 L, SQ Drives to B C(2) ● 5 ● n.s. ○(6)

30 Song et al. (2017) S Telecom ● 20 5 L, FO Influences O I 5 n.s. ● ● RS
31 Wu et al. (2017) S Home appliances ● 7 n.s. E Influences O(3) n.s. n.s. n.s. ● ● FG
32 Chaudhuri et al. (2016) Agri-food ● ● 27 4 L, FO Leads to O(3) C ● 4 ● MIX ○(6) FZ
33 Govindan and Chaudhuri (2016) Logistics ● 22 n.s. L, FO Influences O C 5 WK ● ●
34 Samvedi and Goh (2016)* IT ● NMC 7 3 E Influences O(3) C(2) 3 n.s. FZ
35 Fazli et al. (2015) Oil and Gas ● NMC 5 n.s. L Influences O C(2) 8 ● MIX ● ● ○(4)

36 Rajesh and Ravi (2015) R Electronics ● 15 n.s. L Influences O(3) C 4 n.s. ● ● GY
37 Srivastava et al. (2015) Agri-food ● ● 24 6 L, FO Help achieve B I+C ● 5 ● MIX ○(6)

38 Venkatesh et al. (2015) Textile ● ● 12 14 L, D(1) Leads to O(3) C(2) ● 8 n.s. ○(4) ○(6)

39 Wu et al. (2015) Oil and Gas ● CIA 14 n.s. E Influences P n.s. ● n.s. MIX ● ○(6) ○(4)

40 Hachicha and Elmsalmi (2014) Agri-food ● ● 7 9 E Aggravates O n.s. ● n.s. n.s. ● ○(6) ● ●
41 Mangla et al. (2014) S ● 14 n.s. L Leads to B n.s. ● n.s. n.s. ○(6)

42 Samvedi and Jain (2013) Textile ● 9 n.s. E Influences O(3) I 7 MIX ● ● FZ
43 Diabat et al. (2012) Agri-food ● ● 5 n.s. n.s. Alleviates B n.s. ● n.s. n.s. ○(6)

44 Alawamleh and Popplewell (2011) ● ● 13 n.s. L Influences B I+C ● 45 ● SQ ○(6)

45 Hung (2011) Telecom ● AHP 5 n.s. n.s. Influences O n.s. n.s. n.s. ● ● ○(4) FZ
46 Pfohl et al. (2011) 3PLogistics ● ● 21 n.s. n.s. n.s. B n.s. ● n.s. CS ● ○(6) FZ
47 Sun and Lin (2011)* ● 18 n.s. L Influences O(3) C(2) 7 CS ● ● FZ
48 Tseng et al. (2011) Humanitarian ● 15 n.s. n.s. Leads to(5) B n.s. ● n.s. n.s. ○(6)

49 Li and Xie (2009)* Iron and Steel ● 8 n.s. L Influence O(3) n.s. n.s. n.s. ● FZ
50 Faisal et al. (2007) IT ● ● 12 13 L,E Leads to(5) B C(2) ● 13 ● WK ○(4) ○(6)
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3.1 Constituent problem elements and contextual relationships

Conceptually, it is often recommended that risks should be regarded as interconnected 

rather than standalone (e.g. Chopra & Sodhi, 2004). However, the literature continues to 

focus on individual risks as opposed to risk interaction analysis using techniques such as 

SPSM (Kwak et al., 2018). Based on the 50 selected references (highlighted in Table 4), 

experienced practitioners typically help identify an arbitrary number of risks, as well as 

possible contextual relationships between them. In 78% of cases, experts were asked to 

evaluate contextual relationships between 18 risk items or fewer (Figure 3, left-hand 

side), with a clear prevalence of ‘influences’ (~48%) and ‘leads to/helps achieve’ 

(~32%) type of relationships (Figure 3, right-hand side).

In 54% of cases, experts scored the intensity of the identified contextual 

relationships (22% by a fuzzy scale), but rarely outside DEMATEL applications. Table 

4 specifies alternatives to single-valued semi-numerical scores. Wu et al. (2017) 

illustrate a simultaneous application of two such approaches. In other (fewer) cases, 

experts also assessed the probability that risk events occur (e.g., Bañuls et al., 2017).

3.2 Expert engagement

Less than half of the reviewed papers specify how experts were engaged to elicit 

contextual relationships. Formalised techniques include Delphi and/or focus groups 

(e.g. Chaudhuri et al., 2016; Han et al., 2019; Kwak et al., 2018); workshops (e.g., 

Faisal et al., 2007); and case studies (e.g., Pfohl et al., 2011). Often, the number of 

experts involved in identifying relevant risks differs compared to those involved in 

evaluating contextual relationships; for example the former may involve fully-fledged 

surveys. Works that assume a collective response are not often specific on how 

consensus among experts on paired risk assessments is arrived at. In only two cases is a 

voting system explicitly adopted (Alawamleh & Popplewell, 2011; Han et al., 2019). 

Where individual responses are sought instead, the averaging approach is used with few 

exceptions (an example of such exceptions is Song et al., 2017).
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3.3 Algebraic and algorithmic aspects

As outlined in Section 2, the computational structures of MICMAC and ISM, if 

correctly applied, are incongruent; whereas ISM and DEMATEL are treated as mutually 

exclusive, despite their affinity. Yet 44% of cases considered here apply ISM and 

MICMAC in combination, while just 2% claim to combine ISM and DEMATEL. Only 

half of the reviewed papers disclose some equations, which reduces to less than 10% in 

the case of ISM-MICMAC combined. In hardly any cases does the ISM literature go 

beyond recalling some standard expression for the reachability matrix (e.g., Pfohl et al., 

2011; Wu et al., 2015). Algebraic or algorithmic insights are often replaced by prose. 

For example, conceptual descriptions of the reachability matrix in ISM have little to do 

with its analytical derivation, examined in Section 2, and the underlying operations 

manually implemented. Only one work (Hachicha & Elmsalmi, 2014) refers correctly to 

the original MICMAC algorithm. Applications of DEMATEL, on the other hand, are 

more likely to credit and disclose key equations. Some papers hint at the power series 

approximation of the inverse matrix, but without elaborating on the conditions for 

convergence (e.g., Ethirajan et al., 2021; Song et al., 2017).

3.4 Visualisation and human-computer interaction

The extant literature applies the conventional visualisations discussed in Section 2.3 

without alteration. However, when MICMAC is implemented jointly with ISM, it is 

stripped of its characteristic computational aspects, and reduced to a four-quadrant 

visual categorisation procedure. In other cases the same treatment is used with ISM’s 

characteristic minimum-edge digraph (e.g. Vishnu et al., 2019). Across the reviewed 

cases SPSM software tools are hardly ever deployed for computational and visualisation 

purposes (e.g., Hachicha & Elmsalmi, 2014). Most ISM work employs a convention for 

matrix-filling that requires no computer assistance, first introduced by Saxena et al. 

(1990) and denoted as ‘VAXO’ in Table 4.

4 Discussion

The idea of structuring complex problems as a system has been around for decades; the 

general intent being to ease managers’ sense of helplessness, lack of confidence, and 

inability to take responsibility in the face of complexity (e.g., Ackoff, 1974; Senge, 
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2006). In the ongoing debate on whether rational analysis alone is sufficient in the face 

of complexity, SPSM adopts a hybrid stance. Like soft OR, it embodies a disciplined 

attitude towards complexity, and places considerable emphasis on problem structuring. 

Like hard OR, it acknowledges the limitations of prose as an alternative to rational 

analysis.

The research presented in this paper compares and contrasts widely applied 

SPSM techniques through a methodological lens. The findings highlight algebraic and 

procedural aspects that are often taken for granted, as researchers now focus on specific 

application contexts. Our research shows that these aspects, whilst overlooked, affect 

the ability to impart a meaningful and sound relational structure on complex problem 

situations as perceived by experienced practitioners. Table 5 summarises key insights in 

response to RQ1 and RQ2. These are discussed below.

TABLE 5 ABOUT HERE

Table 5: Summary of key findings
Section Methodological building block (addressing 

RQ1)
Section Implementation Challenge (addressing 

RQ2)
2.1 Non-negative structural analysis matrices 

serve as building blocks across all SPSM 
techniques, capturing influence (rather than 
priority) structures in the form of a digraph.

3; 2.1 Different approaches to filling structural 
analysis matrices may affect key 
computational outcomes. Yet, matrix-filling 
checks and balances are not as prescriptive 
in SPSM as they are in MCDA.

2.2 Matrix powering, to categorise the 
constituent elements of problem situations, 
and to indicate which ones require greater 
attention.

3; 2.2 Matrix powering is dealt with differently by 
each technique, at least at first glance; 
without providing a unified view on the 
underpinning equations.

2.3 Visual devices, to improve understanding of 
how specific clusters of constituent 
elements contribute to the problem 
situation at stake.

3; 2.3 The potential for complementary use of 
alternative visual analytics is understated, in 
the absence of a broader understanding of 
the earlier building blocks.

2.4 Disciplined engagement with expert 
practitioners, facilitated by either human-
computer interaction or survey-type 
approaches, with a view to managing 
cognitive biases and simplifying heuristics.

3; 2.4 Much like key algorithmic aspects, the 
principles of human-computer interaction in 
SPSM have advanced very little from the 
foundations set out in early work.
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4.1 Highlights from the methodological comparison

The most prominent building block in SPSM is reliance on structural analysis matrices 

(either binary, semi-numeric, or fuzzy), with graph-theoretical interpretations to capture 

influence-type contextual relationships. However, for techniques such as MICMAC it is 

unclear what checks and balances should be in place while filling such matrices, to 

ensure that later computations based on the matrices work out as desired. These checks 

and balances are more prescriptively defined in adjacent MCDA techniques such as 

AHP.

Our findings emphasise the importance of matrix powering operations as the 

common algebraic device which enables SPSM to generate insights that practitioners 

can interpret and act upon. Although they are often overlooked, the differing 

assumptions about how the powers of a structural analysis matrix behave offer an 

invaluable lens to identify similarities and differences between individual strands of 

research. As an example, the reachability matrix in ISM and the matrix of ‘total’ effects 

in DEMATEL are, in fact, analogous. Yet, reachability matrix equations are rarely 

developed in full (e.g. Li et al., 2019). Even work that jointly applies DEMATEL and 

ISM fails to recognise analogies between the two methods (e.g. Gardas et al., 2019; Liu 

et al., 2021). Discussions around apparent differences are usually hastily compiled and 

lack methodological depth (e.g.Ethirajan et al., 2021; Vishnu et al., 2019; Zhao et al., 

2020).

Our research also shows that MICMAC appears to borrow a key assumption 

about the convergence of powers of a structural analysis matrix from paired comparison 

theory, which is actually concerned with priority rather than intent structures (see e.g., 

Kendall, 1955; Saaty, 1987). Unlike a paired comparison approach, however, MICMAC 

fails to guarantee that the conditions for the powered matrix working properly are 

always met. Our findings also promote the standard eigenvalue problem as a common 

theoretical foundation to address the issue of guaranteed convergence for powers of a 

structural analysis matrix, in turn also providing useful diagnostics. 

All three of the SPSM techniques develop characteristic visual analytics for 

interpretive purposes. Our findings highlight that apparently unrelated visualisation 

approaches – such as ‘influence/dependence’ scatterplots (MICMAC, DEMATEL) and 

minimum-edge hierarchical digraphs (ISM) – are actually built on similar 

computational grounds. To correctly complement each other, however, the 
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computational analogies or incongruences between the different approaches need to be 

recognised and addressed. For example, the term ‘MICMAC’ is often just a synecdoche, 

denoting the use of its 2-by-2 visualisation device within ISM applications. The 

literature also fails to recognise that a major portion of the ISM algorithm – currently 

laid out manually without computer aid in most papers – is equivalent to the 

identification of connected components in a digraph. This is a task that any network 

analysis software can effectively automate.

Regarding the preferred mode of engagement with experts, our research 

observed that survey-like approaches – as opposed to facilitated group learning – are 

now prevalent. Unlike survey research that is aimed at inductive generalisations, 

composing expert responses in an SPSM context can be a challenge (e.g., Fontela & 

Gabus, 1974b). Yet the analysis of statistical significance in combining independent 

SPSM responses has barely advanced (e.g., Shieh & Wu, 2016). Even when group 

consensus replaces individual responses, the SPSM literature rarely discloses how it 

was reached, and whether human-computer interaction helped reduce the cognitive 

burden associated with the process. These overlooked areas of SPSM have received 

more attention elsewhere in the literature (e.g., Abastante et al., 2018; Kolfschoten et 

al., 2014), but few works place much emphasis on the design and deployment of digital 

tools to facilitate the task of engaging with the decision maker (e.g., Manzano-Solís et 

al., 2019; Settanni et al., 2018). The incumbent SPSM literature seems reticent to 

deploy specialised software tools, despite the availability of free resources (for ISM: 

www.jnwarfield.com/; and for MICMAC: en.laprospective.fr/). This is no coincidence. 

Widely implemented approaches such as ‘total’ ISM (Sushil, 2017, 2018) regard the use 

of computers as optional, and encourage prose instead. This appears to be a departure 

from the original intent of structural thinking (e.g., Warfield & Staley, 1996).

4.2 Practical and theoretical implications

From a practical perspective, our research calls into question the justifiability of ISM, 

DEMATEL and MICMAC as separate research strands; mainly on the grounds of 

similarities and differences concerning the respective computational structures. In the 

past, ISM would differ from DEMATEL and MICMAC due to its idiosyncratic 

approach to expert engagement, facilitated by human-computer interaction. Today that 

distinction appears hardly justifiable, considering how ISM research now underplays the 
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automation of computational as well as expert engagement tasks. At first glance, 

DEMATEL and MICMAC appear to differ in terms of fundamental equations. But that 

difference is most likely due to the positioning of MICMAC half-heartedly between 

AHP and DEMATEL, without the methodological checks and balances of either.

From a theoretical perspective, one cannot help but notice how SPSM 

applications have mutated into ‘shortcut’ surrogates for survey research; thereby losing 

much of the original intent to support challenging managerial decisions in the face of 

complexity. A decision maker-centric approach is the exception rather than the rule in 

the extant academic literature. A further key aspect of SPSM often neglected today is 

that the benefits of the approach accrue not only from the analytical models that are 

generated, but also from participating in the process in itself (Warfield, 1982). In this 

context, it is worth noting that the foundational SPSM principles were developed at a 

time when cognitive biases and simplifying heuristics in human judgment were 

relatively unexplored (for an early overview see Schwenk, 1985). 

These notions are now well established and being further developed in 

disciplines such as Behavioural Operations Research (Kunc, 2020). Looking back on 

the original intent and methodological principles behind SPSM, as this paper does, 

creates an opportunity to appreciate the merits of raising awareness of the limitations of 

human-bounded rationality in the face of complexity; at the same time promoting 

rigour, coherence and dialogue in the collective reflection (Fontela & Gabus, 1974b; 

Godet, 1986; Janes, 1988).

5 Concluding remarks

This paper compares and contrasts SPSM techniques (ISM, DEMATEL, MICMAC) 

that are considered a staple in the business and management literature, focusing in 

particular on methodology. As such this research is the first of its kind, and a major 

departure from the normative view in the extant literature, which rarely aims to advance 

or critically evaluate the techniques. Instead the paper specialises on specific application 

contexts (e.g. technology adoption, risk, sustainable managerial practices, supplier 

selection) and constituent problem elements (e.g. barriers, enablers, risks). 

The comparative evaluation presented in this paper offers a unifying view across 

SPSM techniques, which has never been done even though the applications have been 

in use for decades. Our arguments are developed by taking a closer look at some 
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characteristic procedural and algebraic aspects of SPSM, which are normally taken for 

granted or underplayed in the literature. Of interest to both practitioners and academics, 

our findings identify previously unnoticed analogies between techniques that have 

always been regarded as mutually exclusive. We also raise concerns about possible 

incongruences between techniques that are often applied jointly. The research 

emphasises the eigenvalue problem as a common theoretical platform, aiming to raise 

awareness of its importance for practical diagnostics. This approach helps to determine 

whether or not a given technique reliably yields the outcome that is hoped for, based on 

the input provided by experienced practitioners. 

Besides these more computational aspects, our findings highlight a lack of 

rigour in the approaches used to facilitate engagement with experts, which are only 

rarely assisted by digital tools that seek to leverage human-computer interaction. While 

there are adjacent academic fields which emphasise the need to reduce the cognitive 

burden for decision makers, this aspect has gradually lost relevance in the SPSM field. 

Instead, the literature favours an uncritical application of research templates with a view 

to achieving ‘shortcut’ survey surrogates.

It is acknowledged that this research has limitations. First, in order to maintain a 

reasonable scope it could not feasibly conduct a comprehensive review of four decades 

of literature across three well-established techniques. Instead, the paper’s claims are 

substantiated based on an in-depth analysis of models and equations for a subset of 

relevant applications and methodological development work. Second, the aspect of 

fuzzy set theory applied to SPSM, whilst mentioned in passing, has not been examined 

in detail. Third, the research does not consider crossovers between MCDA and SPSM.

Despite these limitations, this paper initiates a process of clarifying whether 

ISM, DEMATEL and MICMAC should be justified as autonomous research strands, a 

view which is currently widely assumed across the literature. The research challenges 

the legitimacy of the incumbent view, by providing a clearer, more analytical 

interpretation of the working requirements for each technique. Furthermore it provides 

academics and practitioners with the necessary insights and caveats to guide more 

informed applications of SPSM in the future. This approach of constructive criticism 

also opens up potential avenues for further research, especially with regard to the 

development of digital tools to automate and facilitate the process of expert 

engagement.
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Supplementary Materials for: 

Where have all the equations gone? A unified view on semi-

quantitative problem structuring and modelling 

This documents provides supplementary information complementing the main 

body of the paper, for clarity of exposition. It consists of two sections. The first 

section provides a simplified numerical example illustrating the fundamental 

equations discussed in the paper for each method. The second section details the 

graph partitioning algorithm underpinning the Interpretive Structural Modelling 

(ISM) technique.

1 Supplement S1: numerical example

The following numerical example is provided to complement the contents discussed in 

Section 2.1 and 2.2 in the main paper. The example has illustrative purposes, but is 

underpinned by insights gained through a real-world application to supply chain risk 

management in the pharmaceutical industry (Geyman et al., 2020; Settanni et al., 2018).

1.1 Semi-quantitative contextual relationships

For a hypothetical problem situations involving constituent problem elements, we 𝑛 = 7 

assume that the structural analysis matrix obtained from the experts is as shown in 

Table S1.1. A non-zero entry in Table S1.1 denotes the presence of a contextual 

relationship of influence between two problem elements, as well as the magnitude of the 

identified relationships.

Table S1.1 Entries for a hypothetical structural analysis matrix
Influenced item (Target)Influencing item 

(Source) P_E(1) P_E(2) P_E(3) P_E(4) P_E(5) P_E(6) P_E(7) 
Problem_Element (1) 0 0 1 0 0 0 5
Problem_Element (2) 0 0 0 0 2 5 0
Problem_Element (3) 0 0 0 0 0 0 5
Problem_Element (4) 3 0 0 0 0 0 0
Problem_Element (5) 0 0 0 0 0 0 0
Problem_Element (6) 0 3 4 0 0 0 0
Problem_Element (7) 5 0 0 0 0 0 0
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Reading the entries of Table S1.1 in the sense of a row gives the influence that 

the corresponding element exerts on any other element listed column-wise. When such 

relation is identified, its strength is rated on a semi-numerical scale ranging from 1 to 5. 

The entries of Table S1.1 can also be read in the sense of a given column, giving the 

extent to which the corresponding problem element depends on other elements listed 

row-wise. For example, Problem_Element(2) directly influences Problem_Element(5) 

and (6). At the same time, it directly depends on Problem_Element(6), which indicates 

that Problem_Element(2) and (6) form a cycle. Yet symmetry cannot be assumed, since 

it is not the case that Problem_Element(5) influences Problem_Element(2).

The data in Table S1.1 can be represented in matrix form as follows:

𝐗 = [𝑥𝑖𝑗]7 × 7 = [0 0 1 0 0 0 5
0 0 0 0 2 5 0
0 0 0 0 0 0 5
3 0 0 0 0 0 0
0 0 0 0 0 0 0
0 3 4 0 0 0 0
5 0 0 0 0 0 0

]
where the generic entry  denotes the presence  and strength of a contextual 𝑥𝑖𝑗 ≠ 0

relationship of influence exerted by Problem_Element(i) on Problem_Element(j).

The scoring matrix  does not specify conditions that commonly hold for 𝐗

comparative relationships – for example symmetry (e.g., , unlike undirected 𝑥2,5𝑥5,2 = 0

graphs); reciprocity (e.g., , unlike AHP); anti-symmetry (e.g.,  𝑥2,6𝑥6,2 ≠ 1 𝑥2,6𝑥6,2 ≠ 0

unlike a tournament); and consistency (e.g., it is a mere coincidence that ). 𝑥1,3𝑥3,7 = 𝑥1,7

These conditions are more likely to be enforced in other contexts e.g., multi-criteria 

decision analysis – MCDA.

Matrix  can be interpreted pictorially as the weighted directed graph (digraph) 𝐗

shown in Figure S1.1. The unweighted version of the digraph has adjacency matrix :𝐆

𝐆 = #𝐗 = {1,  (if 𝑥𝑖𝑗 ≠ 0)
0,  (if 𝑥𝑖𝑗 ≠ 0) = [0 0 1 0 0 0 1

0 0 0 0 1 1 0
0 0 0 0 0 0 1
1 0 0 0 0 0 0
0 0 0 0 0 0 0
0 1 1 0 0 0 0
1 0 0 0 0 0 0

]
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Figure S1.1 Weighted digraph corresponding to the numerical example in Table S1.1.

1.2 Consecutive matrix powers of structural analysis matrices

We start by illustrating the relevant computations for the case in which a binary 

structural analysis matrix  is raised to consecutive integer powers . This operation 𝐆 𝑝

yields    where the generic element  is the count of directed paths of 𝐆𝑝 = [𝑔(𝑝)
𝑖𝑗 ] 𝑔(𝑝)

𝑖𝑗

length  between two nodes  and . For example, whilst Problem_Element(2) and (3) 𝑝 𝑖 𝑗

are not directly related, there is one path of length  linking them through 𝑝 = 2

Problem_Element(6). This can be verified from the powered matrix , where the entry 𝐆2

located at the intersection between row 2 and column 3 is . The 𝑔(2)
2,3 = (𝑔2,6 × 𝑔6,3) = 1

binary matrix  obtained from  has non-zero elements corresponding to  #𝐆𝑝 𝐆𝑝 𝑔(𝑝)
𝑖𝑗 ≥ 1

denoting the presence - but not the number - of paths of length  between two nodes. 𝑝

The stopping criteria for the MICMAC procedure is based on the ranking of the 

elements in the vectors obtained by summing the rows or columns of higher matrix 

powers . The underlying assumption is that such ranking eventually stabilises. Yet #𝐆𝑝

in our example the matrix powers  neither vanish nor settle. Instead, for  the #𝐆𝑝 𝑝 ≥ 6

rows corresponding to elements two and six swap:
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 #𝐆6 = [1 0 1 0 0 0 1
1 1 1 0 0 0 1
1 0 1 0 0 0 1
1 0 1 0 0 0 1
0 0 0 0 0 0 0
1 0 1 0 1 1 1
1 0 1 0 0 0 1

] #𝐆7 = [1 0 1 0 0 0 1
1 0 1 0 1 1 1
1 0 1 0 0 0 1
1 0 1 0 0 0 1
0 0 0 0 0 0 0
1 1 1 0 0 0 1
1 0 1 0 0 0 1

]
It is a coincidence that the stopping criterion for MICMAC seems satisfied for . 𝑝 ∗ = 5

Specifically, this can be verified by computing the row sum and the column sum of  #𝐆𝑝

for the consecutive powers  and :𝑝 = 6 𝑝 = 5

𝐫6 = (#𝐆6)𝟏 = [3 4 3 3 0 5 3]′

𝐫𝐚𝐧𝐤 =  {2nd 6th 3rd 4th 1st 7th 5th}

𝐫5 = (#𝐆5)𝟏 = [3 4 3 3 0 4 3]′

𝐫𝐚𝐧𝐤 =  {2nd 6th 3rd 4th 1st 7th 5th} 

𝐝6 = 𝟏′(#𝐆6) = [6 1 6 0 1 1 6]

𝐫𝐚𝐧𝐤 =  {5th 2nd 6th 1st 3rd 4th 7th}

𝐝5 = 𝟏′(#𝐆5) = [5 1 6 0 1 1 6]

𝐫𝐚𝐧𝐤 =  {5th 2nd 6th 1st 3rd 4th 7th}

where  is a unit column vector of size ; the superscript  denotes the transpose of 𝟏 𝑛 = 7 ′

a vector. When ties occur in the above rankings, they are broken according to the 

criteria ‘first occurrence wins’. [In the R programming language (R Development Team 

2021) this was achieved with the command: rank(x, ties.method= "first")]. Following 

this approach, one temporarily concludes that the sought-after total interaction matrix is:

 . 𝑻 ∗
strategy_1 = #𝐆5 = [1 0 1 0 0 0 1

0 0 1 0 1 1 1
1 0 1 0 0 0 1
1 0 1 0 0 0 1
0 0 0 0 0 0 0
1 1 1 0 0 0 1
1 0 1 0 0 0 1

]
It is clear that different approaches to tie-breaking would affect this results. Yet 

the example serves to illustrate a point made in the main text of the paper – i.e., that the 

MICMAC technique, as defined by the foundational literature, does not guarantee that 

the sought-after limiting values can always be found. 
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Adding to the ambiguity, MICMAC allows experts to use semi-numerical 

scores, but the underlying computations are typically illustrated in terms of a binary 

matrix (e.g. Godet, 1986). Repeating the above computation with input from the scoring 

matrix  the result changes as follows. For consecutive powers  the row and 𝐗 𝑝 = 2,3,…

sum of the powered scoring matrix are, respectively  and . One finds 𝐫𝑝 = 𝐗𝑝𝟏 𝐝𝑝 = 𝟏′𝐗𝑝

that, in this case, the ranking of the entries of  and  settles for , even 𝐫𝑝 𝐝𝑝 𝑝 ≥ 𝑝 ∗ = 3

though the underpinning binary matrices   keep changing. One concludes—#𝐗𝑝

temporarily—that the total interaction matrix, based on this approach, would be:

𝑻 ∗
strategy_1_b = #𝐗3 = [1 0 1 0 0 0 1

0 0 0 0 1 1 1
0 0 1 0 0 0 1
1 0 0 0 0 0 1
0 0 0 0 0 0 0
1 1 1 0 0 0 0
1 0 0 0 0 0 1

]
The strategy of using  instead of is  resembles more closely the working of 𝐗 𝐆

specialised MICMAC software, such as the one made freely available by La Prospective 

(http://en.laprospective.fr/methods-of-prospective/softwares/59-micmac.html). The 

software asks the user to provide a guess for the value  labelling it as ‘number of  𝑝 ∗

iterations’ and suggesting that 4 to 5 are typically sufficient. 

The software allows scores on a 1-to-3 scale only, therefore it is not suitable for 

replicating . Yet the output  can be replicated by specifying 4 𝑻 ∗
strategy_1b 𝑻 ∗

strategy_1

iterations as a parameter in the MICMAC software.  This gives  instead of its binary 𝐆5

version  computed above – a result that the software labels as ‘matrix of indirect #𝐆5

influences’. The software warns that the system is ‘unstable’, meaning that the iterations 

do not converge as expected. Detail on computations is not disclosed, but the 

documentation explains: 

“….In the absence of mathematically established criteria, it was chosen to rely on 

the number of permutations necessary to each iteration (balls sorting)”

The above quote suggests an approach congruent with the one previously illustrated 

here – i.e., detecting changes in how the problem elements are ranked in consecutive 

iterations.
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As an alternative to the MICMAC approach, we now consider the ISM concept 

of reachability matrix. In this case, the matrix to be raised to consecutive powers is:

𝐁 = #(𝐈 + 𝐆) = [1 0 1 0 0 0 1
0 1 0 0 1 1 0
0 0 1 0 0 0 1
1 0 0 1 0 0 0
0 0 0 0 1 0 0
0 1 1 0 0 1 0
1 0 0 0 0 0 1

]
For a value  the binary powered matrix   satisfies the following:𝑝 ∗ = 5 #𝐁p ∗

#𝐁p ∗ ― 1 < #𝐁p ∗
= #𝐁p ∗ + 1 = #𝐁n ― 1 = [1 0 1 0 0 0 1

1 1 1 0 1 1 1
1 0 1 0 0 0 1
1 0 1 1 0 0 1
0 0 0 0 1 0 0
1 1 1 0 1 1 1
1 0 1 0 0 0 1

]
which gives the reachability matrix for this example: . As mentioned in 𝑻 ∗

strategy_2 = #𝐁5

the main text of the paper, the relationship between the reachability matrix   and the 𝑻 ∗

initial structural analysis matrix  is the following finite sum of matrix powers:𝐆

𝑻 ∗
strategy_2 = #(𝐈 + 𝐆 + 𝐆2 + … + 𝐆6)

The reachability matrix equations ‘fix’ the issue encountered with the MICMAC 

approach by placing the requirement of convergence on the sum of consecutive powers 

– not on individual powers. 

A third strategy – the last one considered here – is to follow the DEMATEL 

approach. This approach requires that a matrix  is obtained by normalising  the semi-𝐀  

numerical scoring matrix  by its largest row sum. As illustrated in the main body of  𝐗

the paper, this restriction is due to the equivalence – leveraged by DEMATEL – 

between a matrix power series with base  and the matrix inverse . The 𝐀 (𝐈 ― 𝐀) ―1

reader is referred to the main body of the paper for a discussion of the conditions that 

matrix  must meet for such equivalence to hold (e.g., its columns should sum up to a 𝐀

number smaller than one; its dominant eigenvalue should be smaller than one in 

modulus).
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In the specific example considered here,  is obtained as follows:𝐀

𝐀 = 𝐗
1

max 𝐗𝟏 = [ 0 0 0.14 0 0 0 0.71
0 0 0 0 0.29 0.71 0
0 0 0 0 0 0 0.71

0.43 0 0 0 0 0 0
0 0 0 0 0 0 0
0 0.43 0.57 0 0 0 0

0.71 0 0 0 0 0 0
]

One notices that, given the DEMATEL approach to normalisation,  does not meet the 𝐀

requirement that its columns sum up to 1 – which is one of the way to test if the infinite 

series of powers of  behaves as desired. However, another – stronger - criteria is based 𝐀

on the eigenvalues of . These can be computed, for example, in R using the function 𝐀

“eigen( )”. The largest eigenvalue of   is  and the other eigenvalues are 𝐀 𝐀 𝜆𝑚𝑎𝑥 = 0.777

less than one in modulus – indicating that the series converges to 𝐀 + 𝐀2 + 𝐀3 +⋯ 

 as required. With this assumption verified, it is possible to compute the total (𝐈 ― 𝐀) ―1

interaction matrix as:

𝑻 ∗
strategy_3 = 𝐀 + 𝐀2 + 𝐀3 + ⋯ =

= 𝐀(𝐈 ― 𝐀) ―1 = [1.399 0 0.343 0 0 0 1.958
0.720 0.441 0.691 0 0.412 1.029 1.008
1.224 0 0.175 0 0 0 1.713
1.028 0 0.147 0 0 0 0.839

0 0 0 0 0 0 0
1.008 0.618 0.968 0 0.176 0.441 1.411
1.713 0 0.245 0 0 0 1.399

]
As noticed in the paper, ISM and DEMATEL have in common the use of a sum of 

matrix powers – unlike MICMAC. However, they differ as ISM uses a finite sum. In 

this specific example, the series converges ‘rapidly enough’ to  that its binary 𝑻 ∗
strategy_3

transformation is equivalent to the finite sum that yields the ‘reachability’ matrix:

#(𝐈 + 𝐀 + 𝐀2 + ⋯ + 𝐀𝑛 ― 1) = #(𝐈 ― 𝐀) ―1 =

= [1 0 1 0 0 0 1
1 1 1 0 1 1 1
1 0 1 0 0 0 1
1 0 1 1 0 0 1
0 0 0 0 1 0 0
1 1 1 0 1 1 1
1 0 1 0 0 0 1

] = 𝑻 ∗
strategy_2
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This results is a stronger example of the inequality between infinite and finite sum of 

matrix powers used in the main body of the paper. 

The binary transformation of DEMATEL’s total interaction matrix  𝑻 ∗
strategy_3

does not correspond to the reachability matrix – rather, it is an ‘over-estimate’ of the 

transitive closure  of the underpinning digraph:𝑻 ∗
strategy_2 ― 𝐈

(𝑻 ∗
strategy_2 ― 𝐈) = [0 0 1 0 0 0 1

1 0 1 0 1 1 1
1 0 0 0 0 0 1
1 0 1 0 0 0 1
0 0 0 0 0 0 0
1 1 1 0 1 0 1
1 0 1 0 0 0 0

] =

= #(𝐆 + 𝐆2 + ⋯ + 𝐆𝑛 ― 1) < #[𝐀(𝐈 ― 𝐀) ―1]

As an alternative to relying on matrix powers for the computation of the transitive 

closure, one could use algorithms such as Warshall’s, or the more efficient Depth-Frist 

Search (DFS) algorithm. Both approaches are commonly employed in computer science 

and network analysis for the structural exploration of graphs – e.g., Deo (1974). DFS is 

particularly useful in a later section dedicated to the ISM graph partitioning algorithm.  

1.3 Visualisation and categorisation of problem elements

The end-goal of implementing techniques like MICMAC and DEAMATEL is to obtain 

coordinates for each problem element that can be visualised as a scatterplot on an 

‘influence/dependence’ Cartesian plane. These coordinates correspond to the column 

and row sums of the entries in the total interaction matrix  - which can be computed 𝐓 ∗

following one of the strategies illustrated above.

In the case of MICMAC it is not immediately clear which version of matrix is 

 should be used for visualisation purposes. For reasons illustrated earlier, this 𝐓 ∗

technique does not guarantee that the problem elements can be ranked unambiguously, 

and that such ranking will be stable. Under some conditions,  may be a null matrix, 𝐓 ∗

yielding no ranking. To overcome the lack of detailed guidance for MICMAC, we use 

the scoring matrix (as the MICMAC software does) with an added pre-processing step 

to normalise it by its dominant eigenvalue  – as suggested by Suh and Heijung 𝜆max

(2007) in a different context:
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𝐗 = 𝐗
1

|𝜆max| = [ 0 0 0.14 0 0 0 0.71
0 0 0 0 0.29 0.71 0
0 0 0 0 0 0 0.71

0.43 0 0 0 0 0 0
0 0 0 0 0 0 0
0 0.43 0.57 0 0 0 0

0.71 0 0 0 0 0 0
]

 We then apply our interpretation of the stopping criteria, as previously 

illustrated during the computation of  obtaining  and:𝑻 ∗
strategy_1 𝑝 ∗ = 4

  𝑻 ∗
strategy_1c = 𝐗4 = [0.714 0 0.029 0 0 0 0.285

0.571 0.257 0.343 0 0 0 0
0.714 0 0 0 0 0 0.143
0.086 0 0.086 0 0 0 0.428

0 0 0 0 0 0 0
0 0 0.114 0 0.103 0.257 0.913

0.143 0 0.143 0 0 0 0.714
]

For  this approach produces a stable ranking for both row and column sums of 𝑝 ∗ ≥ 4

the matrix even though the powered matrix itself does not settle to a limiting value. The 

row and column sum vectors of  are computed as follows:𝑻 ∗
strategy_1c

 𝐫 ∗ = 𝑻 ∗
strategy_1c𝟏 = [1.028 1.170 0.856 0.599 0 1.387 0.999]′ 𝐝 ∗ = 𝟏′

  𝑻 ∗
strategy_1c = [2.226 0.257 0.714 0 0.103 0.257 2.483]

providing the coordinates of each problem element on the influence/dependence 

Cartesian plane. The resulting plot, is shown in FigureError! Reference source not 

found.2, following the characteristic MICMAC quadrants described elsewhere (Godet, 

1986).

Visualisation according to the DEMATEL method is less challenging since the 

underpinning calculation are clearly defined. The vectors  and  are derived from 𝐫 ∗ 𝐝 ∗

the row and column sums of matrix . computed earlier. However, these values 𝑻 ∗
strategy_3

require further manipulation to obtain the Cartesian coordinates of each problem 

element on the influence/dependence plane.
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Figure S1.2 Segmentation of the problem elements identified in Table S1.1 an 
influence-dependence plane according to the MICMAC method;

The relevant coordinates for a given problem element  are defined in terms of 𝑖

its ‘net position’ on the vertical axis,  and ‘total intensity’ on the y𝑖 = 𝑟 ∗
𝑖 ― 𝑑 ∗

𝑖

horizontal axis,  . The value obtained for the example considered here are:x𝑖 = 𝑟 ∗
𝑖 + 𝑑 ∗

𝑖

𝐫 ∗ ― 𝐝 ∗ = [ ―3.392 3.242 0.544 2.014 ―0.588 3.151 ―4.971]′

The resulting 𝐫 ∗ + 𝐝 ∗ = [10.791 5.360 5.680 2.014 0.588 6.092 11.684]′

plot is mapped in figure S1.2-B on DEMATEL’s characteristic ‘net-position/intensity’ 

plane. 

Although the proposed example is illustrative, it is worth noting that the two 

pictorial representations in Figure S1.2 and S1.3 provide distinct, but complementary 

insights – partly due to the similarities in the underlying computations. For example, 

both charts agree in categorising Problem_Element(2), (3) and (6) as influential 

(‘dispatcher’ in the DEMATEL terminology). 
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Figure S1.3 Segmentation of the problem elements identified in Table S1.1 on a net-
position/total intensity plane according to the DEMATEL method

Yet the two visualisation approaches differ e.g., with regards to 

Problem_element(4). Whilst for DEMATEL it also belong to the ‘mostly influential’ 

segment, MICMAC gives it lower priority by categorising it as ‘autonomous’. 

MICMAC’s low-priority ‘autonomous’ segment corresponds to a combination of lower 

intensity and mainly ‘receiver’ segments in DEMATEL – for example, 

Problem_Element(5). Both methods allow to identify ‘tricky’ problem elements. 

MICMAC groups these elements in the ‘relay’ segment, highlighting the coexistence of 

dependence and influential roles that makes their behaviour less predictable. In our 

example, this would be the case for Problem_Element(1) and (7), which happen to be 

connected in a loop in the digraph. DEMATEL categorises these two problem elements 

in the ‘high intensity’ segment – which combines influence and dependence attributes. 

Yet these problem elements are also predominantly receiver (highly resultant form 

others). By contrast, an empty lower-right quadrant in the MICMAC chart suggests the 

absence of elements that are chiefly dependent on others.
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Figure S1.4 ISM visual output: the original digraph re-arranged hierarchically (left), and 
equivalent ‘skeleton’ digraph with nodes fused into blocks (right) and minimum edges.

The third – and last – approach to visualisation considered here is characteristic of ISM 

and builds on the concept of reachability matrix e.g., the previously computed matrix 

. ISM’s approach to visualisation relies on further computations to obtain a 𝑻 ∗
strategy_2

hierarchical ‘backbone’ of the original digraph, which is easier to interpret for the 

experts whilst preserving all the essential information. The algorithm that yields such 

backbone is a core aspect of ISM, and is summarised in the next section. In Figure S1.4 

we present the end-result for our illustrative example.

The output of the procedure is a digraph in which (1) the original nodes are 

grouped and ‘fused’ if they belong to a strongly connected component– i.e. if any such 

node is reachable from any other node in the same component; (2) the aggregated nodes 

are further organised into hierarchical levels, so that highly influential nodes (source 

nodes) are at the bottom of the hierarchy and highly dependent nodes (sink nodes) are at 

the top. In example, only two levels are identified, with Problem_Elements(1), (3), (5) 

and (7) at the top-level. In turn, they are grouped in two components having, 

respectively, one and three members (blue circles in Fig.S1.4)

The structure presented in Figure S1.4 is comparable with the scatterplot 

generated by MICMAC and DEMATEL. ISM’s hierarchical digraph places problem 

elements that are mostly affected by others at the top, and problem elements that are 

mostly influencing others at the bottom.
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2 Supplement S2: summary description of the ISM algorithm

In the remainder we refer to the ISM algorithm originally developed in early 

contributions by Warfield (1973; 1976 Ch: 9-10). The purpose of presenting a summary 

of such algorithm is to facilitate the identification of opportunities for automation and 

possible overlaps with other, widely-applied algorithms. As mentioned in the main body 

of the paper, both aspects are underplayed in the extant ISM literature.

To make this section more accessible, flowcharts are used throughout, but 

without a formalised syntax. A script covering all the relevant aspects of the algorithm 

was developed by one of the authors with the programming language R (R Core Team, 

2021), and is available on GitHub at https://github.com/Dr-Eti/ISMiR-ISM_in_R. 

2.1 Macro-steps definition

It is helpful to think of the algorithm as consisting of the following ‘macro’ steps:

(1) Computation of a reachability matrix (the concept was illustrated in the section 

1) and verification that it is not filled with zeros, as this condition would 

compromise the implementation of the algorithm;

(2) Identification of strongly connected components in the digraph. This step is just 

a by-product in the original algorithm, that was developed before other, more 

efficient approaches such as Depth First Search (DFS) gained popularity;

(3) Node segmentation by hierarchical levels. This part of the algorithm is the most 

widely acknowledged in the extant literature. Yet it is implemented manually, 

typically by replicating the steps illustrated in Warfield (1973);

(4) Block-triangular permutation (or ‘canonical’ form) and condensation of the 

level-partitioned reachability matrix so that, at each level, the strongly connected 

components are fused in a single node;

(5) Block diagonal expansion for finding a skeleton matrix whose reachability 

matrix is equivalent to the condensation matrix obtained at the previous step. 

This step is almost entirely overlooked in the extant ISM literature.

2.2 Macro steps 1-2: overlaps

The first two macro-steps can be parallelised as shown in Figure S2.1.
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Figure S2.1: Flow chart of macro-steps 1-2 showing the parallelised execution of DFS 
and reachability matrix computation. The dashed arrow indicates that a transitive 
closure of the digraph could be also obtained from DFS. Diagram created with 
https://app.diagrams.net.
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The sub-processes in Figure S2 are not detailed further thorough additional 

flowcharts as they refer to well-established concepts in computer science and network 

analysis. Yet they are fully specified in the companion R code available on GitHub.

Specifically, sub-process 1 relates to contents examined in the previous section. 

A description of the Warshall algorithm for the transitive closure, mentioned in sub-

process 1b, is commonly found in the literature (e.g. Deo, 1974). It is worth noting that 

sub-processes 1 and 1b are usually omitted in the examples provided by early ISM 

work, which take a reachability matrix as the starting point (see e.g., Warfield 1976).

Sub-process 2 refers specifically to Depth-First Search (DFS) because – due to 

its efficiency - this approach underpins the capability to detect strongly connected 

component in most network analysis software - e.g. Gephi (https://gephi.org/). We base 

our implementation of DFS for a directed graph on the pseudocode in Tarjan (1972) and 

Deo (1974). We also expand it as described in Duff and Reid (1978) to obtain a 

complementary block-triangularisation of the adjacency matrix for the relevant digraph. 

Warfield (1973) refers to both these operations in the context of ISM, although through 

references to less efficient approaches.

2.3 Macro step 3: identification of hierarchy levels

Figure S2.2 illustrates the third macro-step in the ISM algorithm. This step is probably 

the most familiar aspect of ISM, as it is reported in full by most papers. However, as 

mentioned in the main body of the paper, there is a tendency to take a ‘pencil-and-

paper’ approach in the ISM literature – i.e., to replicate the exact steps illustrated in 

Warfield (1973) without computer aid. This process can be summarised as follows.

For each node  ( ) in the digraph obtained from expert responses, two 𝑣𝑖 𝑖 = 1,…,𝑛

sets are identified: the set  of all vertices that are antecedent to , and the set  𝐴(𝑣𝑖) 𝑣𝑖 𝑆(𝑣𝑖)

of all vertices that can be reached from . These sets correspond, respectively, to the 𝑣𝑖 𝑖 -

 column and row of the reachability matrix.  The intersection  th 𝑅(𝑣𝑖) = 𝑆(𝑣𝑖) ∩ 𝐴(𝑣𝑖)

denotes a strongly connected ‘component’ of the original digraph, whereby there is at 

least one directed path from every vertex to every other vertex (Deo, 1974: p. 202). If 𝑆

 then  belongs to a top-level set. When all nodes are evaluated, those (𝑣𝑖) = 𝑅(𝑣𝑖) 𝑣𝑖

belonging to the current hierarchy level are eliminated from the node set, and the 

process is repeated on the reduced set until empty (Warfield, 1973). 
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Figure S2.2: flow chart of macro-step 3 in which an unknown number of hierarchical 
levels is identified from the reachability matrix. Created with https://app.diagrams.net
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This macro-step is where the overlap with DFS becomes evident. In ISM, 

strongly connected components (SCC) are identified by matrix powering, whereas DFS 

is computationally more efficient. Yet the concept of ‘levels’ is characteristic of ISM 

and may consist of one or more SCC.

2.4 Macro steps 4-5: Permutation, condensation and skeleton matrix

Once the hierarchical levels are determined in the previous step, the algorithm permutes 

the reachability matrix into a block-triangular form – i.e., a form where each block 

groups together the nodes included at each level, and there are no feedbacks between 

blocks. The resulting matrix which is then ‘shrunk’ into a condensation matrix, by 

fusing all the nodes that belong to a give SCC into a single node. The steps just 

described are summarised in Figures S2.3.

As in the previous macro-step, DFS comes in handy at this stage. It is well 

known that, with little additional processing, a DFS provides also a block triangular 

permutation where each block corresponds to an SCC (Duff and Reid, 1978).

For our numerical example, Table S2.1-2 show the block triangular permutation 

of the reachability matrix given the two hierarchical levels identified, and the 

corresponding condensation matrix obtained by fusing together the nodes in each SCC.

The last step consist for finding a ‘backbone’ adjacency matrix from the 

condensation matrix by block-diagonal expansion – an algorithm in its own right which 

is described in details in Warfield (1974). Yet this step is almost entirely neglected in 

the extant literature, despite being a key feature of early ISM work.

The algorithm is illustrated in Figure S2.4. It attempts to find an adjacency 

matrix for a subgraph of the original digraph whose reachability matrix corresponds to 

the condensation matrix previously computed. Such adjacency matrix –called the 

skeleton matrix – is the sought-after minimum-edge digraph that preserves key 

reachability properties of the one provided initially by the experts. Table S2.2 shows the 

value obtained for the illustrative example. The skeleton matrix corresponds to the 

minimum-edge digraph shown in section 1.3, Figure S1.4, right-hand side.
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Figure S2.3: flow chart of macro-step 4 in which a block-triangular permutation is found and then condensed by fusing the nodes in each SCC. 
Created with https://app.diagrams.net
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Figure S2.4: flow chart of macro-step 5. A callable sub-procedure for black-diagonal expansion of a matrix is applied to the condensed 
reachability matrix. The skeleton matrix is approximated iteratively from selected terms of such expansion. Created with https://app.diagrams.net
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Table S2.1: block-triangular permutation of the reachability matrix
Level Component NodeID 04 06 02 00 03 05 01

L_1 COMP_2 Node04 1 0 0 0 0 0 0
L_1 COMP_0 Node06 0 1 1 1 0 0 0
L_1 COMP_0 Node02 0 1 1 1 0 0 0

L_1 COMP_0 Node00 0 1 1 1 0 0 0

L_2 COMP_3 Node03 0 1 1 1 1 0 0
L_2 COMP_1 Node05 1 1 1 1 0 1 1

L_2 COMP_1 Node01 1 1 1 1 0 1 1

Table S2.2: condensation matrix and skeleton matrix
a) Condensation b) Skeleton

Level Component NodeID 04 00 03 01 04 00 03 01

L_1 COMP_2 Node04 1 0 0 0 0 0 0 0
L_1 COMP_0 Node00 0 1 0 0 0 0 0 0

L_2 COMP_3 Node03 0 1 1 0 0 1 0 0
L_2 COMP_1 Node01 1 1 0 1 1 1 0 0
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