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Abstract

This thesis is a presentation of an analysis of the ZZ → 4`

(` = e, µ) process in proton-proton collisions with centre-of-mass

energy
√
s = 13 TeV at the LHC during 2015 and 2016 (a total

integrated luminosity of 36.1 fb−1), using the ATLAS detector.

Candidate ZZ → 4` events are selected in the three decay

channels, 4e, 2e2µ and 4µ. The cross section of the ZZ → 4`

process is measured in four fiducial regions closely matching the

detector acceptance: one for each decay channel (4e, 2e2µ and

4µ) and one for the combination of all decay channels. The

total cross section of pp→ ZZ is measured in a phase-space in

which both Z bosons have a mass mZ in the range

66 GeV < mZ < 116 GeV to be 16.5 ±0.5 (stat.) ±0.4 (syst.)

±0.5 (lumi.) pb which is consistent with a

next-to-next-to-leading-order prediction of 16.9+0.6
−0.5 pb.

Observed event yields in four bins of transverse momentum are

used to set 95 % CLs limits on four neutral triple gauge

couplings (fVi , V = Z, γ, i = 4, 5) which parameterise an

effective ZZV vertex (assuming both Z bosons are on shell).

The obtained limits are of the order of |fVi | < 0.0017.
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Introduction
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— Rodgers & Hammerstein, 1959

This thesis details an analysis performed in 2016 and 2017 of the pp → ZZ →
4` process with the ATLAS detector [1] at the Large Hadron Collider [2] in Geneva,

Switzerland. The cross section for ZZ production is measured and limits are set on

anomalous triple gauge couplings.

The Standard Model of particle physics (SM) [3, 4] is a mathematical description

of our current understanding of the known fundamental forces (except gravity) and

elementary particles. It has been very successful in describing the results of a large

number of measurements and experiments, including the discovery of the Higgs boson

in 2012 [5,6]. The SM describes three fundamental forces, the strong, weak and electro-

magnetic forces, as well as the combination of the weak and electromagnetic forces into

one electroweak force. The SM includes twelve matter particles, which are fermions

(and their anti-particles) and 13 force carrying particles, all of which can be seen in

table 2.1.

Despite the success of the SM, certain fundamental questions have remained unan-

swered. These include the question of how gravity fits into the SM and why the fermion

masses are distributed as they are. The SM also fails to convincingly explain a number

of observations, like the masses of neutrinos [7] and dark matter (which is inferred from

unexpected rotation curves of galaxies [8]).
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CHAPTER 1. INTRODUCTION

There are specific problems with the electroweak region of the SM. One unknown

aspect is why the weak force is stronger than gravity. In particular, this manifests in

the Higgs boson mass (125 GeV [9]) being much smaller than the planck scale. This

situation seems inconsistent with the idea of naturalness, which allows parameters to be

very small only under certain conditions (when it the parameter being 0 would increase

the symmetry of the system) [10].

Given these problems and others, one is forced to conclude that the SM does not

explain everything. Other theories have been proposed to resolve such issues, ranging

from models of extra space-time dimensions [11], quantum gravity [12] and supersym-

metric theories [13]. However, none of these theories have achieved the experimental

verification required to surpass the SM as the best available model of particle physics.

The Large Hadron Collider (LHC) is a particle collider, accelerating protons and

colliding them at a centre-of-mass energy
√
s = 13 TeV, producing, among other things,

ZZ events. The Z bosons can decay into, among other things, two electrons or two

muons, which can be detected by the ATLAS detector: a toroidal, multipurpose detector

situated on the LHC. This gives rise to three channels, e−e+e−e+, e−e+µ−µ+ and

µ−µ+µ−µ+, known hereafter as 4e, 2e2µ and 4µ, respectively.

Analysing these events can test the SM, both by measuring the cross section of the

ZZ process (in four fiducial regions, closely matching the acceptance of the ATLAS

detector, and one total phase space) and by looking for neutral triple gauge couplings

(i.e. the coupling between neutral gauge bosons, Z bosons and photons). Neutral triple

gauge couplings are not allowed in the SM, so observing them would be an observation

of physics beyond the SM and open up an opportunity to improve or reject the SM.

Four neutral triple gauge couplings, fγ4 ,fγ5 ,fZ4 and fZ5 are considered. All measurements

of the coupling strengths to date have been consistent with the SM value of 0. Limits

on these couplings have been set at around 10−3.

Electron and muon identification and reconstruction efficiencies are high in ATLAS.

The limiting factor in this analysis is the amount of collisions delivered by the LHC

and recorded by the ATLAS detector.

The work presented in this thesis was performed during 2015 through 2017 as a

part of the ATLAS SM ZZ analysis, including two papers [14, 15], the latter of which

has been submitted to Physical Review D but has not yet been accepted at the time of

writing. The author of this thesis contributed cross section extraction for those papers,

as well as parts of the background estimates and analysis of the anomalous triple gauge

couplings (and some minor work on the other parts of the analysis).
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Chapter 2

The Standard Model and

anomalous triple gauge couplings
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— Richard Feynman, Orange juice

The Standard Model is a quantum field theory which describes all known fun-

damental particles and forces (except gravity). This chapter describes the role

of gauge bosons like the Z boson in the SM, including the Higgs mechanism

which gives gauge bosons their mass.
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CHAPTER 2. SM AND ATGCS

2.1 The Standard Model

The SM is a quantum gauge field theory which describes all known fundamental particles

and their interactions (except gravity). It has an SU(3)× SU(2)L × U(1) gauge group

and 24 fermion fields. Of those, 18 are quarks (6 flavours, down, up, strange, charm,

bottom and top, times three colours, red, green and blue) and six are leptons (three

charged, electrons, muons and tauons, and three corresponding neutrinos).

Each fermion corresponds to a 4-component spin-1
2

field ψ which follows the Dirac

equation given by the Lagrangian density [3, 4]

LD = ψ̄(i/∂ −m)ψ. (2.1)

In order to maintain gauge invariance (which is required by the SM), twelve gauge

fields are introduced by modification of the covariant derivative as follows

∂µ → Dµ = ∂µ + ig1Y B
µ + ig2T ·Wµ + ig3X ·Gµ (2.2)

where Y is the weak hypercharge of the fermion involved, B is the gauge field of the U(1)

symmetry, W and G are the fields of the SU(2) and SU(3) symmetries, respectively

(three for SU(2), eight for SU(3)), T and X are the SU(2) and SU(3) group generators

(commonly taken to be 1
2

times the Pauli and Gell-Mann matrices, respectively [4]) and

g1, g2 and g3 are the coupling constants.

The gauge fields of SU(3) correspond to the eight gluons. The electroweak gauge

bosons (γ, Z and W±) arise due to a mixing of U(1) and SU(2), and their respective

fields are given by

Aµ = Bµ cos θW +W 3
µ sin θW (2.3)

Zµ = −B µ sin θW +W 3
µ cos θW (2.4)

W±
µ =

1√
2

(W 1
µ ∓W 2

µ) (2.5)

(A being the photon field) where θW is the Weinberg angle, related to the gi couplings

as

cos θW =
g2√
g2

1 + g2
2

, sin θW =
g1√
g2

1 + g2
2

. (2.6)

The fundamental particles associated with these fields and some of their properties can
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Particle type Name (symbol) Q/e m

up (u) 2/3 2.2+0.6
−0.4 MeV

down (d) −1/3 4.7+0.5
−0.4 MeV

Quarks charm (c) 2/3 1.27± 0.03 GeV
(×3 colours) strange (s) −1/3 96+8

−4 MeV
top (t) 2/3 173.2± 0.9 GeV
bottom (b) −1/3 4.18+0.04

−0.03 GeV

Leptons

electron (e) −1 0.51 MeV
muon (µ) −1 106 MeV
tauon (τ) −1 1.78 GeV
e neutrino (νe) 0 < 2 eV
µ neutrino (νµ) 0 < 0.19 MeV
τ neutrino (ντ ) 0 < 18.2 MeV

Bosons

photon (γ) 0 0
Z boson (Z) 0 91.1876± 0.0023 GeV
W boson (W±) ±1 80.385± 0.015 GeV
gluon (g)× 8 0 0
Higgs boson (H0) 0 125.09± 0.24 GeV

Table 2.1: Fundamental particles of the SM with their charges Q (in units of the electron
charge e) and masses m [9]. The uncertainties on the masses of the charged leptons have
been omitted due to their being many orders of magnitude smaller than the precision
in the table.

be seen in table 2.1.

The field Wi (where Wi is the ith gauge field of the group) transforms under the

gauge operator U as

Wiµ → W ′
iµ = UWiµU

† +
i

g
(∂µU)U †. (2.7)

In the SM Lagrangian, bosons of mass mWi are represented by a spin-one Proca equa-

tion:

LP = −F
µν
i Fiµν

4
+
m2
WiWiµW

µ
i

2
(2.8)

where mWi is the mass of the particle associated with Wi and

F µν
i = ∂µW ν

i − ∂νW µ
i − gεijkW µ

j W
ν
k . (2.9)

However, the SM demands gauge invariance of the Lagrangian under the transformation

in eq. (2.7). The last term of eq. (2.8) is not gauge invariant (unless mWi = 0). This
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means massive gauge bosons like W and Z can only be included in the SM via the

inclusion of the Higgs mechanism.

2.1.1 Higgs mechanism

To include gauge boson and fermion masses in the SM, an additional SU(2) doublet of

complex scalar fields

φ =

(
φ1

φ2

)
(2.10)

is introduced to the SM Lagrangian density, using the gauge invariant expression

LH = (Dµφ)†(Dµφ) + µ2φ†φ− λ(φ†φ)2. (2.11)

The Lagrangian has a degenerate set of minima at which φ†φ = µ2/2λ. Without loss

of generality, the case

φmin =

(
0

v/
√

2

)
(2.12)

can be arbitrarily chosen, where v is the vacuum expectation value, v =
√
µ2/λ and

then expanded around that point as follows

φ(x) =

(
0

v+h(x)√
2

)
. (2.13)

When this expansion is used in eq. (2.11), the φ†φ terms give rise to non-zero mass terms

of the form seen in eq. (2.8). Choosing the weak hypercharge of the field φ to be 1/2, the

photon remains massless while the Z and W boson masses become mZ = vg2/2 cos(θW )

and mW = vg2/2, respectively. The quantum of the scalar field h(x) introduced in the

expansion is the Higgs boson, which gains a mass mH =
√

2λv2.

2.2 ZZ production and decay in the Large Hadron

Collider

The Large Hadron Collider (LHC) (described in more detail in chapter 3) collides

protons with a centre-of-mass energy of 13 TeV. One of the possible products of such

collisions is ZZ events. Measuring the production of ZZ events in the LHC provides
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a test of the SM. There are also many other analyses within the ATLAS collaboration

that rely on final states with many leptons and to which ZZ production is a background

process. The analysis in this thesis provides a ZZ production cross section that can be

used to estimate backgrounds in such analyses.

The cross section extraction in chapter 7 considers as signal all processes in which

exactly two Z bosons are produced in a pp collision and decay directly into electrons

or muons. The Feynman diagrams for signal ZZ production at the LHC that are most

important for this thesis can be seen in fig. 2.1. The Higgs contribution (gg → H0∗ →
ZZ) is also included in the signal. Previous measurements of the signal processes can

be found in section 2.5 and theoretical predictions can be found in section 2.4. The

signal does not include Double Parton Interactions (DPI, two Z bosons, each from a

different parton parton interaction), which were found to be negligible [15].

In these processes, both off- and on-shell Z bosons can be produced. The analysis

in this thesis considers Z bosons in the mass window 66 GeV < m < 116 GeV, roughly

corresponding to the mass window m = mZ ± 10ΓZ where mZ is the Z pole mass and

ΓZ is the Z width (see table 2.2).

Z bosons are known to decay directly to neutrinos, charged leptons and quarks.

The branching ratio of Z to hadrons is around 69.9 %, to invisible particles (neutrinos)

is 20 % and the branching ratio to charged leptons is approximately 3.4 % per lepton

flavour (including τ) [9]. The branching ratio to each of the lepton flavours are approx-

imately the same, due to lepton universality [16]. The branching ratios and some other

properties of the Z boson can be seen in table 2.2.

The different branching ratios mean that there will be more ZZ events where one or

both Z bosons decay to hadrons or neutrinos than events where both Z bosons decay

to leptons. Similarly, τ leptons decay to final states including neutrinos and sometimes

hadrons. However, in the pp collisions at the LHC (see chapter 3) there are many

background processes which are hard to differentiate from Z → hadrons decays and

Z → νν decays are not visible in the detector, so this thesis will focus on the channel

where each Z boson decays to an opposite charge pair of electrons or muons.
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Figure 2.1: The leading order Feynman diagrams for ZZ production through the qq̄
and gg initial states at the LHC. Diagram (c) includes the Z∗ZZ or γ∗ZZ neutral
gauge couplings which are not allowed at tree level in the SM (see section 2.3). The
contributions (d) and (e) from gluon processes are suppressed by αs compared to the
processes in (a) and (b).
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Z boson

Spin 1

Charge 0

Mass mZ = 91.1876± 0.0023 GeV

Width ΓZ = 2.4952± 0.0023 GeV

Branching ratios

BR(Z → e−e+) = 3.363± 0.004%

BR(Z → µ−µ+) = 3.366± 0.007%

BR(Z → τ−τ+) = 3.370± 0.008%

BR(Z → invisible) = 20.0± 0.06%

BR(Z → hadrons) = 69.9± 0.06%

Table 2.2: Properties of the Z boson [9].

2.3 Triple gauge couplings

The interacting term of the gauge field component of the SM electroweak Lagrangian

density can be written as

LI =
g2

2
εijk(∂

µW ν
i − ∂νW µ

i )WjµWkν −
g2

2

4
εijkεilmW

µ
j W

ν
kWlµWmν . (2.14)

The two terms correspond to triple and quadruple couplings, respectively. In the former

can be seen the εijk that forbids the coupling ZZV at tree level in the SM (where V is Z

or γ), which arises due to the non-Abelian nature of the SU(2) symmetry. A Feynman

diagram involving the forbidden s-channel process can be seen in fig. 2.1c.

2.3.1 Anomalous triple gauge couplings (aTGCs)

Beyond the SM, the triple gauge couplings can be non-zero (then referred to as anoma-

lous triple gauge couplings, aTGCs). For on-shell outgoing Z bosons the vertex function

for ZZV (V is Z or γ) can be written as [17]

gZZV ΓαβµZZV = e
P 2 −M2

V

M2
Z

(
ifV4

(
Pαgµβ + P βgµα

)
+ ifV5 ε

µαβρ (q1 − q2)ρ

)
, (2.15)
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Vµ

P

Z α 

q 1

Z β 

q 2

= ieΓαβµ(q1,q2,P)

FIG. 3. Feynman rule for the general ZZV (V = Z, γ) vertex. The vertex function is given in

Eq. (1). e is the charge of the proton.
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Figure 2.2: Feynman diagram of a triple gauge coupling [17].

where gZZV ΓαβµZZV is the ZZV vertex function, e is the electric charge of the proton, MV

is the mass of the boson V , P is the four-momentum of the incoming Z/γ, q1 and q2

are the four-momenta of the outgoing Z bosons (as seen in fig. 2.2), the factor P 2−M2
V

is a consequence of Bose symmetry and fVi (i = 4, 5) are four dimensionless, complex

coupling constants fγ4 , fZ4 , fγ5 and fZ5 . The fV4 coupling constants violate CP -invariance

and the fV5 coupling constants violate parity conservation.

The cross section of the ZZ process with given aTGCs is proportional to the square

of the matrix elements, which include a vertex factor as described in eq. (2.15). Since

the matrix element is linear in the couplings fVi , any differential cross section of the

ZZ process with aTGCs present can be written as

dσ(fγ4 , f
γ
5 , f

Z
4 , f

Z
5 ) =F00+ fγ4 F01+ fγ5 F02+ fZ4 F03+ fZ5 F04

+(fγ4 )2F11+ fγ5 f
γ
4 F12+ fZ4 f

γ
4 F13+ fZ5 f

γ
4 F14

+(fγ5 )2 F22+ fZ4 f
γ
5 F23+ fZ5 f

γ
5 F24

+(fZ4 )2F33+ fZ5 f
Z
4 F34

+(fZ5 )2 F44,

(2.16)

where dσ(fγ4 , f
γ
5 , f

Z
4 , f

Z
5 ) is any differential cross section and Fjk is the contribution to

the differential cross section from a certain combination of couplings. The contribution

F00 is independent of fVi and so by definition, it is the SM contribution. The terms
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where j 6= k are interference terms and tend to be small compared to other terms

(except when the terms in eq. (2.15) are allowed to cancel, corresponding to F12 and

F34).

The kinematic properties of the triple gauge coupling Feynman diagrams are differ-

ent to those of the other diagrams and this fact can be used to set a limit on the aTGCs,

as described in chapter 8. This thesis uses the pT of the leading Z boson candidate

(the pT being the momentum, projected onto the transverse plane, which is the plane

orthogonal to the beam of the collider, and the leading Z boson candidate being the

one with the highest pT) as observable of interest, a histogram of which can be seen in

fig. 2.3. This variable was found to be more sensitive than the invariant mass of the

ZZ system and the pT of the leading lepton (which are variables that have been used

in other analyses [15,18,19]).

2.3.2 Unitarity and form factor

If the neutral triple gauge couplings are included, their contribution grows unbounded

with energy until the sum of the probabilities of all final states exceeds unity (i.e.

unitarity is violated). Thus, if there are non-zero neutral triple gauge couplings, there

must be some energy scale at which another effect cancels the aTGCs, or the effective

vertex factor in some other way becomes invalid. Some previous analyses consider a

form factor that suppresses the aTGCs at some arbitrary energy scale [18]. The analysis

in this thesis does not use such a form factor since it was found to have a negligible

impact.

2.4 Monte Carlo simulation

For comparison to theory and estimation of reconstruction efficiencies as well as code

testing, simulated data were generated using Monte Carlo (MC) generators which can

simulate events of physics processes (hard interaction) as well as calculate their matrix

elements. Simulations and calculations can be done at Leading Order (LO), Next to

Leading order (NLO) or Next to Next to Leading Order (NNLO) of QCD matrix-

element calculations.

The generators used for this thesis also include initial and final state radiation (ad-

ditional particles radiated from the incoming or outgoing particles). After the hard

interaction has been generated, QCD parton showering and non-perturbative hadroni-
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Figure 2.3: The distribution of pT (momentum projected onto the transverse plane, see
section 3.2.1) of the Z boson with the highest pT with different neutral gauge coupling
strengths in signal events (generated at

√
s = 13 TeV, normalised to a luminosity of

36.1 fb−1, estimated with Sherpa, see section 2.4) that pass the truth fiducial selection
(see section 4.1). The SM line is generated without anomalous triple gauge couplings.
The other lines have fγ4 turned on to different values (the other couplings turned off) as
described in section 8.1 (the SM and fγ4 = 0 lines are independent samples describing
the same thing). The error bands represent the statistical uncertainty.
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sation are modelled by the generators (although it is possible to generate events using

one generator and model the parton showering and hadronisation using another). The

generators also include simulations of the underlying event, i.e. the partons that did

not take part in the hard scatter, and particles not coming from the pp scattering (such

as thermal neutrons from the cavern and cosmic rays) are overlaid.

The generators output the four momenta of the particles resulting from the pp

interaction in each simulated event, which is known as the truth information.

2.4.1 Parton distribution functions and perturbative calcula-

tions

The calculation for the cross section contribution from each event requires parton distri-

bution functions (PDFs) that describe the distribution of partons inside hadrons. Each

PDF f(x, µF ) is the probability density for a strongly interacting particle (up, down,

anti-up, strange, gluon etc.), carrying the fraction x of the momentum of the proton,

to be the initial state of a hard interaction. The quantity µF is the factorisation scale,

a scale which characterises the factorization of the total cross section calculation into

the interaction described by the hard perturbative partonic interaction, and the non-

perturbative long range interactions defining the structure of the proton. It is usually

chosen to be approximately equal to the momentum transfer of the hard scatter.

When a process has coupling strengths much smaller than unity, higher order terms

of that process can be calculated with perturbative calculations. This involves absorbing

loop corrections into the coupling strengths, a process known as renormalisation. The

three couplings g1, g2 and g3 can be expressed in terms of the strong coupling constant

αs, the fine structure constant α and the Weinberg angle θW as

g1 =

√
4πα

cos θW
, g2 =

√
4πα

sin θW
, g3 =

√
4παs. (2.17)

When loop corrections are absorbed into these couplings, they are no longer constant

with respect to energy so a renormalisation energy scale µR is introduced, at which the

coupling strengths are determined. The effective α and αs, determined at the Z mass

energy scale, are 1/128 and 0.118, respectively [20].

The cross section of an interaction between two protons pp→ X is given by

σpp→X =

∫
dx1dx2fa(x1, µF )fb(x2, µF )σ̂ab→X(x1, x2, µR), (2.18)
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where x1 and x2 are the fraction of the protons’ momenta carried by each interacting

parton, a and b are their respective flavour (fa and fb are the corresponding PDFs),

σ̂ab→X is the perturbatively calculated partonic cross section for the process ab → X

and µR is the renormalisation scale.

The PDFs are provided by several independent analysis groups, fitting models to a

large body of experimental data.

2.4.2 Monte Carlo samples

The MC signal samples used in this thesis can be seen in table 2.3 along with the

generators and PDFs used to generate them, as well as the order to which they were

generated.

The gg sample is generated at LO, but total cross section calculations exist at

NLO. The cross sections at LO and NLO are 2.8+0.7
−0.6 fb and 4.7±0.4 fb, respectively

(
√
s = 13 TeV, Z boson mass window 60-120 GeV, uncertainties from factorisation and

renormalisation scales) [23]. The ratio of those cross sections, 1.67± 0.25, is applied to

the cross section of the gg → ZZ LO sample to correct for this difference (known as a

k-factor). The cross sections used for normalisation (as seen in table 2.3) are generated

in a phase space without the mass constraint, which is why it is not equal to 2.8 fb.

For the study of aTGCs, Sherpa is used to produce a sample with the four fVi

coupling strenths set to 0.1. This sample can be reweighted to any other set of couplings,

as described in chapter 8.

For further use of the Monte Carlo samples, the events are simulated to take place

in the ATLAS detector. This is discussed further in section 3.3.

2.5 Predictions and previous measurements

Predicted pp → ZZ → 4` NNLO cross sections are provided by Matrix [24]. It uses

the PDFs NNPDF 3.0 NNLO [25] and includes electroweak corrections [26,27] as well as

the k-factor of 1.67 on the gg contribution. The cross section for the pp→ ZZ → 4`qq

sample discussed in section 2.4.2 is added to each cross section prediction as well.

Four fiducial cross sections, closely matching the ATLAS detector acceptance (fully

defined in section 4.1), are considered, as well as one total phase space corresponding

to all ZZ events with both Z bosons in the 66 GeV < mZ < 116 GeV mass range

(regardless of decay channel). The total predictions can be seen in table 2.4. Previous
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measurements of the cross section can be seen in table 2.5. Analyses labelled 2016 uses

data from 2015 and 2016.

The SM predicts all neutral triple gauge couplings to be zero.

Cross sections of pp → ZZ → 4` production have been measured in the past

(sometimes combined with pp→ ZZ → 2`2ν). CMS is another multipurpose detector

situated on the LHC [28], which has performed measurements at
√
s = 13 TeV as well

as 7 and 8 TeV, like ATLAS (analyses labelled 2016 uses data from 2015 and 2016).

The total cross section results can be seen in table 2.5. The most important results

are also compared to the results from this thesis in chapter 7. These measurements are

all consistent with the SM. The cross sections are expected and observed to increase with
√
s. Since the dominant uncertainty is statistical, the uncertainty of the measurements

improve with growing luminosity. Some measurements are made using a combination

of the 4` channel and 2`2ν channel, which improves the statistics greatly, but which

introduces other large uncertainties associated with the neutrinos.

Limits on anomalous triple gauge couplings (fγ4 ,fγ5 ,fZ4 ,fZ5 ) have also been set pre-

viously. Those limits can be seen in table 2.6. Limits improve (become tighter) with

higher
√
s and luminosity. Limits tend to be symmetrical (since the main contribution

is quadratic in fVi ) and for a given experiment, the limits of the different coupling

strengths are similar (within 40 %). Before the LHC was built, the same tunnels were

occupied by the Large Electron-Postitron collider (LEP). Experiments at LEP (ALEPH,

DELPHI, L3, OPAL) have also provided limits on the anomalous triple gauge couplings,

which can also be seen in table 2.6 [33].

2.6 Conclusions

The Standard Model is a model which describes most known particles and forces, in-

cluding the Z boson. The Higgs mechanism gives mass to the gauge bosons. The aTGC

additions to the SM are also discussed in this chapter.
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Predicted cross section

Fiducial 4e 10.9+0.5
−0.4 fb

Fiducial 2e2µ 21.2+0.9
−0.8 fb

Fiducial 4µ 10.9+0.5
−0.4 fb

Fiducial combined 42.9+1.9
−1.5 fb

Total 16.9+0.6
−0.5 pb

Table 2.4: Theoretical predictions of fiducial and total cross sections at
√
s = 13 TeV

as calculated by Matrix for qq → ZZ → 4` and gg → ZZ → 4` (with a k-factor of
1.67 ± 0.25 on the gg contribution) and pp → ZZ → 4`qq. The uncertainties shown
are the QCD uncertainties, obtained by varying the factorisation and renormalisation
scales by a factor two.

Experiment
√
s Luminosity Total cross section ref.

CMS 2016 13 TeV 35.9 fb−1 17.8 +1.1
−1.1 pb [29]

ATLAS 2015 13 TeV 3.2 fb−1 16.7 +2.6
−2.2 pb [14]

CMS 2015 13 TeV 2.6 fb−1 14.6 +2.0
−1.9 pb [30]

ATLAS 2012 8 TeV 20.3 fb−1 7.3 ± 0.5 pb [18] includes 2`2ν

CMS 2012 8 TeV 19.6 fb−1 7.7 ± 0.8 pb [19]

ATLAS 2011 7 TeV 4.6 fb−1 6.7 +0.9
−0.8 pb [31] includes 2`2ν

CMS 2011 7 TeV 5.0 fb−1 6.4 +1.0
−0.9 pb [32]

Table 2.5: Previous measurements of pp → ZZ → 4` cross sections. The CMS collab-
oration mass window is 60 GeV < mZ < 120 GeV whereas the ATLAS collaboration
uses 66 GeV < mZ < 116 GeV.
The cross sections grow with

√
s. The uncertainties shrink with growing luminosity,

due to the uncertainties being dominated by statistics. Most of the work in this thesis
is done as a part of the ATLAS 2016 analysis.
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Experiment

√
s

Limits [10−3] ref.
Luminosity

CMS 2016
13 TeV −1.33 < fγ4 < 1.32 −1.17 < fZ4 < 1.10

[29]
35.9 fb−1 −1.23 < fγ5 < 1.30 −1.00 < fZ5 < 1.25

ATLAS 2012
8 TeV −3.8 < fγ4 < 3.8 −3.3 < fZ4 < 3.2

[18]
20.3 fb−1 −3.8 < fγ5 < 3.8 −3.3 < fZ5 < 3.3

CMS 2012
8 TeV −5 < fγ4 < 5 −4 < fZ4 < 4

[19]
19.6 fb−1 −5 < fγ5 < 5 −4 < fZ5 < 4

ATLAS 2011
7 TeV −15 < fγ4 < 15 −13 < fZ4 < 13

[31]
4.6 fb−1 −16 < fγ5 < 15 −13 < fZ5 < 13

CMS 2011
7 TeV −13 < fγ4 < 15 −11 < fZ4 < 12

[32]
5.0 fb−1 −14 < fγ5 < 14 −12 < fZ5 < 12

LEP combined
−170 < fγ4 < 190 −300 < fZ4 < 290

[33]
−340 < fγ5 < 380 −380 < fZ5 < 360

Table 2.6: Previous measurements of aTGCs CLs limits.
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— Richard Wagner, Der Ring des Nibelungen, 1878

The Large Hadron Collider is a synchrotron in Geneva, Switzerland which

collides protons at a centre-of-mass energy of
√
s = 13 TeV. On the LHC

is located the ATLAS detector, a multipurpose detector containing an Inner

Detector, Calorimeters and a Muon system, as well as magnets and a trigger

system. This thesis uses collisions delivered by the LHC and recorded by the

ATLAS detector. This chapter provides details on the LHC and the ATLAS

detector.
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Figure 3.1: The acceleration complex at CERN. Protons for proton-proton collisions
go through LINAC2, PSB (BOOSTER), PS and SPS before reaching the LHC. [35]

3.1 Large Hadron Collider

The Large Hadron Collider (LHC) [2] is a particle accelerator and collider, installed

at CERN in Geneva, Switzerland. It is a synchrotron with a total circumference of

26.7 km, located 45 to 170 m underground, which can accelerate protons as well as

heavy ions (typically lead nuclei).

Protons are injected into the LHC through an injector chain consisting of a Lin-

ear Accelerator (LINAC2, protons accelerated to 50 MeV), the Proton Synchrotron

Booster (PSB, 1.4 GeV), the Proton Synchrotron (PS, 25 GeV), the Super Proton Syn-

chrotron (SPS, 450 GeV) before the protons finally reach the LHC. The protons are

divided into two beams which go around the LHC in different directions, each reaching

a maximum energy of 6.5 TeV [2,34]. The accelerator chain can be seen in figure 3.1.

The LHC consists of eight straight sections, connected by eight arc sections and

contains a 400 MHz superconducting cavity system used to accelerate the particles.

The LHC also contains 1380 superconducting magnets, used to bend the accelerated
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Figure 3.2: The luminosity-weighted distribution of the mean number of interactions
per crossing, 〈µ〉, for the pp collision data recorded in 2015 and 2016 at 13 TeV centre-
of-mass energy [38].

particles around the LHC as well as to focus the particle beams. In four of the straight

sections there are beam crossings where protons collide with a maximum centre-of-

mass energy (
√
s) of 13 TeV. At each of the four beam crossing points, there is a major

detector, ALICE [36], LHCb [37], CMS [28] and ATLAS [1].

Each accelerated beam consists of up to 2808 bunches with each bunch containing

up to 1.1 × 1011 protons. The bunches are spaced 25 ns apart, which corresponds to

a bunch crossing rate of 40 MHz. It is possible for multiple proton interactions to be

recorded as one event. This is known as pile-up [39]. Pile-up is usually quantified in

terms of the average number of interactions per bunch crossing, µ, the distribution of

which can be seen in fig. 3.2.

The details of the data used in the analysis in this thesis can be seen in table 3.1.

The collisions produce a large number of physics processes, including the processes
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2015 2016 Total

Center of mass energy
√
s 13 TeV

Integrated luminosity
∫
Ldt 3.2 fb−1 32.9 fb−1 36.1 fb−1

Bunch spacing 25 ns
Bunch crossing rate 40 MHz

Table 3.1: Details of data gathered during 2015 and 2016. Blank fields indicate that
the value under “Total” is true for the entire data taking.

shown in fig. 2.1. A hadron collider such as the LHC also gives rise to a large number

of QCD physics processes with hadronic final states. One of the reasons for chosing the

4` channel for this thesis is the difficulty in telling the QCD events apart from events

containing Z bosons decaying to hadrons.

The LHC started delivering physics beams in 2008. Since then, upgrades have

been made and data taking is ongoing at the time of writing. Data taking is planned to

continue until 2022, and is planned to continue after upgrades, in particular an upgrade

called the High Luminosity LHC, planned to be ready for data taking in 2025 [40].

3.2 The ATLAS detector

At Point 1 of the LHC sits the ATLAS (A Toroidal LHC ApparatuS) detector, which is

associated with the ATLAS experiment. It is a cylindrical multi-purpose detector, with

a diameter of 25 m, a length of 44 m and a mass of ca 7000 tonnes, containing an Inner

Detector (ID), a Calorimeter System and a Muon System (MS), which are designed for

detecting and measuring different types of particles [1]. The detector can be seen in

fig. 3.3.

In addition to the subdetectors that are discussed later in this chapter, the detector

has a system of magnets, consisting of one solenoid located just outside the Inner

Detector (providing a 2 T magnetic field inside the Inner Detector), a barrel toroid

system in the outer detector (providing a 0.5 T magnetic field in the Muon Systems)

and two endcap toroids. When charged particles pass through the magnetic field, their

paths bend and the curvature of the path can be used to determine the momentum of

the particles.

ATLAS starts recording events when a new beam is delivered by the LHC. Under

normal conditions, data taking continues until the beams are dumped. The beam
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2008 JINST 3 S08003

Figure 1.1: Cut-away view of the ATLAS detector. The dimensions of the detector are 25 m in
height and 44 m in length. The overall weight of the detector is approximately 7000 tonnes.

The ATLAS detector is nominally forward-backward symmetric with respect to the interac-
tion point. The magnet configuration comprises a thin superconducting solenoid surrounding the
inner-detector cavity, and three large superconducting toroids (one barrel and two end-caps) ar-
ranged with an eight-fold azimuthal symmetry around the calorimeters. This fundamental choice
has driven the design of the rest of the detector.

The inner detector is immersed in a 2 T solenoidal field. Pattern recognition, momentum
and vertex measurements, and electron identification are achieved with a combination of discrete,
high-resolution semiconductor pixel and strip detectors in the inner part of the tracking volume,
and straw-tube tracking detectors with the capability to generate and detect transition radiation in
its outer part.

High granularity liquid-argon (LAr) electromagnetic sampling calorimeters, with excellent
performance in terms of energy and position resolution, cover the pseudorapidity range |h | < 3.2.
The hadronic calorimetry in the range |h | < 1.7 is provided by a scintillator-tile calorimeter, which
is separated into a large barrel and two smaller extended barrel cylinders, one on either side of
the central barrel. In the end-caps (|h | > 1.5), LAr technology is also used for the hadronic
calorimeters, matching the outer |h | limits of end-cap electromagnetic calorimeters. The LAr
forward calorimeters provide both electromagnetic and hadronic energy measurements, and extend
the pseudorapidity coverage to |h | = 4.9.

The calorimeter is surrounded by the muon spectrometer. The air-core toroid system, with a
long barrel and two inserted end-cap magnets, generates strong bending power in a large volume
within a light and open structure. Multiple-scattering effects are thereby minimised, and excellent
muon momentum resolution is achieved with three layers of high precision tracking chambers.

– 4 –

Figure 3.3: Cut-away view of the ATLAS detector with its major subsystems labelled.
[1]
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intensity falls with time and the beams are typically dumped when the instantaneous

luminosity drops to half its initial value (this takes circa 12 h). The instantaneous

luminosity and the detector status are saved in time blocks called luminosity blocks

(typically around 60 s).

3.2.1 Coordinate system

The coordinate system used to describe the ATLAS detector and the processes in it is

defined as a right-handed coordinate system with the nominal interaction point as its

origin. The x, y and z axes are directed towards the centre of the LHC, vertically up,

and along the beam direction respectively. The azimuthal angle φ is measured around

the beam axis and the angle θ is defined as the polar angle from the beam axis. The

pseudorapidity is defined as

η = − ln

(
tan

(
θ

2

))
. (3.1)

The x-y plane is referred to as the transverse plane, and the component of the momen-

tum of an object in this plane is the transverse momentum, pT.

The separation between two objects a and b is defined as follows:

∆R(a, b) =
√

(∆ηa,b)2 + (∆φa,b)2 (3.2)

where ∆ηa,b is the difference in η between object a and b, and ∆φa,b is the angle between

objects a and b in the transverse plane. This should not be confused with R which is

used to denote the transverse distance from the beam axis (R =
√
x2 + y2).

3.2.2 Inner detector

The Inner Detector (ID) is the collective name of the three innermost subdetectors of

ATLAS. The active material of the ID reaches from a transverse distance of R =31 mm

from the beam to 1.15 m. Closest to the beam is the pixel detector, then comes a

semiconductor tracker and finally a transition radiation tracker [41]. The structure of

the inner detector can be seen in fig. 3.4.

1. Pixel detector (PIX)

The pixel detector is the innermost subdetector of ATLAS. It consists of silicon

pixels with sizes 50 µm × 400 µm (the innermost layer is called the Insertable B-

Layer, IBL [42], and its pixels are 50 µm × 250 µm). These are arranged around
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Figure 3.4: The inner detector of ATLAS. The IBL is not represented in this picture. [1]

the beam in four concentric barrel layers with radii 3 (IBL), 5, 9 and 12 cm as

well as three end cap layers on each side (covering |η| < 2.7), all arranged so

that a track from the interaction point typically produces four hits [42, 43]. The

resulting resolution is 11 µm × 69 µm in ∆Rφ×∆z (in the barrel, slightly looser

in the end caps).

2. SemiConductor Tracker (SCT)

The SemiConductor Tracker consists of silicon microstrip detectors with a pitch

of 80 µm and length 13 cm (placed along the z-axis in the barrel region). Each

detector layer consists of two layers of microstrips, placed at a stereo angle of

40 mrad (so that a resolution in the dimension parallel to the strips can be ob-

tained), giving a resolution of 16 µm × 580 µm (in R∆φ × ∆z). There are four

concentric barrels (at 30, 37, 44 and 51 cm from the beam) and nine end cap

layers on each side, covering a total η range of |η| < 2.5 [44].

3. Transition Radiation Tracker (TRT)

The TRT is the outer part of the Inner Detector. It consists of gas straws (4 mm in

diameter) containing a mixture of xenon, carbon dioxide and oxygen. The xenon

is ionised by passing charged particles. The TRT has a resolution of 170 µm in
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R∆φ.

A track typically gives 36 hits in the TRT. The straws are arranged in a barrel

region, ranging from 56 to 107 cm from the beam, and end caps, covering a total η

range of |η| < 2.5. The TRT also uses transition radiation photons to aid electron

identification [45].

3.2.3 Calorimeters

The ATLAS detector has a system of calorimeters, which is used to measure the energy

of particles. The calorimeters reach from 1.4 m to 4.3 m from the beam, plus two end

caps [46,47].

1. Liquid Argon Calorimeter (LAr)

Liquid Argon calorimeters with lead absorbers are used in the barrel region of the

detector (EMB) as well as the end caps (EMEC) for measurement of electromag-

netic showering. The barrel has three layers and the calorimeter cell sizes in the

different layers are 0.003× 0.1, 0.025× 0.025 and 0.05× 0.025, respectively, given

in ∆η×∆φ (slightly coarser in regions with |η| > 1.4). In the end caps, there are

also liquid argon calorimeters with copper absorbers for measurement of hadronic

showering (HEC). On the inside of the detector barrel is a presampler layer (liquid

argon without absorber), used to estimate how much energy an object has lost

before reaching the calorimeter.

In the forward region, there is also a forward LAr calorimeter (FCal) which com-

pletes the LAr total range of |η| < 4.9 [46]. The LAr electron energy resolution

is approximately 3 % for an electron with pT of 20 GeV and improves to approxi-

mately 1 % at high pT [48, 49].

2. Tile Calorimeter (Tile)

The Tile calorimeter is located outside the barrel LAr calorimeter and is intended

to measure the energy of hadronic showers. It consists of plastic scintillators and

low-carbon steel absorbers and spans the region |η| < 1.7. The tile calorimeter

has three sampling layers, with ∆η × ∆φ tile sizes of 0.1 × 0.1, 0.1 × 0.1 and

0.2× 0.1, respectively. The resulting energy resolution is around 1 % [50].

Between the extended barrel and endcap calorimeters, in the range 1.37 < |η| < 1.52,

is a region known as the crack region. This region contains many wires and power cables
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for the Inner Detector and Calorimeters, and consequentially has lower efficiencies.

3.2.4 Muon detectors

The outermost system of ATLAS is the Muon System (MS), which provides pre-

cise measurements of muons. The MS consists of Monitored Drift Tube Chambers

(MDT), Cathode-Strip Chambers (CSC), Resistive Plate Chambers (RPC) and Thin

Gap Chambers (TGC). The MS spans |η| < 2.7 and starts 4.6 m and ends 10.2 m from

the beam [1].

1. Monitored Drift Tubes (MDT)

The monitored drift tubes consist of pressurised, 30 mm diameter tubes, filled

with a mixture of argon and carbon dioxide that ionises when a charged particle

travels through it. Each chamber has an average resolution of 35 µm in its bending

plane. The MDT is structured as three layers around the barrel and three end

cap wheels on each side, each with three to eight sheets of drift tubes. The MDTs

cover a range of |η| < 2.7 (except in the innermost layer, which is replaced by the

CSC in the range 2.0 < |η| < 2.7).

2. Cathode-Strip Chambers (CSC)

The cathode-strip chambers are multi-wire proportional chambers with segmented

cathode readout. The CSC has a spatial resolution of 60 µm per plane and about

5 mm in the non-bending direction. The CSC replace the MDT in the end caps,

in the range 2.0 < |η| < 2.7, since the MDTs are unsuitable for the high rates

and radiation close to the beam.

3. Resistive Plate Chambers (RPC) and Thin Gap Chambers (TGC)

The resistive plate and thin gap chambers are thin layers of muon detectors that

are located between the layers of the MDT and the CSC. They provide quick

muon identification as a part of the ATLAS trigger system (see section 3.2.6)

Together, these systems provide information for the muon reconstruction. Muons are

reconstructed stand-alone (using only the MS) or combined with the ID or calorimeters.

The combined MS momentum resolution is approximately 2 % [51].
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3.2.5 Luminosity

The luminosity is a measure of the rate of collisions in a collider such as the LHC.

The amount of data taken is quoted as luminosity integrated over time (integrated

luminosity) and the uncertainty associated with the luminosity is one of the leading

uncertainties in the analysis presented in this paper. The luminosity value used in

this analysis is a combination of several measurements, the most important of which

are track counting in the ID and measurements by two subdetectors called BCM and

LUCID [52].

BCM consists of four 8×8 mm diamond sensors located around the beam, 1.8 m

from the interaction point in each direction, which records hits when one of the sensors

produces a signal over a preset threshhold. LUCID is a Cherenkov detector, consisting

of aluminium tubes of C4F10 and photomultiplier tubes, located around the beam, 17 m

from the interaction point in each direction, recording Cherenkov radiation detected by

the photomultiplier tubes.

The luminosity measuring methods are calibrated using a van der Meer scan, which

is a scan of the beam separation between two beams (with tailored beam conditions).

The uncertainty on the beam conditions of the van der Meer scan are the leading

source of uncertainty for the luminosity. The integrated luminosity used in this thesis

was measured to be 36.1 ± 1.1 fb−1(3.1 % uncertainty) [53].

3.2.6 ATLAS trigger system

The ATLAS detector gathers in full around 1.6 Mb of information per bunch crossing,

which is unfeasible to record and store at the rate of bunch crossings (40 MHz). A

trigger system is designed to reject events that are unlikely to be of interest for physics

analysis [54, 55]. ATLAS has a two-level system of triggers for data gathered in 2015

and 2016, consisting of a hardware-based first level of triggers (L1) and a software-based

second level (Higher Level Trigger, HLT).

The L1 trigger system uses custom electronics and coarse granularity information

from the Calorimeters and Muon Systems to determine regions of interest. These

regions of interest are used to select events that include certain predefined features

(for the analysis detailed in this thesis, muons and deposits in the electromagnetic

calorimeter). The L1 trigger system has a decision time of approximately 2.5 µs and

reduces the rate of events from 40 MHz to 100 kHz.

An event that is accepted by the L1 trigger is then sent to the HLT, which uses
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more sophisticated software algorithms. The HLT uses a more complete reconstruction

of information from the whole detector to reduce the rate of events to approximately

1 kHz. Like for the L1 triggers, the analysis detailed in this thesis uses triggers which

require muons and electrons (full list in table 4.2).

3.2.7 Lepton reconstruction

The reconstruction algorithms of the ATLAS experiment are designed to identify sig-

natures of particles such as electrons and muons as well as measure their momenta.

Track and vertex reconstruction

The inner detector is immersed in a 2 T magnetic field, which bends the paths of

charged particles. The ID is used to reconstruct tracks of charged particles and using

this information, the particles’ pT are measured. ID tracks are reconstructed by fitting

tracks from all ID subdetectors using a global χ2 fit [56].

Since there can be more than one interaction in each bunch crossing, a vertex

reconstruction is used to determine which tracks come from the same vertex. An

adaptive vertex fitter [56, 57] is used to find vertices one by one until all tracks are

associated with at least one vertex (with a fake vertex rate of less than 1 % under most

pileup conditions). The sum of p2
T of all tracks belonging to each vertex is summed up,

and the vertex that has the highest
∑
p2

T is considered the hard primary vertex.

The variables z0 and d0 are the longitudinal and transverse impact parameters of a

track, respectively. The d0 parameter is calculated with respect to the LHC beam line

and z0 with respect to the hard primary vertex of the interaction [58].

Electrons

Electron reconstruction happens in three reconstruction steps, followed by an identifi-

cation step [59], as detailed below.

The first step is cluster reconstruction. The electromagnetic calorimeter is divided

into ∆η × ∆φ regions of 0.025 × 0.025 and a sliding window technique using 3 × 5 of

these regions is used to identify electron cluster candidates.

The second step is track cluster association, in which the tracks from the Inner

Detector are extrapolated to the calorimeter and matched to a cluster if the η and φ
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separation between the track and the centre of the cluster is less than 0.05 and 0.1,

respectively.

Finally, in the electron candidate reconstruction, the energy of the electron is mea-

sured as a sum of

• the energy deposited in the electromagnetic calorimeter, measured in 3 × 7 and

5×5 calorimeter regions in the barrel and end cap, respectively (this contribution

is corrected for energy deposited in the presampler),

• the estimated energy deposited in material before the particle reaches the calorime-

ter,

• the lateral leakage, which is an estimate of the amount of energy that falls outside

of the 3× 7 or 5× 5 unit block,

• the longitudinal leakage, which is an estimate of how much energy escapes the

calorimeter.

The main contributions to the electron pT resolution are a noise term, a sampling

term (both contributing mostly at low pT) and a constant term (due to the inherent

resolution of the detector) [60]. The relative uncertainty of the measured electron energy

can be seen in fig. 3.5.

Once electron candidates have been reconstructed, a number of observables are

used to estimate the likelihood of an object to be an electron. The baseline electrons

in the analysis in this thesis use a Loose electron identification working point, fully

described in Ref. [59]. It uses shower-shape variables and information from the hadronic

calorimeter to reject electron candidates that are more likely to be the result of hadrons

or photons than electrons. In particular, it requires the track of the electron to have at

least seven hits in the Pixel and SCT detectors, at least one of which has to be in the

Pixel detector. The Loose likelihood efficiency can be seen in fig. 3.6.

For the purposes of background estimation, a very very Loose electron identifica-

tion was created. This identification uses only the Pixel and SCT requirements from

the Loose selection (at least seven hits in Pixel and SCT, at least one in Pixel).

Electrons outside the |η| < 2.47 region are not used in this thesis but electrons in

the crack region are.
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Figure 3.5: An error band representing the relative uncertainty on electron energy as
a function of electron energy (for electrons with |η| < 0.6). Some contributions to the
uncertainty are shown, in particular to the uncertainty from the material of various
parts of the detector. Plot taken from [60].

Muons

In ATLAS, muons are reconstructed [61] using a number of methods detailed below.

Tracks through the MS are built, first in separate segments of the MDT or CSC (also

using information from nearby RPC and TGC chambers), then by combining segment

tracks from different layers of the MDT and finally using a χ2 fit using all hits found

associated with a track.

Four kinds of muons are reconstructed:

• Combined muons are reconstructed by extrapolating the MS track to the Inner

Detector, matching it to an Inner Detector track and then repeating the fit, using

hits from both the ID and MS tracks.

• Segment tagged muons are muons that have an ID track, but whose trajectory is

only in one MDT segment. Typically, this is because the track is on the edge of

the acceptance or its pT is too low to reach outer MDT segments.

• Calorimeter-tagged (CaloTagged) muons are muons reconstructed from an Inner

Detector track and a calorimeter deposit consistent with a muon. The reconstruc-

47



CHAPTER 3. LHC AND THE ATLAS DETECTOR

Figure 3.6: Electron ID efficiency for different working points (Loose being used in
this thesis) as a function of the number of reconstructed vertices, estimated in Z → ee
events in data and MC (

√
s =13 TeV). This plot only shows electrons with pT greater

than 20 GeV. The gray histogram is the distribution of Z → ee events over the number
of reconstructed vertices (in

√
s =13 TeV). Plot taken in its entirety from [59].
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tion of these muons is optimised to the range |η| < 0.1, a region in which the MS

is only partially instrumented, due to cabling and services to the ID.

• Stand Alone (StandAlone) muons are muons that are reconstructed solely from

the MS tracks. They are particularly important in the range |η| > 2.7 where the

Inner Detector does not provide a track.

A Loose muon identification is used to differentiate muons from backgrounds (mainly

muonic hadron decays). It uses the following variables:

• q/p significance. q/p is the measured ratio of charge to momentum. The signifi-

cance is the absolute difference of q/p, as measured in the ID and MS, respectively,

divided by the uncertainty.

•
|pIDT −pMS

T |
pcombinedT

, where pIDT is the pT of the ID track, pMS
T is the pT of the MS track

and pcombinedT is the pT of the resulting combined track; and

• the normalised χ2 of the fit of the combined track.

A plot of the Medium working point efficiency can be seen in fig. 3.7. It is very

similar to the Loose working point, except in the region |η| < 0.1 (the Loose efficiency

is shown explicitly in that range) [61].

A correction to the muon tracks due to a misalignment of the ID is also applied [62].

The main contributions to the muon pT resolution are energy loss in the traversed

material, multiple scattering and a constant term due to the inherent resolution of the

detector [61]. An indication of the muon pT uncertainty can be seen in fig. 3.8.

Lepton isolation

Both electrons and muons must satisfy two isolation requirements, in order to reject

fake leptons (such as hadronic showers reconstructed as electrons) as well as leptons

coming from decays of hadrons.

For a reconstructed lepton `, all tracks that have a ∆R(track, `) < 10 GeV/p`T or

∆R(track, `) < 0.2 (0.3) if ` is an electron (muon) and which are not already associated

with `, are chosen, and their pT are scalar summed. If that sum is more than 15 % of

the pT of `, that ` is not considered to be isolated.
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Figure 3: Muon reconstruction efficiency as a function of ηmeasured in Z → µµ events for muons with pT > 10 GeV
shown forMedium (top), Tight (bottom left), and High-pT (bottom right) muon selections. In addition, the top plot
also shows the efficiency of the Loose selection (squares) in the region |η| < 0.1 where the Loose and Medium
selections differ significantly. The error bars on the efficiencies indicate the statistical uncertainty. Panels at the
bottom show the ratio of the measured to predicted efficiencies, with statistical and systematic uncertainties.

13

Figure 3.7: This plot shows the efficiency of the Medium muon identification working
point in data and Z → µµ MC (using a Z → µµ selection and

√
s = 13 TeV data from

2015) as a function of η. The Medium working point is very similar to the Loose working
point used in this thesis (so this plot can be taken to be the efficiency of the Loose

working point), except in the region |η| < 0.1 (the Loose efficiency is shown explicitly
in that range). The error bars on the efficiencies indicate the statistical uncertainty.
The panel at the bottom shows the ratio of the measured to predicted efficiencies, with
statistical and systematic uncertainties. The plot is taken from [61].
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Figure 11: Dimuon invariant mass resolution for CB muons for Z → µµ (left) and J/ψ→ µµ (right) events for data
and corrected simulation as a function of the pseudorapidity of the highest-pT muon. The upper panels show the
fitted resolution value for data and corrected simulation. The lower panels show the data/MC ratio. The error bars
represent the statistical uncertainty; the shaded bands represent the systematic uncertainty in the correction and the
systematic uncertainty in the extraction method added in quadrature.
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Figure 12: Dimuon invariant mass resolution divided by the dimuon invariant mass for CB muons measured from
J/ψ→ µµ and Z → µµ events as a function of the average transverse momentum variables ⟨pT⟩ and p∗T defined in
the text. Both muons are required to be in the same |η| range. The error bars represent the statistical uncertainty
while the bands show the systematic uncertainties.

9 Conclusions

The performance of the ATLAS muon reconstruction has been measured using 3.2 fb−1 of data from
pp collisions at

√
s = 13 TeV recorded during the 25 ns run at the LHC in 2015. A large calibration

25

Figure 3.8: This plot shows the relative uncertainty of the invariant mass of Z and
J/ψ → µµ events in data and MC (using a Z and J/ψ → µµ selection and

√
s =

13 TeV data from 2015) as a function of the average momentum of the muons (the
Z → µµ events use p∗, which is also an average, but calculated differently). The muons
from each Z decay are required to be combined and fall in the same η bin (bin width
of approximately ∆η = 1). The relative uncertainty σµµ/mµµ is related to the muon
momentum uncertainty by

√
2 ∗ σµµ/mµµ = σ(pµ)/pµ. The error bars represent the

statistical uncertainty while the bands show the systematic uncertainties and the plot
at the bottom shows the ratio of data to prediction. The plot is taken from [61].
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In addition, all energy clusters in the calorimeters (with a positive energy) with a

∆R(cluster, `) < 10 GeV/p`T or ∆R(cluster, `) < 0.2 and which are not already associ-

ated with `, are chosen and their transverse energy is scalar added. If that sum is more

than 20 or 30 % (for electrons and muons respectively) of the pT of the lepton, that

lepton is not considered to be isolated.

Together, these isolation requirements are called FixedCutLoose. Particle isolation

is a requirement for signal electrons and muons (see chapter 4), but non-isolated leptons

are used for the background estimate (see chapter 5).

3.3 Simulating the detector

After truth Monte Carlo samples have been generated (as detailed in section 2.4), the

generated particles’ passage through the detector (magnetic field, material interaction

and particle decays) are simulated using GEANT4 [63]. Pile-up (both from the same

and other bunch crossings) is simulated by overlaying randomly selected events gener-

ated by Pythia8 [64], and cavern background, beam gas interactions and beam halo

can also be overlayed.

The detector response to the generated events is simulated and then passed through

the ATLAS reconstruction software in the same way as data. By comparing the truth

and reconstructed information in simulated data, reconstruction efficiencies can be es-

timated.

3.4 Chapter summary

The LHC is a particle accelerator and collider with a circumference of 26.7 km. The

ATLAS detector sits on the LHC and records particle collisions. ATLAS consists of a

tracking system, a calorimeter system and a muon system. Readout from the detector

is limited by a trigger system which rejects events unlikely to be of interest for physics

analysis.

Electrons and muons are reconstructed using tracks from the tracking and muon

systems as well as calorimeter deposits. Identification and isolation criteria are also

detailed.

The reconstruction process can be done on ATLAS data as well as Monte Carlo

simulation, making it possible to compare data to theory predictions.
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Chapter 4

Signal selection

In this chapter, the fiducial region and the selection of candidate signal events is

discussed. The event selection is designed to select ZZ events in three channels:

4e, 2e2µ and 4µ. The event counts from this selection are used in chapter 7

and chapter 8 to measure the ZZ cross section and to constrain anomalous

triple gauge couplings, respectively.
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4.1 Fiducial region, total phase space and recorded

luminosity

The cross section is measured in a fiducial region, which is a phase space chosen to

closely match the detector acceptance (see chapter 3). The fiducial cross section is then

extrapolated to a total cross section. The fiducial region of this analysis is defined as

follows.

A ZZ event must have at least four leptons (electrons and muons), with pT >

5.0 GeV and |η| < 2.7. Leptons coming from an interaction lose energy by emitting

photons (known as Bremsstrahlung). To undo this effect, leptons are dressed, which

means that when a photon (not originating from a hadron or a tau lepton) is close to a

lepton, its momentum is added to its closest lepton (a photon γ is considered close to

a lepton ` when ∆R(`, γ) < 0.1).

Four of these leptons must form two separate same-flavour opposite-charge lepton

pairs (Z candidates).
∑

∆m for a pair of Z candidates is defined as∑
∆m = |mZ1 −mZ |+ |mZ2 −mZ | (4.1)

where mZ1 and mZ2 are the masses of the Z candidates and mZ is the Z pole mass

(91.1876 GeV [9]). The pair of same-flavour, opposite-charge dileptons with the lowest∑
∆m is called the main Z candidate pair. Both Z candidates in the main Z candidate

pair must have 66 GeV < mZc < 116 GeV where mZc is the mass of the Z candidate.

No combination of electrons or muons can have an invariant mass of < 5 GeV, in

order to exclude decay products of hadronic states. Every lepton ` in the Z candidate

pair is required to have ∆R(`, `′) > 0.1 with every other lepton `′ in the Z candidate

pair (this cut is introduced because leptons close to one another can have reconstruction

problems).

The 4e and 4µ channels have cross sections similar to one another (due to lepton

universality [16]) and the 2e2µ (or mixed channel) has approximately twice the cross

section of the unmixed channels due to combinatorics (ZZ → 2e2µ and ZZ → 2µ2e

are both considered 2e2µ).

Since the Z candidates are formed with same-flavour, opposite-charge lepton pairs,

e−e+e−e+ and µ−µ+µ−µ+ events have two possible ways to pair leptons for Z boson

candidates, whereas 2e2µ events only have one possibility (unless there are additional

leptons). The interference between the two possible pairings means the fiducial cross
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sections of the 4e and 4µ channels are greater than half the fiducial cross section of

the 2e2µ channel by 2.5 % (estimated in the qq → ZZ → 4` and gg → ZZ → 4` MC

samples described in section 2.4).

The total phase space is the region of exactly two real Z bosons with masses between

66.0 GeV and 116.0 GeV, regardless of decay products or kinematic properties.

The definitions of the fiducial and total phase spaces can be seen in table 4.1.

Fiducial Total

Electron pT > 5 GeV -
Muons pT > 5 GeV -
Muons |η| < 2.7 -
Electron |η| < 2.7 -
Number of leptons ≥ 4 any
Same-flavour opposite-charge pairs 2 2
ZZ candidate lowest

∑
∆m lowest

∑
∆m

Lepton separation ∆R(`, `′) < 0.1 -
Z mass 66 GeV < mZ < 116 GeV 66 GeV < mZ < 116 GeV

Table 4.1: Definition of fiducial and total region

In 2015 and 2016, the ATLAS detector has recorded a total integrated luminosity

(
∫
Ldt) of 36.1 ± 1.1 fb−1 for physics-ready proton-proton collisions at 13 TeV [53].

The luminosity and uncertainty in the integrated luminosity is derived, following a

methodology similar to that detailed in [39], from a preliminary calibration of the

luminosity scale using x-y beam-separation scans performed in August 2015 and May

2016.

4.2 Selection overview

The signal selection is performed in four stages.

• A number of cuts are used to reject problematic events and events that are very

dissimilar to the signal (initial event level cuts).

• The cuts in section 4.4.1 and section 4.4.2 are used to define the leptons in the

event (object level cuts or object preselection).

• Z candidate pairs are constructed from the leptons, and a number of cuts are

applied to these Z candidate pairs (known as quadruplet level cuts). The analysis
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of an event continues as long as at least one Z candidate pair has passed all cuts

in this stage.

• Lastly, one Z candidate pair is identified as the main Z candidate pair, and further

cuts are applied to that Z candidate pair (final event level cuts). At this stage, if

the main Z candidate pair fails a final event level cut, the event is rejected, even

if other Z candidate pairs would have passed.

The full list of cuts can be seen in table 4.4.

The data used in this analysis is all physics-ready pp data delivered by the ATLAS

detector in 2015 and 2016 with a collision centre-of-mass energy
√
s = 13 TeV. The

total integrated luminosity used is 36.1 fb−1.

4.3 Initial event level cuts

The first cuts applied are designed to reject events that were recorded at times when

the detector was not recording data properly, because of errors with ATLAS or the

beam delivered by the LHC. Lists of luminosity blocks that are fit for analysis, known

as Good Run Lists, are provided by ATLAS and are used to reject data taken when

the beam is not suitable for physics. Cuts known as cleaning cuts are applied to reject

individual events recorded when the SCT, LAr or Tile Calorimeter are not functioning

normally.

Each event is required to have a primary vertex reconstructed.

4.3.1 Triggers

As described in section 3.2.6, events detected by the ATLAS detector are first sent to

two layers of triggers. By using the trigger decisions, events that are very unlikely to

be used in the analysis can be rejected at an early stage. The analysis described in this

thesis uses 18 triggers, all unprescaled (which means every event that passes the trigger

is recorded).

The full list of triggers used is found in table 4.2, chosen to maximise the efficiency.

A selected event must pass at least one trigger (in a time period that they are ac-

tive). Each trigger name starts with HLT, which stands for Higher Level Trigger (to

differentiate it from Level 1 triggers). After that come the reconstructed particles that

are required by the trigger, e for electron, mu for muon, followed by the minimum pT

56



CHAPTER 4. SIGNAL SELECTION

required (if several particles of this type are required, the number is displayed first, e.g.

2e12 means two electrons with a minimum pT of 12 GeV). This is followed by any ad-

ditional requirements or modifications. The words “lhvloose”, “lhloose”, “lhmedium”

and “lhtight” describe the very loose, loose, medium and tight electron identification

classification, respectively. The words “iloose” and “ivarloose” stand for loose isola-

tion, “ivarmedium” stands for medium isolation and “nod0” means no d0 requirement

is applied. Words starting with L1 are seeded by specific L1 triggers (VH means a cut

on deposits in the hadronic calorimeter applies and that the pT cut is higher in some

η ranges) and words including “noL1” means that object does not need to have been

identified by the L1 triggers. The word “nomucomb” means that the trigger does not

use combined muons (see section 3.2.7) and “nscan03” means that the muon is found

within a ∆R < 0.3 cone of another muon.

Combined trigger efficiencies are measured in Sherpa Monte Carlo samples to be

99.76 % for events that pass the entire signal selection.

4.4 Object selections

4.4.1 Electrons

Electrons are selected from the electrons reconstructed with the method described in

section 3.2.7. Most of the cuts are applied as electron preselection, and the rest are

applied as final selection, after the selection of a main Z candidate pair (this is because

these cuts are inverted as a control region for the background selection, see chapter 5).

Every electron in a main quadruplet of a signal selected event will pass both preselection

and final selection cuts.

The electron selection criteria can be seen in table 4.3.

Electron preselection

Electrons are required to have a pT of at least 7.0 GeV and |η| of less than 2.47. They

are also required to pass a very very loose electron identification, which means the SCT

and Pixel requirements of the Loose electron described in Ref. [65].

A small number of electron clusters have readout affected by dead high voltage

regions or other electronic issues. These electrons are given a bad cluster tag and

removed.

57



CHAPTER 4. SIGNAL SELECTION

Trigger Type Active time

HLT e24 lhmedium L1EM20VH 1e 2015
HLT e60 lhmedium 1e 2015
HLT e26 lhtight nod0 ivarloose 1e 2016
HLT e60 lhmedium nod0 1e 2016

HLT mu20 iloose 1µ 2015 + 2016 (until May 27th)
HLT mu24 ivarmedium 1µ 2016 (until June 21st)
HLT mu26 ivarmedium 1µ 2016
HLT mu40 1µ 2015 + 2016 (until May 27th)
HLT mu50 1µ 2015 + 2016

HLT 2e12 lhloose L12EM10VH 2e 2015
HLT 2e17 lhvloose nod0 2e 2016

HLT mu18 mu8noL1 2µ 2015
HLT mu20 mu8noL1 2µ 2015 + 2016 (until June 21st)
HLT 2mu10 2µ 2015 + 2016 (until May 27th)
HLT 2mu14 2µ 2015 + 2016
HLT mu22 mu8noL1 2µ 2015 + 2016
HLT mu20 nomucomb mu6noL1 nscan03 2µ 2016 (until June 21st)

HLT e17 lhloose mu14 eµ 2015
HLT e17 lhloose nod0 mu14 eµ 2016

HLT e17 lhloose 2e9 lhloose 3e 2015
HLT e17 lhloose nod0 2e9 lhloose nod0 3e 2016 (until June 21st)

HLT 3mu6 3µ 2015 + 2016

Table 4.2: List of triggers and the time during which they are active.

To reject electrons coming from pile-up or other sources, electrons are only selected

if |z0 sin(θ)| < 0.5 mm.

If two electrons have a difference in η less than 0.075, a difference in φ less than

0.125 and fulfill the Loose criteria from [65], the electron with the lower pT is rejected.

Electrons that share a track with a preselected muon as described in section 4.4.2

(unless that muon is CaloTagged), are also removed. These two cuts are known as

overlap removal.

Electrons that pass these cuts are classified as preselected.
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Electron final selection

After lepton preselection is applied and a main Z candidate pair is selected, all electrons

in that Z candidate pair are required to pass further cuts. These are part of the final

selection cuts, which means that if the main Z candidate pair fails a cut, the event is

rejected, even if there are other Z candidate pairs that could have passed.

The final selection requires electrons to pass the Loose selection from [65]. A cut

|d0/σd0| < 5.0 is implicit in the Loose identification. In addition, electron isolation is

also required, using the working point FixedCutLoose.

4.4.2 Muons

Muons are selected from the muons reconstructed with the method in section 3.2.7.

Like in the electron selection, most cuts are applied on object level as preselection, but

some (the final selection cuts) are applied only to the muons in the main Z candidate

pair.

The muon selection can be seen in table 4.3.

Muon preselection

• Muons are required to have a pT of at least 5.0 GeV (CaloTagged muons must

have at least 15.0 GeV) and |η| of less than 2.7.

• Muons have to pass a likelihood cut, using the muon quality working point Loose

detailed in [61].

• Muons are required to have |z0 sin(θ)| < 0.5 mm (same as electrons), and also to

have |d0| < 1.0 mm in order to reject muons from cosmic rays.

• Any CaloTagged muons that share a track with an electron are removed. This is

known as overlap removal.

Muons that pass these cuts are classified as preselected.

Muon final selection

After the lepton preselection and main Z candidate pair selection, all muons in the

main Z candidate pair have to pass an isolation cut, using the isolation working point

FixedCutLoose, as well as a d0 significance cut |d0/σd0| < 3.0.
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Preselection cuts

Electrons Muons

Identification very very Loose Loose

pT > 7.0 GeV
> 5.0 GeV

(> 15.0 GeV for
CaloTagged Muons)

|η| < 2.47 < 2.7
Object quality No bad cluster tag −
|z0 sin(θ)| < 0.5 mm
|d0| − < 1 mm

Overlap removal

Final selection cuts

Electrons Muons

Identification Loose −
Isolation FixedCutLoose FixedCutLoose

|d0/σd0| < 5.0 < 3.0

Table 4.3: Electron and muon definition cuts. The final selected cuts are applied in the
final event seletion, so all leptons in signal selected events pass these cuts, even though
the cuts do not happen until after the Z candidate pair selection part of the analysis.

4.4.3 Missing transverse momentum

While Z bosons decaying to neutrinos are not a part of the fiducial region of this

analysis, their inferred presence is used for rejection of WZ events in the fake lepton

background estimate. Therefore, the quantity used to infer their presence, the missing

transverse momentum (pmissT ) is also detailed in this chapter [66].

Neutrinos only interact through the weak force and as such only very rarely interact

with matter. The ATLAS detector cannot detect neutrinos directly but instead infers

their presence from the topology of the event in which they are produced.

The momentum of the incoming protons in a pp interaction is well known. Protons

consist of several partons (quarks and gluons) and it is not known which partons gives

rise to any particular collision, nor what fraction of the proton’s momentum along the

z axis that parton carries. However, the partons’ momentum in the x-y plane (the pT)

is known to be zero in the centre-of-mass frame. By conservation of momentum, the

vector sum of the pT of outgoing particles after a collision should also be zero. The
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sum of the pT can be measured, and if the detector fails to detect a particle, such as a

neutrino, its momentum will not be used in the sum, which means the sum will deviate

from 0. This is referred to as missing transverse momentum (pmissT ), measured as

pmissT = −
∑

peT −
∑

pµT −
∑

pτT −
∑

pjetT −
∑

pγT −
∑

psoftT (4.2)

i.e. the negative vector sum of the transverse momentum of all electrons, muons, taus,

photons, jets (for the purposes of this analysis, AntiKt jets with a radius parameter

of 0.4 were used [67]), and soft tracks, which includes any track that is not associated

with a particular identified particle (typically a low pT track). The exact definitions of

the objects used to determine the pmissT are detailed in [66].

Thus it is possible to infer the presence of a neutrino or another particle not detected

by the detector and its transverse momentum can be estimated to be the missing

transverse momentum.

4.5 Event selection

Once electrons and muons have been preselected, events with fewer than 4 leptons are

rejected. Z candidate pairs are formed by considering all possible pairs of dileptons

and selecting those in which each Z candidate (dilepton) has a total charge of zero and

contain leptons of the same flavour (same-flavour, opposite-charge pairs).

Z candidate pairs are rejected if they contain more than two non-Loose electrons

(non-Loose electrons are only used for the fake background estimate, which only con-

siders two fake electrons, details in chapter 5).

Three hierarchical pT cuts are applied. A Z candidate pair is rejected if the highest,

second highest or third highest lepton pT in the Z candidate pair is less than 20 GeV,

15 GeV and 10 GeV, respectively.

Z candidate pairs with more than one StandAlone or CaloTagged muon are rejected.

Once these cuts have been made, one main Z candidate pair is selected from the Z

candidate pairs that pass all cuts. To choose the Z candidate pair which is most likely

to represent a ZZ event, for each Z candidate pair, the quantity
∑

∆m is calculated

using eq. (4.1) and the Z candidate pair with the lowest
∑

∆m is selected as the main

Z candidate pair.

Leptons that are close together risk poor reconstruction and therefore, events in

which two leptons of the same flavour (both in the main Z candidate pair) have
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∆R(``) < 0.1 are rejected. Similarly, events where two leptons of different flavour

(both in the main Z candidate pair) have ∆R(``) < 0.2 are rejected. This is referred

to as lepton separation.

In order to reject contamination from hadronic decays (primarily J/ψ → ``) a

hadronic veto is introduced by rejecting events in which any two same-flavour opposite-

charge leptons in the main Z candidate pair has an invariant mass of less than 5 GeV.

Then, each lepton in the main Z candidate pair is required to pass the final selection

from sections 4.4.1 and 4.4.2.

Finally, a mass cut is applied. Both Z candidates in the main Z candidate pair are

required to have a mass 66 GeV < mZc < 116 GeV.

A summary of the signal selection can be seen in table 4.4.

Initial event level cuts

Good Runs List
Passes trigger Triggers in table 4.2
Primary vertex
Cleaning cuts

Object preselection See sections 4.4.1 and 4.4.2

Quadruplet level cuts

Number of leptons in event≥ 4 Implicit in Z candidate pair formation
Same-flavour, opposite-charge Implicit in Z candidate pair formation
Number of vvLoose electrons ≤ 2
Hierarchical pT cuts 20, 15 and 10 GeV
No more than 1 poor muon Poor means StandAlone or CaloTagged

Select main Z candidate pair

Final event level cuts

Lepton separation all ∆R > 0.2 (0.1), eµ (ee, µµ)
Hadronic veto all m`` > 5 GeV

All electrons in selected Z candidate pair Loose

All leptons in selected Z candidate pair isolated
d0 significance for all non-StandAlone muons ≤ 3.0
Z candidate masses 66 GeV < mZc < 116 GeV

Table 4.4: The event and Z candidate pair level cuts.
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4.6 Event selection and weights in Monte Carlo

As described in section 2.4, Monte Carlo simulations of the signal events and relevant

backgrounds are generated. The preselection and selection above is applied also to these

events for comparison to data. The MC samples used contain ZZ → 4` events where `

is e, µ and τ . The fiducial region of this analysis considers only e and µ, and thus, events

where one or both Z bosons decay to ττ are not counted as signal (approximately 5/9

of the events in the sample). The MC samples contain a truth record that can be used

to reject τ events (τ cleaning). Only events that contain at least four leptons, which

are not the decay products of a τ , pass the tau cleaning and are treated as signal.

A number of weights and scale factors have to be applied to the MC samples in

order for them to be comparable to data. Firstly, the MC generator gives a weight for

each event. The generator weights are derived by each generator for each sample, by a

function similar to eq. (2.18). As an example, the weights from the qq̄ → ZZ sample

range from approximately −2 to 3, peaking at 1 (NLO corrections can give negative

generator weights). Secondly, MC data are generated under pile-up conditions which

are not consistent with data [68]. Events are reweighted so that MC reproduces the

distribution of average bunch crossings in data (pileup reweighting). In fig. 4.1 can be

seen the average number of interactions per bunch crossing in events passing the signal

selection, compared to the SM prediction with and without pileup reweighting. The

reweighted prediction is in better agreement with data than the unweighted prediction,

most noticeably around high numbers of interactions per bunch crossing.

Lastly, differences between data and MC simulated data mean some cuts have dif-

ferent efficiencies in data and MC. The ATLAS Collaboration provides scale factors to

correct for these differences. Each electron contributes a scale factor for reconstruction

efficiency, identification and isolation [59,60,65], and each muon contributes a scale fac-

tor for reconstruction efficiency, isolation and track to vertex association [20, 61]. The

scale factors from each lepton in the main Z candidate pair are multiplied together and

used as a weight. The mean scale factor weight is 91 % and the standard deviation is

2.6 % (for selected events in the qq̄ → ZZ sample).

The weight of an event is the product of the generator weight, the pileup weight and

the scale factors for all leptons in the selected quadruplet and the yield predictions are

the sum of the weights of each selected event. The predictions are also normalised to the

cross sections in table 2.3 and the integrated luminosity of 36.1 fb−1. The predictions

are subject to a number of uncertainties. The uncertainties and how they are estimated
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Figure 4.1: Distribution of selected events over average number of interactions per
bunch crossing. The Reweighted and Not Reweighted plots are the SM prediction with
and without pileup reweighting, respectively. All SM signal processes and backgrounds
(see chapter 5) are included.

are explained here:

• e/γ resolution is the uncertainty due to the resolution of the electron momen-

tum. The uncertainty is determined by varying the pT of the electrons to their

nominal value plus or minus their resolution uncertainty (as given in [60]). This

has an impact on the electron scale factors (since they are a function of the kine-

matic properties of the electron) as well as the selection (for instance, an electron

that is nominally in the fiducial region can appear outside the fiducial region when

its pT has been varied).

• e/γ scale is the uncertainty on the electron momentum scale. The electron

momentum is scaled in order for distributions in data and MC to agree and

the uncertainty due to this rescaling is estimated in the same way as the e/γ

resolution.

• e ID efficiency is the uncertainty on the efficiency of the Loose electron identifi-

cation [59,65]. The efficiency scale factor has 31 uncertainties and the correspond-

ing uncertainties on the yields are estimated by setting the scale factors of each

electron to their nominal values plus or minus their uncertainty and estimating
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the yields. The deviations of the yield from its nominal value for each uncertainty

are added in quadrature.

• e Isolation efficiency is the uncertainty on the isolation efficiency of the elec-

trons. The isolation scale factor has 23 uncertainties and the corresponding uncer-

tainties on the yields are estimated by setting the scale factors for each electron to

their nominal value plus or minus their uncertainties. The deviations of the yields

from its nominal value for the different uncertainties are added in quadrature.

• e reconstruction efficiency is the uncertainty on the efficiency of the electron

reconstruction [59]. The reconstruction scale factor has 27 uncertainties and the

corresponding uncertainties on the yields are estimated by setting the scale factors

for each electron to their nominal value plus or minus their uncertainties. The

deviations of the yields from its nominal value for the different uncertainties are

added in quadrature.

• Monte Carlo samples (stat.) is the statistical uncertainty from the MC

samples, determined as
√∑

i

w2
i , where wi is the weight of each selected event.

• µ efficiency is the uncertainty on the efficiency of the muon reconstruction.

The muon reconstruction scale factor has an uncertainty, and the corresponding

uncertainty on the yields is estimated by setting the scale factors of each muon

to their nominal values plus or minus their uncertainty and estimating the yields.

This uncertainty is split into a statistical and a systematic part, as well as a

separate class for muons with a pT less than 10 GeV.

• µ identification is the uncertainty on the efficiency of the Loose muon identi-

fication. The uncertainty on the yields is estimated by setting the scale factors

to their nominal values plus or minus their uncertainty and estimating the yields.

The contributions to this uncertainty arising from the Inner Detector and Muon

Systems are considered separately.

• µ isolation is the uncertainty on the efficiency of the muon isolation. The

uncertainty on the yields is estimated by setting the scale factors to their nominal

values plus or minus their uncertainty and estimating the yields. This uncertainty

is split into a statistical and a systematic part.
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• µ sagitta residual bias is the uncertainty due to a correction of a misalignment

in the Inner Detector [62]. A residual bias uncertainty is estimated in MC. An

uncertainty labelled ρ represents the uncertainty on the weight of the ID track

with respect to the MS track resulting from the correction (the weight is used

when reconstructing combined muons).

• µ scale is the uncertainty on the muon momentum scale. The uncertainty is

determined by setting the pT of the muons to their nominal value plus or minus

its uncertainty (as given in [61]). This has an impact on the muon scale factors

(since they are a function of the kinematic properties of the muons) as well as the

selection (for instance, a muon that is nominally in the fiducial region can appear

outside the fiducial region when its pT has been varied).

• µ vertex assoc. is the uncertainty due to the efficiency of the muon vertex

association. The uncertainty on the yields is estimated by setting the scale factors

to their nominal values plus or minus their uncertainty and estimating the yields.

This uncertainty is split into a statistical and a systematic part.

• PDF is the uncertainty due to the parton distribution functions. The PDF set

provided includes 26 parton distribution functions corresponding to uncertainties

on the nominal PDF. The yields are estimated using each of the PDFs in the

PDF set, and the deviations from the nominal yields are added in quadrature

(separately for up and down fluctuations).

• Pileup reweighting is the uncertainty due to the pilup reweighting. It is deter-

mined by varying the observed-to-MC ratio distribution within its uncertainties

and taking the resulting yields.

• gg cross section is the uncertainty due to the gg cross section. It is estimated

by varying the gg cross section by ± 15 % (the uncertainty on the gg k-factor).

This uncertainty comes from QCD scale variations performed in [23].

• Luminosity is the uncertainty due to the integrated luminosity. It is taken

from [53], where it is derived using a method similar to that of [39]. It is 3.1 %

and is applied uniformly over all events.

The resulting uncertainties are added in quadrature and shown in table 4.5.
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4.7 Results

The observed number of selected events in data can be found in table 4.5. The table

also includes the number of expected selected events, estimated in the Sherpa samples

described in section 2.4. Since backgrounds are not included, the expected signal events

are not expected to add up to the observed number of events. This information, together

with background information is repeated in chapter 6, along with distributions over

some observables.

4e 2e2µ 4µ total

Data 249 465 303 1017

qq̄ → ZZ 173.0 ± 1.6 +6.6
−6.5 402.4 ± 2.3 +20.3

−20.2 238.7 ± 1.8 +20.5
−20.0 814.1 ± 5.7 +43.8

−43.2

gg → ZZ 21.2 ± 0.3 +0.8
−0.8 49.8 ± 0.4 +2.6

−2.6 30.1 ± 0.3 +2.7
−2.7 101.1 ± 0.9 +5.7

−5.6

pp→ ZZqq 1.7 ± 0.1 +0.1
−0.1 3.9 ± 0.2 +0.2

−0.2 2.5 ± 0.1 +0.3
−0.3 8.1 ± 0.5 +0.5

−0.5

Total signal 195.9 ± 1.6 +6.6
−6.5 456.1 ± 2.3 +20.5

−20.4 271.3 ± 1.8 +20.7
−20.2 923.3 ± 5.8 +44.2

−43.6

Table 4.5: Number of selected events in the different channels as observed in data and
estimated in MC. Since backgrounds are not included in this table, the MC signal yields
are not expected to add up to the observed signal yields. Statistical and total system-
atic uncertainties are shown (total systematic signal uncertainties are the individual
systematic uncertainties added in quadrature).
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The backgrounds to the ZZ → 4` process come in two categories, irreducible

and fake lepton backgrounds. Irreducible backgrounds are backgrounds that

include four leptons directly from the hard interaction, but which are not sig-

nal events. These backgrounds are estimated using MC samples. Fake lepton

backgrounds are events where one or two reconstructed leptons are caused by

non-leptons (or leptons not directly from the hard interaction). Fake back-

grounds are estimated with a data-driven method.
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5.1 Irreducible backgrounds

The processes that give rise to irreducible backgrounds contain leptonically decaying

gauge bosons, which are for the purposes of the analysis in this thesis well modelled in

Monte Carlo. The processes considered are tt̄Z (where both top quarks decay lepton-

ically), WWZ, ZZZ → 4`2ν and ZZZ → 6`. Monte Carlo samples were generated

(detailed in table 5.1), and the ATLAS detector response was simulated (detailed in

section 2.4).

All irreducible backgrounds are generated using Sherpa, except tt̄Z which is gen-

erated using MadGraph [69]. The ZZ → 2τ2`, 4τ sample is the same sample as the

signal qq → ZZ sample, but the τ cleaning is inverted. The numbers presented in

this section are normalised to 36.1 fb−1 and a 3.1 % luminosity uncertainty is used.

A 30 % uncertainty on the normalisation of each irreducible background is taken as

the combined uncertainty on cross sections and reconstruction efficiencies. This is the

recommended uncertainty for tt̄Z [70] and a conservative estimate for the gauge boson

processes.

Process generator PDF Cross section Ref.

ZZ → 2τ2`, 4τ Sherpa 2.2.1 CT10 6.50 pb [21]
ZZZ → 6` Sherpa 2.1 CT10 17.06 ab
ZZZ → 4`2ν Sherpa 2.1 CT10 441.3 ab
WWZ → 4`2ν Sherpa 2.1 CT10 1.73 fb
tt̄Z → 4`2ν2b MadGraph NNPDF23LO 30.63 fb [69]

Table 5.1: Details of MC sample used to determine the irreducible backgrounds. The
cross sections were calculated by the generators for the entire sample (not just for events
passing the selection cuts).

The results of applying the signal selection to these samples can be seen in table 5.7.

The resulting background yields are approximately 1 % of the MC signal yields.

5.2 Data driven backgrounds

5.2.1 Overview

The background from fake leptons is the largest contribution to the backgrounds (tt̄,

WZ and Z +X are expected to be the major contributions). Lepton misidentification
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is not sufficiently well modelled in Monte Carlo and must be estimated with a data

driven method.

A method called the Fake Factor method was chosen to determine the contribution.

It works by establishing a fake background control region in which one or two leptons

in an event fail certain lepton identification cuts. The ratio of fake leptons which pass

the identification cuts to fake leptons that fail the identification cuts (the same as the

ratio of fake events with four leptons which pass all cuts and events with four leptons

of which, a given one fails the identification cuts) is known as the Fake Factor.

The Fake Factor is determined in data, using Z + ` events where the extra lepton

is allowed to fail the identification cuts (the Z + ` region is assumed to have the same

Fake Factor as the 4` region.

For the purposes of this chapter, real leptons are defined as those coming from the

decay of a gauge boson. In addition to non-leptons which have been misreconstructed

as leptons, leptons coming from hadronic decays are also considered to be fake leptons.

5.2.2 Selected and inversion-tagged leptons

Leptons as selected in chapter 4 are considered selected leptons, whereas electrons that

fail either the Loose identification (ID) or isolation (ISO) final cuts (final selection cuts

in table 4.3), and muons that fail either the d0 significance or isolation cuts (or both)

are considered inversion-tagged or i-tagged leptons, as shown in table 5.2.

electrons muons

selected Passes ID and ISO
cuts

Passes d0 significance
and ISO cuts

i-tagged Fails ID or ISO cut
but not both

Fails d0 significance or
ISO cut or both

Table 5.2: Definitions of selected and i-tagged leptons.

The fake background control region is the same region as the signal region, except

that the main quadruplet contains one or two i-tagged leptons instead of selected lep-

tons. The main contribution to the fake lepton background is WZ + a fake lepton.

The contribution from two real and two fake leptons, mainly from tt̄ and WW (+ two
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fake leptons) is also considered, whereas events with 3 or 4 fake leptons are assumed to

be a much smaller contribution and are neglected.

The connection between real/fake (R/F) leptons and selected/i-tagged (L/J) leptons

in events with four selected leptons is

NLLLL = NRRRR + f1NFRRR + f2NRFRR + f3NRRFR + f4NRRRF

+f1f2NFFRR + f1f3NFRFR + f1f4NFRRF

+f2f3NRFFR + f2f4NRFRF + f3f4NRRFF , (5.1)

where NLLLL is the count of reconstructed events with four selected leptons, fn is the

probability that the nth lepton (ordered descending by pT), if it is a non-lepton, is

reconstructed as a selected lepton and NRRFF are the events with two real leptons and

two fake leptons. Other combinations of R and F refer to events with that combination

of real and fake leptons. The efficiency is taken to be 1 so all NRRRR events contribute

to NLLLL (contributions to NLLLJ from 4` events are instead estimated in MC for a

luminosity of 36.1 fb−1 and removed). The full dependence of any combination of

selected and i-tagged leptons is



NLLLL

NJLLL

NLJLL

NLLJL

NLLLJ

NJJLL

NJLJL

NJLLJ

NLJJL

NLJLJ

NLLJJ



=



1 f1 f2 f3 f4 f1f2 f1f3 f1f4 f2f3 f2f4 f3f4

0 f̄1 0 0 0 f̄1f2 f̄1f3 f̄1f4 0 0 0

0 0 f̄2 0 0 f1f̄2 0 0 f̄2f3 f̄2f4 0

0 0 0 f̄3 0 0 f1f̄3 0 f2f̄3 0 f̄3f4

0 0 0 0 f̄4 0 0 f1f̄4 0 f2f̄4 f3f̄4

0 0 0 0 0 f̄1f̄2 0 0 0 0 0

0 0 0 0 0 0 f̄1f̄3 0 0 0 0

0 0 0 0 0 0 0 f̄1f̄4 0 0 0

0 0 0 0 0 0 0 0 f̄2f̄3 0 0

0 0 0 0 0 0 0 0 0 f̄2f̄4 0

0 0 0 0 0 0 0 0 0 0 f̄3f̄4





NRRRR

NFRRR

NRFRR

NRRFR

NRRRF

NFFRR

NFRFR

NFRRF

NRFFR

NRFRF

NRRFF



,

(5.2)

where NLLJJ is the number of events where the first two leptons are selected and the last

two are i-tagged (any combination of L and J refers to the corresponding combination

of selected and i-tagged leptons) and f̄n is 1− fn.

By taking the first row of this matrix equation and using the other lines to fill in
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the unknown variables, NLLLL is found to be

NLLLL = NRRRR +
f1

f̄1

NJLLL +
f2

f̄2

NLJLL +
f3

f̄3

NLLJL +
f4

f̄4

NLLLJ

−
f1

f̄1

f2

f̄2

NJJLL −
f1

f̄1

f3

f̄3

NJLJL −
f1

f̄1

f4

f̄4

NJLLJ

−
f2

f̄2

f3

f̄3

NLJJL −
f2

f̄2

f4

f̄4

NLJLJ −
f3

f̄3

f4

f̄4

NLLJJ . (5.3)

Since pp → ZZ events are not background even if they are only selected because

of fake leptons, they are estimated in Monte Carlo and removed from the background

estimate. The ratio

FF =
f

f̄
(5.4)

is called the Fake Factor (FF ) and is estimated in section 5.2.3. The background part

of eq. (5.3) is sometimes written in a simplified form as

NDD
exp =

(
NData
LLLJ −NZZMC

LLLJ

)
FF −

(
NData
LLJJ −NZZMC

LLJJ

)
FF 2, (5.5)

where NDD
exp is the data driven background estimate, NData

LLLJ (NData
LLJJ) is the number

of data events that would be reconstructed as signal events except one (two) leptons

are i-tagged, FF is the Fake Factor, which is defined as the ratio of selected to i-

tagged leptons and NZZMC
LLLJ (NZZMC

LLJJ ) is the contribution to NLLLJ (NLLJJ) from ZZ

(estimated in Monte Carlo). The application of the equation is described in more detail

in section 5.2.4. This form is simplified in that it does not take into account that

different leptons have different Fake Factors (the simplification is for legibility only).

5.2.3 Fake Factor

The Fake Factor (FF ) is the ratio of reconstructed selected to i-tagged leptons that

are not caused by real leptons. The factor is estimated in events with at least one fake

lepton. The region pp→ Z+ ` (where Z decays to two leptons and ` can be i-tagged or

selected) was chosen, since it is similar to the ZZ region but has a fake lepton. Since

only reconstructed leptons caused by non-leptons are to be considered, contributions

from processes that give rise to three real leptons (ZZ → 4` using the qq̄ → 4` and
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gg → 4` signal samples and WZ → 3`ν using the sample in table 5.5) are estimated

in Monte Carlo and removed from counts of both selected and i-tagged leptons. Fake

Factors for electrons and muons are determined separately, and as a function of both

pT and η separately (because of low statistics, two one-dimensional histograms are

produced and combined, instead of producing one two-dimensional histogram).

The Fake Factor is estimated in data, using dilepton triggers (14 GeV dimuon trig-

ger, 12 and 17 GeV dielectron trigger for 2015 and 2016, respectively). Events with at

least three leptons (i-tagged or selected) are selected. Two leptons must be selected,

have opposite charge and same flavour, and have an invariant mass within 20 GeV of

the Z pole mass and thus be considered a Z candidate. If several such pairs exist, the

pair with invariant mass closest to the Z pole mass is considered the Z candidate. The

event must also have a missing transverse momentum of less than 25 GeV (in order to

suppress the WZ contribution). The selection of the region in which the Fake Factor

is estimated can be seen in table 5.3. The masses of the Z boson candidates can be

seen in fig. 5.1. Any lepton (i-tagged or selected) that is not used to reconstruct the Z

candidate (extra lepton) is considered a fake lepton. Histograms of the extra leptons’

η and pT are used for the calculation of the Fake Factor and can be seen in figs. 5.2

to 5.5.

Initial event level cuts

Good Runs List
Passes trigger 14 GeV for 2µ, 12 (17) GeV 2015 (2016) for 2e
Primary vertex
Cleaning cuts

Object preselection See sections 4.4.1 and 4.4.2

Select one Z candidate from
selected leptons

Number of leptons in event≥ 3 selected or i-tagged
Same-flavour, opposite-charge Implicit in Z candidate formation
71 GeV< mZ <111 GeV
|pmissT | < 25 GeV

Extra leptons sorted into se-
lected and i-tagged.

Table 5.3: The selections and cuts for the Fake Factor region.
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The Fake Factor in each bin is then calculated as

FF =
LData − LZZ,WZ

JData − JZZ,WZ
, (5.6)

where FF is the Fake Factor, LData(JData) is the number of extra selected (i-tagged)

leptons in events with a reconstructed Z boson in data and LZZ,WZ (JZZ,WZ) is the

number of extra selected (i-tagged) leptons in events with a reconstructed Z boson

estimated from ZZ and WZ Monte Carlo. Fake Factors for electrons and muons are

constructed separately, and plots of FF against pT and η are used in the determination

of the expected background. The Fake Factors can be seen in figs. 5.6 and 5.7 (with

statistical uncertainties only). The bin sizes were chosen to give approximately the

same yield in each bin, with the exception of the bins at |η| = 1.5, which correspond to

the calorimeter crack region. The counts of selected and i-tagged electrons and muons

drop off with growing pT and are symmetrical in η. The plots also include an estimate

for the Fake Factor from a Z + X MC sample (Z → ee for the muon Fake Factor and

vice versa) for purposes of the closure test (see section 5.2.5).
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Figure 5.1
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(a) The mass of all reconstructed Z candidates in data Z + ` events where
` can be either selected or i-tagged.
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(b) The mass of reconstructed Z candidates in events that were used to
estimate Fake Factors. The flavour breakdown is related to the flavour
of the extra lepton, not the leptons used to construct the Z boson. The
electron contribution is larger than the muon contribution since the ID cut
rejects more electrons than the d0 cut rejects muons (so inverting them
gives rise to more i-tagged electrons than muons).
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Figure 5.2: pT distribution of selected and i-tagged extra electrons. Statistical uncer-
tainty is included but generally too small to be seen. The step at 50 GeV is due to the
variation in bin sizes.
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Figure 5.3: pT distribution of selected and i-tagged extra muons. Statistical uncertainty
is included but generally too small to be seen. The bump at 40 GeV is due to the
variation in bin sizes.
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Figure 5.4: η distribution of selected and i-tagged extra electrons. Statistical uncer-
tainty is included but generally too small to be seen. The bin at ±1.5 covers the crack
region. Its rates are low due to both the smaller reconstruction efficiency in this region
and the small bin size.
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Figure 5.5: η distribution of selected and i-tagged extra muons. Statistical uncertainty
is included but generally too small to be seen.
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Figure 5.6: Electron Fake Factor as a function of pT and η as estimated in data and a
pp→ Z +X MC sample (where the Z boson decays to muons, see section 5.2.5). The
uncertainties are statistical.
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Figure 5.7: Muon Fake Factor as a function of pT and η as estimated in data and a
pp → Z + X MC sample (where the Z boson decays to electrons, see section 5.2.5).
The uncertainties are statistical.
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5.2.4 Background estimate

Once the Fake Factor is determined, events in the fake background control region are

used to determine the expected background contribution to the reconstructed ZZ → 4`

signal region. This is done by selecting events using the same selection as in chapter 4,

but where the event fails because one or two leptons in the main quadruplet are i-

tagged. While these events are rejected from the signal selection, they are used as the

control region for the background estimate. The Fake Factor for each i-tagged lepton

is taken to be the product of the Fake Factors for the η and pT bins for that lepton,

divided by the average of the same:

FF (`) = 2
FF

(
p`T
)
× FF

(
η`
)

FF
(
p`T
)

+ FF (η`)
, (5.7)

where FF (`) is the Fake Factor of a particular lepton `, FF
(
p`T
)

is the Fake Factor as

a function of pT, evaluated at the pT of the lepton ` and FF
(
η`
)

is the Fake Factor as

a function of η, evaluated at the η of the lepton `.

The contribution from a data event in the control region to the data driven back-

ground estimate is the product of the Fake Factors of all i-tagged leptons in the 4`

system. Contributions to each channel are summed over all events in the control region

and used as the data driven background estimate. The contribution to the control re-

gion from genuine ZZ is estimated in Monte Carlo and removed from the background

estimate. A more complete form of eq. (5.5) is

NDD
exp = NData

DD −NMC ZZ
DD =

∑
NData

LLXJ

∏
i-tagged
leptons `

FF (`)−
∑

NMC ZZ
LLXJ

∏
i-tagged
leptons `

FF (`), (5.8)

where NDD
exp is the data driven, expected contribution from fake lepton backgrounds

(and NData
DD and NMC ZZ

DD are its contributions from data and MC), NData
LLXJ (NMC ZZ

LLXJ )

is the number of data (pp → ZZ Monte Carlo) events which pass the signal selection

except one or two leptons are i-tagged, and FF (`) is the Fake Factor associated with a

particular i-tagged lepton (as defined in eq. (5.7)).

The NLLXJ with and without FF for both data and the MC subtraction, as well as

the resulting background estimate can be seen in table 5.4.
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4e 2e2µ 4µ

NData
LLLJ 107 ± 10 160 ± 13 77.0 ± 8.8

NData
LLJJ 381 ± 20 464 ± 22 154 ± 12

FF ∗NData
LLLJ 3.48 ± 0.35 11.10 ± 1.14 11.90 ± 1.40

−FF 2 ∗NData
LLJJ −0.47 ± 0.03 −2.05 ± 0.20 −3.54 ± 0.30

NData
DD 3.00 ± 0.35 9.05 ± 1.16 8.36 ± 1.43

NMC ZZ
LLLJ 48.9 ± 4.7 62.7 ± 5.1 23.7 ± 3.1

NMC ZZ
LLJJ 6.71 ± 2.21 4.60 ± 2.27 4.19 ± 1.56

FF ∗NMC ZZ
LLLJ 1.55 ± 0.15 4.59 ± 0.48 3.28 ± 0.46

−FF 2 ∗NMC ZZ
LLJJ −0.01 ± 0.00 −0.02 ± 0.01 −0.07 ± 0.03

NMC ZZ
DD 1.55 ± 0.15 4.57 ± 0.48 3.21 ± 0.46

NDD
exp 1.46 ± 0.38 4.49 ± 1.25 5.15 ± 1.50

Table 5.4: Input parameters for the estimation of the data driven background estimate
(eq. (5.8)) for a luminosity of 36.1 fb−1. The errors are the statistical uncertainty and
are derived with standard error propagation. FF ∗ NLLLJ is the sum of Fake Factors
over events in LLLJ events in the control region i.e. the contribution to NDD from
events with one i-tagged lepton (−FF 2 ∗ NLLJJ is the same for the region with two
i-tagged leptons, LLJJ).

5.2.5 Closure test and non-closure uncertainty

A closure test for the fake background estimate was performed, by applying the Fake

Factor method to a pp → WZ → ν3` background sample and comparing that back-

ground estimate to the expected yield obtained by applying the signal selection to the

same sample. The WZ sample was chosen because it has three real leptons and only

requires one fake lepton (whereas other contributions like tt̄ and Z+hadrons require

two fake leptons, which is a problem due to limited statistics).

To generate the Fake Factors for the closure test, a pp → Z + X MC sample was

used, generated using Powheg [71](parton shower performed by Pythia8 [64]) and

the PDF set CTEQ6 [72]. The Fake Factor extraction described in section 5.2.3 was

performed on this sample (electron Fake Factors were estimated in events where the

Z boson candidate was reconstructed from muons, and the muon Fake Factors were
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estimated in events where the Z boson candidate was reconstructed from electrons).

These Fake Factors can be seen in figs. 5.6 and 5.7. The selection for the control region

was applied to a pp→ WZ sample, also generated using Powheg and CTEQ6 (details

for both WZ and Z+X samples can be seen in table 5.5), and the Fake Factor obtained

from the Z + X sample was applied. This gives an estimate of the backgrounds from

the WZ process using the Fake Factor method. This estimate was compared to the

background estimate obtained by running the signal selection (see chapter 4) directly

on the WZ MC sample.

Process Generator Order PDFs Cross section

pp→ 2e+X Powheg [71] NLO CTEQ6 [72] 1.95 nb

pp→ 2µ+X Powheg NLO CTEQ6 1.95 nb

pp→ WZ Powheg NLO CTEQ6 4.50 pb

Table 5.5: The MC samples used for the closure test, together with their generators, the
order to which they have been generated, their PDFs and cross sections. All samples
were normalised to a luminosity of 36.1 fb−1.

The results can be seen in the last two lines of table 5.6. The estimate in the

combined channel determined using the Fake Factor method is 1.93 ± 0.11 while the

estimate determined using the signal selection is 0.60± 0.15, which is 31 % of the Fake

Factor method number.

There is a disagreement between the estimate using the Fake Factor method and

signal selection of up to 86 % (in the 4µ channel). To cover this non-closure, an uncer-

tainty of 100 % is applied to the data driven background in all channels (this uncertainty

covers both statistical and systematic uncertainties conservatively).

As a part of the ATLAS analysis, a number of further estimates of the systematic

uncertainty were performed, including varying the MC subtraction by 50 % (up and

down), using the average FF instead of histograms, using the FF obtained in MC as

well as varying the FF s within their statistical uncertainties. The 100 % uncertainty

covers the results from all those cross checks.
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4e 2e2µ 4µ Total

NWZ
LLLJ 8.91 ± 0.57 12.98 ± 0.78 5.74 ± 0.54 27.63 ± 1.11

NWZ
LLJJ 2.86 ± 0.34 2.99 ± 0.33 0.62 ± 0.19 6.47 ± 0.51

FF ∗NWZ
LLLJ 0.21 ± 0.01 0.80 ± 0.07 0.95 ± 0.09 1.96 ± 0.11

−FF 2 ∗NWZ
LLJJ −0.00 ± 0.00 −0.01 ± 0.00 −0.02 ± 0.01 −0.03 ± 0.01

NWZ
FF 0.20 ± 0.01 0.79 ± 0.07 0.93 ± 0.09 1.93 ± 0.11

NWZ 0.16 ± 0.07 0.30 ± 0.11 0.13 ± 0.06 0.60 ± 0.15

Table 5.6: Background estimate in WZ sample, NWZ
FF using the Fake Factor method

(FF determined in Z + X MC sample) and the signal selection (NWZ , last line).
FF ∗NLLLJ is the sum of Fake Factors over events in LLLJ events in the control region
i.e. the contribution to NDD from events with one i-tagged lepton (−FF 2 ∗ NLLJJ is
the same for the region with two i-tagged lepton, LLJJ).

5.3 Results

The expected background event counts can be seen in table 5.7 and their distribution

can be seen in figs. 5.8 to 5.12 with hatched error bands (statistical and systematic

uncertainties added in quadrature).

The fluctuations of the data driven backgrounds are large due to the binning. The

distributions of the data driven background are only used for distribution plots; for the

cross section extraction, only the integrated background estimate is used. The aTGC

studies in chapter 8 use a distribution of events over pT of the Z boson with the highest

pT, but with a much coarser binning.

Compared to the signal predictions (see chapter 6), the backgrounds are estimated

to be 1-2 % of the total yields.

5.3.1 Conclusions

Two types of background estimates are produced. An irreducible one, from MC samples,

and a data driven one, representing objects that have been misidentified as leptons

coming directly from a Z boson. In total, the backgrounds are expected to be 1-2 % of

the total yields.
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4e 2e2µ 4µ
Nom. stat. syst. Nom. stat. syst. Nom. stat. syst.

ZZ → 4τ, 2τ2` 0.61 ± 0.09 ± 0.18 0.69 ± 0.09 ± 0.21 0.58 ± 0.08 ± 0.17
tt̄Z 0.52 ± 0.02 ± 0.16 1.19 ± 0.04 ± 0.36 0.90 ± 0.04 ± 0.27
WWZ 0.25 ± 0.02 ± 0.08 0.53 ± 0.02 ± 0.16 0.40 ± 0.02 ± 0.12
ZZZ → 6` 0.04 ± 0.00 ± 0.01 0.10 ± 0.00 ± 0.03 0.06 ± 0.00 ± 0.02
ZZZ → 4` 0.13 ± 0.01 ± 0.04 0.30 ± 0.01 ± 0.09 0.18 ± 0.00 ± 0.05
Total irreducible 1.5 ± 0.1 ±0.5 2.8 ± 0.1 ±0.8 2.1 ± 0.1 ±0.6

Data driven 1.7 ± 0.0 ± 1.7 4.4 ± 0.00 ± 4.4 4.7 ± 0.00 ± 4.7
Total backgrounds 3.3 ± 0.1 ±1.7 7.3 ± 0.1 ±4.5 6.8 ± 0.1 ±4.7

Table 5.7: Number of expected background events, with statistical and systematic un-
certainties. Total irreducible is the sum of the irreducible backgrounds (the systematic
errors of the irreducible backgrounds are correlated and are therefore added linearly,
the other uncertainties are added in quadrature). The statistical uncertainty on the
data driven backgrounds are covered by the non-closure uncertainty and is therefore
labelled as zero.

4e µ2e2 µ4 all

E
ve

nt
s 

/ c
ha

nn
el

0

2

4

6

8

10

12

14

16

18

20

22

fake lepton bkg
τ ll, 4ττ →ZZ 

 6l→ZZZ 

ν 4l2→ZZZ 
ν 4l2→WWZ 

Ztt

-1 = 13 TeV, 36.1 fbs

Figure 5.8: Distribution of expected background events over channels. The hatched
area represents the total uncertainty.
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Figure 5.9: Distribution of expected background events over pT and invariant mass of
the 4` system.
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Figure 5.10: Distribution of expected background events over the mass of the leading
and subleading Z boson candidate in the event. The leading Z boson candidate is
defined as the selected Z boson candidate with the highest pT (the subleading Z can-
didate is the other one). The selection of Z candidates close to the Z pole mass means
that a peak around 91 GeV is expected even if the background process does not include
a Z boson.
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Chapter 6

Selected events
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This chapter includes tables and graphs of the data events gathered with the machin-

ery detailed in chapter 3 and selected using the selections in chapter 4. For comparison,

the expected yields for signal and background processes estimated in chapters 4 and 5

are also shown.

In table 6.1 can be seen the observed and expected yields.

Distributions of several variables can be seen in figs. 6.1 to 6.14. In the plots

are shown statistical uncertainties for the data points, as well as the dominant un-

certainties (statistical and luminosity) for the MC predictions (backgrounds also in-

clude the uncertainties mentioned in chapter 5). The ratio plots in the figures show

(data −MC)/
√
data, where MC is the MC prediction, i.e. difference divided by sta-

tistical uncertainty (statistical uncertainty taken to be
√
data). The MC uncertainties

are represented by shading.

Agreement between data and predictions is consistent with statistical fluctuations

except in a few cases: An excess can be seen in the 4e channel in fig. 6.1 (discussed in

more detail in section 6.1). Invariant mass and pT of the 4` system are also shown per

decay channel, and the excess is visible in the 4e channel plots (figs. 6.3b and 6.5b).

In fig. 6.2, the dilepton mass cuts are shown, and a peak in the Z candidate invariant

masses can be seen around the Z pole mass as expected. The position of the peak
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4e 2e2µ 4µ

Data 249 465 303

qq̄ → ZZ 173.0 ± 1.6 +6.6
−6.5 402.4 ± 2.3 +20.3

−20.2 238.7 ± 1.8 +20.5
−20.0

gg → ZZ 21.2 ± 0.3 +0.8
−0.8 49.8 ± 0.4 +2.6

−2.6 30.1 ± 0.3 +2.7
−2.7

pp→ ZZqq 1.7 ± 0.1 +0.1
−0.1 3.9 ± 0.2 +0.2

−0.2 2.5 ± 0.1 +0.3
−0.3

Total signal 195.9 ± 1.6 +6.6
−6.5 456.1 ± 2.3 +20.5

−20.4 271.3 ± 1.8 +20.7
−20.2

ZZ → 4τ, 2τ2` 0.61 ± 0.09 ± 0.18 0.69 ± 0.09 ± 0.21 0.58 ± 0.08 ± 0.17
tt̄Z 0.52 ± 0.02 ± 0.16 1.19 ± 0.04 ± 0.36 0.90 ± 0.04 ± 0.27
WWZ 0.25 ± 0.02 ± 0.08 0.53 ± 0.02 ± 0.16 0.40 ± 0.02 ± 0.12
ZZZ → 6` 0.04 ± 0.00 ± 0.01 0.10 ± 0.00 ± 0.03 0.06 ± 0.00 ± 0.02
ZZZ → 4` 0.13 ± 0.01 ± 0.04 0.30 ± 0.01 ± 0.09 0.18 ± 0.00 ± 0.05
Total irreducible 1.5 ± 0.1 ±0.5 2.8 ± 0.1 ±0.8 2.1 ± 0.1 ±0.6

Data driven 1.7 ± 0.0 ± 1.7 4.4 ± 0.0 ± 4.4 4.7 ± 0.0 ± 4.7
Total backgrounds 3.3 ± 0.1 ±1.7 7.3 ± 0.1 ±4.5 6.8 ± 0.1 ±4.7

Total prediction 199.2 ± 1.6 +6.9
−6.8 463.3 ± 2.3 ±20.9 278.1 ± 1.8 +21.2

−20.7

Table 6.1: Measured and expected yields (combination of tables 4.5 and 5.7). Un-
certainties are added in quadrature (except for systematic uncertainties on irreducible
backgrounds, which are correlated and therefore added linearly).

indicates that the mass cuts are well placed. The invariant mass of the 4` system has a

lower limit of 132 GeV, as can be seen in figs. 6.5 and 6.6, due to the mass constraints on

the Z candidates (132 GeV is twice the lower Z candidate mass cut 66 GeV). Figure 6.7

shows the masses of the Z candidates and clearly shows a peak at the Z pole mass of

91 GeV.

In figs. 6.8 and 6.9 can be seen the pT of the leptons, ordered by pT. There is a

cut on all leptons on 5 GeV, which can be seen in fig. 6.9b. The leading, subleading

and subsubleading leptons are required to have pT higher than 20, 15 and 10 GeV,

respectively. The distribution of events over η of the leptons, which can be seen fig. 6.10,

decreases at high |η|, due to the topology of the detector.

Figure 6.11 shows the pT of the leading and subleading Z candidates.

The distribution of events over time and average interactions per bunch crossing

can be seen in fig. 6.12. A gap is visible in the middle of the time graph; it corresponds

to a time of machine improvement between the 2015 and 2016 data taking periods.

The distribution of events over η and φ can be seen in figs. 6.13 and 6.14. The dip in

the middle of the η range in both plots is due to the asymmetry in momentum carried
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by the quark and antiquark in the qq̄ → ZZ production mode. The distribution of

events over φ is uniform due to the rotational symmetry of the detector.
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Figure 6.2: Distribution of events over leading and subleading Z candidate masses.
The leading Z boson candidate is defined as the selected Z boson candidate with the
highest pT (the subleading Z candidate is the other one). In this plot, the mass cut on
the Z candidate is not applied, but denoted by dotted lines. The signal MC prediction
is shown in a box plot (box areas are proportional to number of expected events).
Backgrounds are not shown. Fig. (b) is a zoomed in version of fig. (a).
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Figure 6.3: Distribution of events over pT of the 4` system for the combined channel as
well as the 4e channel. The former is on a log plot in order to show the backgrounds
more clearly.
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Figure 6.4: Distribution of events over pT of the 4` system for the 2e2µ and 4µ channels.
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Figure 6.5: Distribution of events over the invariant mass of the 4` system for the
combined channel as well as the 4e channel.
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Figure 6.6: Distribution of events over the invariant mass of the 4` system for the 2e2µ
and 4µ channels.
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Figure 6.7: Distribution of events over the mass of the leading and subleading Z bo-
son candidate in the event in the combined channel. The leading Z boson candidate
is defined as the selected Z boson candidate with the highest pT (the subleading Z
candidate is the other one). The Z boson peak is clearly visible.
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Figure 6.8: Distribution of events over the pT of the leading and subleading lepton in
the main Z candidate pair. The leading lepton is defined as the lepton with the highest
pT (the subleading lepton is second highest pT).
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Figure 6.9: Distribution of events over the pT of leptons 3 and 4 in the main Z candidate
pair (in pT order).
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Figure 6.10: Distribution of lepton η in selected events (electrons and muons).
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Figure 6.11: Distribution of events over the pT of the leading and subleading Z boson
candidate in the event. The leading Z boson candidate is defined as the selected Z
boson candidate with the highest pT (the subleading Z candidate is the other one).
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Figure 6.14: Distribution of events in η against φ for the 4` system. The signal predic-
tion is shown as a box diagram (box area proportional to prediction). Backgrounds are
not shown.
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6.1 Excess in 4e channel

As can be seen in fig. 6.1, an excess is present in data, compared to MC, in the 4e

channel (but not in the 2e2µ or 4µ channels). This excess has been studied closely but

no explanations of the excess other than statistical fluctuation has been established.

Possible explanations include new physics, physics modelling problems, electron

performance problems, backgrounds and statistical fluctuations.

According to lepton universality, the only expected differences in behaviour between

electrons and muons are related to their masses. Since the mass difference between

electrons and muons is small compared to the Z mass and
√
s = 13 TeV, any excess

in the 4e channel should also manifest itself in the 4µ channel, where only an excess

of approximately 1σ is observed. LHCb, another detector at the LHC, has observed

decays of B-mesons which violate lepton universality [73], casting doubt on the principle

of lepton universality as a whole. Thus it is possible that the excess is due to lepton

universality violating new physics.

In fig. 6.3b, the distribution of pT of the 4` system, it can be seen that the excess is

located primarily on the peak of the distribution. Similarly, the 4` invariant mass plot

fig. 6.5b shows the excess to be located on the peak of the distribution.

Further checks have been made [15,74] (albeit not by the author of this thesis), by

comparing the quantities listed in table 6.2 to three predictions (two predictions used

separate Sherpa samples for the qq → ZZ contribution and one used Powheg). The

fact that the excess is present with comparison to three different predictions means that

it is unlikely that the physics modelling is the reason for the excess.

The checks were also performed while applying a mass cut 87.5 GeV < mZ <

92.5 GeV to the leading Z candidate (since that is a region where an excess was lo-

calised).

The checks listed in table 6.2 gave no indication that reconstruction or performance

problems were the source of the excess.

The data driven background estimates in chapter 5 were given a conservative uncer-

tainty of 100 % (even though the source of that uncertainty was the closure test, and

closure was achieved in the 4e channel). If the excess was due to a background process

(either one covered by the data driven method or not) an excess would also be expected

in the 2e2µ channel. Thus, it cannot be concluded that the excess is due to background

processes.
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Distributions/quantities

Number of primary vertices
Number of Medium/Loose electrons
Number of electrons removed through overlap removal
Number of electrons removed through lepton separation
1st, 2nd, 3rd and 4th lepton pT, η and φ (numbered in pT order)
3rd and 4th lepton track isolation and calorimeter isolation (numbered in pT order)
largest d0 of any lepton in leading and subleading dilepton
d0/σ(d0) of each electron in leading and subleading dilepton, where σ(d0) is the
uncertainty on d0

Number of IBL, Pixel and SCT hits
Number of tracks associated with each electron
z0 sin(θ) of every lepton in main dilepton pair
∆R between each combination of two leptons in the main dilepton pair
Main dilepton pair invariant mass
Main dilepton pair pT

Leading and subleading dilepton invariant mass
Leading and subleading dilepton pT

Closer and further dilepton invariant mass
Closer and further dilepton pT

Mispaired dilepton invariant mass
Mispaired dilepton pT

Triggers fired

Table 6.2: Checks performed (not by the author of this thesis) in search of explanation
for 4e excess. Closer (further) dilepton means the dileptons whose invariant mass is
closer (further) from the Z boson peak mass, 91.2 GeV. Mispaired dilepton refers to
dilepton candidates which were not chosen as main dilepton pairs.
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Chapter 7

Cross section

This chapter presents a measurement of the pp → ZZ cross section, which is

compared to the SM prediction.

Three fiducial cross sections, each corresponding to the fiducial space in

the different channels (σ(pp → ZZ → 4e), σ(pp → ZZ → 2e2µ) and σ(pp →
ZZ → 4µ)), one combined fiducial cross section, corresponding to the fiducial

region in all channels, regardless of decay channel (σ(pp→ ZZ → 4`)) and one

total cross section corresponding to pp→ ZZ regardless of decay (σ(pp→ ZZ))

are extracted for proton-proton collisions at
√
s = 13 TeV.

Signal acceptance and reconstruction efficiency are estimated. A statistical

model is constructed in RooFit and used to extract the cross sections.
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7.1 Expected event counts

Three statistical models are created and fitted to data, in order to extract three types

of cross section: fiducial, combined fiducial and total cross sections (corresponding to

the regions defined in section 4.1). There are three fiducial cross sections (one per

channel), one combined fiducial cross section, and one total cross section. The fiducial

cross sections is the cross section of pp→ ZZ decaying into the fiducial region, and the

total cross section is the cross section of any Z bosons in the 66 GeV < mZ < 116 GeV

mass range.

For a physics process, the expected number of events is given by Nexp = L ×σ where

L is the integrated luminosity and σ is the cross section. In a detector like ATLAS, the

reconstruction efficiency (the ratio of events that are reconstructed to be in the fiducial

region to events that are truly in the fiducial region) and any expected background

events also have to be taken into account.

Fiducial cross sections

For a given fiducial cross section and channel, the number of reconstructed ZZ → 4`

events expected is given by

N chan
exp = σchanfid LCchan

ZZ +N chan
DD +N chan

Irr , (7.1)

where N chan
exp is the expected number of reconstructed events in the channel chan, σchanfid

is the fiducial cross section of the pp → ZZ → chan process, L is the integrated

luminosity, Cchan
ZZ is the reconstruction factor in the channel chan and N chan

DD and N chan
Irr

are the expected background counts (Data Driven and Irreducible, respectively).

Total cross section

For a given value of the total cross section, the expected number of reconstructed

ZZ → chan events (for a channel chan) is given by

N chan
exp = σtotLCchan

ZZ AchanZZ BRchan
ZZ +N chan

DD +N chan
Irr , (7.2)

where, in addition to the variables defined for eq. (7.1), σtot is the total cross section

for pp→ ZZ, AchanZZ is the fiducial extrapolation factor in the channel chan and BRchan
ZZ

is the branching ratio of ZZ → chan. The branching ratios are 0.001131, 0.002264 and
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0.001133 in the 4e, 2e2µ and 4µ channels, respectively (see table 2.2).

While eq. (7.1) involves three cross sections (which will be unconstrained in a sub-

sequent fit), the fit using eq. (7.2) only allows one variable, σtot, to float freely.

Combined fiducial cross section

For a given combined fiducial cross section, the expected number of reconstructed ZZ →
chan events (for a channel chan) is given by

N chan
exp = σcombfid LCchan

ZZ

AchanZZ BRchan
ZZ∑

chan′ Achan
′

ZZ BRchan′ +N chan
DD +N chan

Irr , (7.3)

where in addition to the variables defined for eq. (7.2), σcombfid is the combined fiducial

cross section and
∑

chan′ Achan
′

ZZ BRchan′
is the sum of AZZ

chanBRchan
ZZ for all three chan-

nels. This is an extrapolation from the total cross section back to the combined fiducial

cross section.

The combined fiducial cross section is the cross section of ZZ → 4` for all events that

are within the fiducial region, regardless of channel. This is similar to adding together

the fiducial cross sections for each channel (however, this method is more sophisticated

in that it fixes the relative branching ratios of the different channels).

7.1.1 Reconstruction and extrapolation factors

CZZ is the reconstruction factor, i.e. the ratio of reconstructed events to events that

are truly in the fiducial region:

CZZ =
Nreco

Nfid

. (7.4)

This is estimated in the signal Monte Carlo samples by dividing the number of recon-

structed events by the number of events in the fiducial region described in section 4.1

(the latter are called truth fiducial events). The reconstructed and truth fiducial events

are reweighted to 36.1 fb−1 using the cross sections presented in table 2.3, and then

summed over each signal sample (not including the aTGC sample).

Systematic uncertainties of CZZ were determined in the same way as yields were

determined in section 4.6, except the luminosity uncertainty (which is correlated be-

tween the reconstructed and truth fiducial events and therefore has no impact on CZZ)

and the statistical uncertainty, which is determined as follows. Given eq. (7.4), the

statistical uncertainty is determined in the same sample as CZZ , using standard error
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propagation as follows:

σ(CZZ) = σ

(
Nreco

Nfid

)
= σ

(
f
N r
T +N r

!T

N r
T +N !r

T

)
(7.5)

σ(CZZ) = σ(N r
T )
∂CZZ
∂N r

T

⊕ σ(N !r
T )
∂CZZ
∂N !r

T

⊕ σ(N r
!T )
∂CZZ
∂N r

!T

=

= f

(
σ(N r

T )
N !r
T −N r

!T

(N r
T +N !r

T )2
⊕ σ(N !r

T )
N r
T +N r

!T

(N r
T +N !r

T )2
⊕ σ(N r

!T )
N r
T +N !r

T

(N r
T +N !r

T )2

)
=

=
f

(N r
T +N !r

T )2

(
σ(N r

T )(N !r
T −N r

!T )⊕ σ(N !r
T )(N r

T +N r
!T )⊕ σ(N r

!T )(N r
T +N !r

T )
)

=

=
f

(Nfid)2

(
σ(N r

T )(N !r
T −N r

!T )⊕ σ(N !r
T )(Nreco)⊕ σ(N r

!T )(Nfid)
)
(7.6)

where N r
T is the number of signal events that are both in the fiducial region and are

reconstructed, N !r
T is the number of events that are in the fiducial region but are not

reconstructed and N r
!T are reconstructed events that are not in the fiducial region (and

⊕ is addition in quadrature). The uncertainties σ(N) are determined as
√∑

w2 where

w is the weight of each event. Pileup reweighting and muon/electron scale factors

(together referred to as reconstruction weights) are applied when evaluating the N r
T

and N r
!T for reconstructed events and not when evaluating the fiducial events.

CZZ and its uncertainties can be found in table 7.1. Some uncertainties vary unex-

pectedly from channel to channel, due to statistical fluctuations.

Similarly, AZZ , the fiducial extrapolation factor, is the ratio of events that truly are

in the fiducial region to true events that are in the total region for a given channel:

AZZ =
Nfid

Ntot

. (7.7)

This needs to be divided by the branching ratio of that channel to extrapolate it to

the full ZZ phase space. Again, this is estimated in the Sherpa Monte Carlo sample

and uncertainties are estimated by changing variables according to their uncertainties.

AZZ and its uncertainties can be found in table 7.2. AZZ is estimated simultaneously in

the 4e and 4µ channels (since the 4e and 4µ channels are expected to have very similar

fiducial regions).

Uncertainties on AZZ are taken from [15] (except for the statistical uncertainty,

which is derived by standard error propagation). A scale uncertainty is used, based on
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4e 2e2µ 4µ

CZZ 0.517 0.638 0.769

Total +2.23%
−1.37%

+1.6%
−1.66%

+2.0%
−2.17%

Monte Carlo samples (stat.) +0.50%
−0.50%

+0.24%
−0.24%

+0.58%
−0.58%

e/γ resolution +0.12%
−0.22%

−
−0.02% −

e/γ scale +0.04%
−0.11%

−
−0.05% −

e ID efficiency +0.78%
−0.79%

+0.29%
−0.29% −

e Isolation efficiency +0.08%
−0.08%

+0.03%
−0.03% −

e reconstruction efficiency +0.49%
−0.49%

+0.17%
−0.18% −

µ efficiency (stat.) − +0.27%
−0.27%

+0.35%
−0.36%

µ eff. low pT (stat.) − +0.12%
−0.12%

+0.16%
−0.16%

µ efficiency (syst.) − +0.65%
−0.66%

+0.83%
−0.85%

µ eff. low pT (syst.) − +0.13%
−0.13%

+0.17%
−0.17%

µ identification − +0.02%
−0.01%

+0.06%
−

µ isolation (stat.) − +0.03%
−0.03%

+0.04%
−0.04%

µ isolation (syst.) − +0.16%
−0.16%

+0.21%
−0.21%

µ identification (MS) − − +0.04%
−

µ sagitta residual bias − −
−0.01%

+0.01%
−

µ sagitta ρ − −
−0.04%

−
−0.08%

µ scale − +0.01%
−0.01%

+0.03%
−0.01%

µ vertex assoc. (stat.) − +0.84%
−0.86%

+1.14%
−1.22%

µ vertex assoc. (syst.) − +0.81%
−0.83%

+1.10%
−1.17%

PDF +1.93%
−0.67%

+0.59%
−0.60%

+0.34%
−0.58%

PRW +0.35%
−0.46%

+0.35%
−0.46%

+0.35%
−0.46%

gg cross section +0.15%
−0.15%

+0.07%
−0.07%

+0.02%
−0.02%

Table 7.1: Reconstruction factor CZZ in the different channels, with uncertainty break-
down. Effects of less than 0.005 % are denoted by a dash.
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4e 2e2µ 4µ

AZZ 0.590 0.574 0.590

Stat. unc +0.52%
−0.52%

+0.52%
−0.52%

+0.52%
−0.52%

PDF unc +0.36%
−0.16%

+0.36%
−0.16%

+0.36%
−0.16%

Scale unc +0.52%
−0.52%

+0.52%
−0.52%

+0.52%
−0.52%

Table 7.2: Fiducial extrapolation factor AZZ in the different channels, with uncertain-
ties.

the choice of renormalisation and factorisation scales, normally set to the mass of the

Z boson. The scales are varied individually by a factor 2 and the greatest deviation

from the nominal AZZ is taken as its uncertainty. An uncertainty associated with

the parton distribution functions was used. The PDF used (CT10) has 26 parameters

that can be varied up and down within their uncertaintes. The PDF uncertainty is

the deviation of AZZ from its nominal value for each parameter variation, added in

quadrature (separately for up and down variations).

7.2 Likelihood model

To extract the cross sections from the observed data, a likelihood model is constructed

in RooFit [75]. Its statistical part has the form

Lstat =
∏
chan

Pois(N chan
obs , N chan

exp ) (7.8)

where Pois(N chan
obs , N chan

exp ) is the Poisson distribution with mean N chan
exp evaluated at the

point N chan
obs . N chan

exp is chosen from eqs. (7.1) to (7.3) depending on which type of cross

section is to be extracted.

This model is completed by the introduction of nuisance parameters associated with

the uncertainties on the variables (further detailed in section 7.2.1) and then fitted to

data using Minuit2 [76]. The resulting cross sections and their uncertainties can be

found in table 7.3.
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7.2.1 Uncertainties

The variables CZZ , AZZ , L, NIrr, NDD in eqs. (7.1) to (7.3) have uncertainties. These

are introduced by allowing the variables to fluctuate, but constraining these fluctuations

by modifying the likelihood model. Each variable V (out of CZZ , AZZ , L, NIrr, NDD)

is given the form

V chan = V chan
Nom +

∑
unc


∆V chan

unc−α
chan
V unc, if αchanV unc < −1

poly6, if − 1 < αchanunc < 1

∆V chan
unc+α

chan
V unc, if αchanV unc > 1

(7.9)

where V is the value of the variable (used in eqs. (7.1) to (7.3) to generate expected

counts), chan is the relevant channel (and all variables with the superscript chan are

evaluated separately for each channel, except for L which is the same regardless of

channel), VNom is the nominal value of the variable, unc is a source of uncertainty

(and all variables with the subscript unc are evaluated separately for each source of

uncertainty), ∆Vunc± is the uncertainty of the variable V due to the uncertainty source

unc in the up and down direction, αV is a nuisance parameter (which will be constrained

in eq. (7.10)), and poly6 is a six dimension polynomial which gives V (α) a smooth

behaviour at α = ±1 and V (0) = VNom. Some uncertainties are correlated, which

means all α parameters associated with that uncertainty are the same in each channel

and for each variable it affects, i.e. αchanV unc = αunc (uncorrelated uncertainties are labelled

“stat.” in table 7.1). An example of a variable as a function of a nuisance parameter

can be seen in fig. 7.1.

To constrain the nuisance parameters in eq. (7.9), constraints are added to the

likelihood model

L = Lstat ∗
( ∏
unc′, V, chan

Gaus(αchanV unc′ , 0, 1)

)
∗
(∏
unc′′

Gaus(αunc′′ , 0, 1)

)
(7.10)

where, in addition to previously defined variables, L is the total likelihood, unc′ is

a source of uncorrelated uncertainty, unc′′ is a source of correlated uncertainty and

Gaus(α, 0, 1) is a Gaussian distribution with mean 0 and standard deviation 1, evalu-

ated at α (Lstat also depends on the α parameters via eq. (7.9)).

In the fit to data, the uncertainties are turned off individually (by setting α parame-
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Figure 7.1: An example of a variable (C4µ
ZZ) as a function of a nuisance parameter

(associated with the PDFs). When the nuisance parameter is outside the range −1 <
α < 1, the variable is linear. Inside that range, the two linear pieces are joined smoothly
by a sixth order polynomial.
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ters constant) in order to determine the contribution to the total uncertainty from each

source.

7.3 Fitting procedure and goodness of fit

7.3.1 Fit to data and uncertainty extraction

Once the likelihood model in eq. (7.10) is constructed, the model is fitted to data,

using Minuit2. The fiducial cross sections are fitted simultaneously, and the total

and combined fiducial cross sections are fitted separately. The result and uncertainties

(determined by Minos [77]) can be seen in table 7.3.

The contribution to the uncertainty from statistics is determined by refitting the

model but setting all nuisance parameters constant at zero. The systematic uncertainty

contribution from different sources are determined by setting the nuisance parameters

associated with the source in question constant and subtracting the resulting uncer-

tainty from the total uncertainty in quadrature. The combined systematic uncertainty

is determined by the same process but setting all nuisance parameters constant. A

full breakdown of the uncertainty contributions from different sources can be found in

table 7.4.

A validation of the cross section extraction can be seen in fig. 7.2, where 100,000

pseudo experiments were generated, using a total cross section of 16.5 fb (which is

the measured cross section). The pseudo experiments were generated using the same

model as is used in the cross section extraction. It contains all uncertainties and their

correlations. A Gaussian fit to the distribution of measured cross sections can also

be seen. Its mean is 16.50±0.0003 pb, which is consistent with the cross section at

which the pseudo experiments were generated and it has a width of 0.807±0.002 pb,

which is consistent with the uncertainty of the total cross section from table 7.3. The

uncertainties from the pseudo experiments can be seen in fig. 7.3. The uncertainties

from the pseudo experiments are consistent with the uncertainty of the measured total

cross section from table 7.3.

7.3.2 Goodness of fit

To determine an estimate of the quality of the fit, a test statistic Λ is compared in data

and pseudo experiments (same as in section 7.3.1). The model in equation 7.10 can be
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Figure 7.2: The measured total cross section in 100,000 pseudo experiments, generated
with a total cross section σgen of 16.5 pb, the measured total cross section. A Gaus-
sian fit to the distribution of measured cross sections can also be seen. Its mean is
16.50±0.0003 pb, which is consistent with the cross section at which the pseudo exper-
iments were generated and it has a width of 0.807±0.002 pb, which is consistent with
the uncertainty of the total cross section from table 7.3.
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Figure 7.3: The measured total cross section uncertainty in 100,000 pseudo experiments
used for fig. 7.2. The uncertainties from the pseudo experiments are consistent with
the uncertainty of the measured total cross section from table 7.3. The measured cross
section uncertainty can be seen as vertical lines in this plot.
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used to produce pseudo data for a large number of pseudo experiments. Λ is defined as

Λ = −2 ln

(
L(data)

L(best)

)
, (7.11)

where data is the dataset with respect to which Λ is calculated (can be observed data or

pseudo data) and best is the hypothetical dataset which has the best possible agreement

with the given cross section (in other words, N chan
exp from eqs. (7.1) to (7.3)). L(x)

is the likelihood after fitting to a dataset x. Since best is the dataset that is most

consistent with σgen, Lbest is the highest likelihood value possible (given the measured

cross section). The test statistic Λ is χ2 distributed in the absence of uncertainties.

The distribution of Λ from pseudo experiments and the Λ from the fit to data can be

seen in fig. 7.4.

A p-value is determined by calculating what fraction of pseudo experiments have a

higher Λ than observed in data. The observed Λ of 10.3 corresonds to p-value of 0.7 %.

In the fiducial cross section calculations (except the combined fiducial), N chan
exp is only

constrained to be as close to N chan
obs as possible, and so all components to the likelihood

are at their maximum, Λ is always zero and the p-value is undefined. In other words,

there are three degrees of freedom to three observables, so the fit is underconstrained.

7.4 Results

The results of the cross section extraction can be found in table 7.3, with an uncertainty

breakdown in table 7.4.

A comparison of measured fiducial cross sections can be seen in fig. 7.5. A compar-

ison of the total cross section and a NNLO theoretical prediction (using Matrix [24])

as well as other measurements of the same process can be seen in fig. 7.6.

The Λ for the total cross section fit is 10.3, which corresponds to a p-value of 0.7 %

as can be seen in fig. 7.4. By construction, p-values are distributed equally over the

range 0→ 1. The low p-value of the fit is due to the excess in the 4e channel.

The values of the nuisance parameters after the fit to the total cross section can be

seen in fig. 7.7. The deviations from zero are due to the unexpected excess in the 4e

channel. The non-zero α values indicate that the most likely scenario (according to the

model) is that the excess is due to the PDF uncertainty since the PDF introduces the

largest uncertainties (in addition to statistical fluctuations and undermeasured muon
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Figure 7.4: The goodness of fit test statistic Λ from the total cross section fit compared
to its expected distribution, evaluated in cross section measurements of 100,000 pseudo
experiments. The observed Λ of 10.3 corresonds to p-value of 0.7 %. The plot also
shows the χ2 distribution for two degrees of freedom, labelled Math.chi2, 2 dim (one
degree for each of the three channels, minus one degree for the fit parameter). The χ2

distribution is normalised to have the same integral as the Λ distribution. The deviation
of Λ from χ2 is due to the uncertainties, whose nuisance parameters effectively act as
partial degrees of freedom.
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 4l→ ZZ →pp 

Figure 7.5: The ratio of measured cross section to prediction from Matrix from ta-
ble 2.4 (with Sherpa for ZZqq). The Matrix prediction uses the PDFs NNPDF 3.0
NNLO [25] and includes electroweak corrections [26, 27] as well as the k-factor of 1.67
on the gg contribution. The error bands are the QCD scale uncertainty shown as a one-
and a two-standard-deviation band. For the measured cross sections, both statistical
and total uncertainties are shown.
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Figure 7.6: A comparison of the measured total cross section (σ(pp→ ZZ)) to NNLO
theoretical prediction as well as other measurements of the same process [14,18,19,29–
32, 78, 79]. The NNLO prediction is calculated the same way as in fig. 7.5 except that
it does not include electroweak corrections (since they are not available as a function
of
√
s). The measurement presented in this thesis corresponds to the rightmost data

point.
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Measurement

σ (tot.) (stat.) (syst.) (lumi.) Prediction

σfid4e 13.2 +1.0
−0.9

+0.9
−0.8

+0.2
−0.3

+0.4
−0.4 fb 10.9+0.5

−0.4 fb

σfid2e2µ 19.9 +1.2
−1.2

+1.0
−0.9

+0.4
−0.4

+0.7
−0.6 fb 21.2+0.9

−0.8 fb

σfid4µ 10.7 +0.8
−0.7

+0.6
−0.6

+0.3
−0.3

+0.4
−0.3 fb 10.9+0.5

−0.4 fb

σfidcomb 43.4 +2.2
−2.1

+1.4
−1.4

+0.9
−0.8

+1.4
−1.3 fb 42.9+1.9

−1.5 fb

σtotal 16.5 +0.8
−0.8

+0.5
−0.5

+0.4
−0.4

+0.5
−0.5 pb 16.9+0.6

−0.5 pb

Table 7.3: Results from the cross section extraction, with uncertainties. The predicted
values are taken from table 2.4.

efficiencies due to muon reconstruction and TTVA). In the fiducial cross section fit,

the variables are simultaneously fitted to three observables, so N chan
obs = N chan

exp (σchanfid )

in every channel. Thus, all nuisance parameters in the fiducial cross section extraction

are zero.

7.4.1 Discussion

The results are compatible with the earlier measurements of 13 TeV data seen in ta-

ble 2.5 but have a higher precision. The measured value of the combined fiducial

cross section 43.4 fb is compatible with the sum of the measured fiducial cross sections

per channel, 43.8 fb. Given the dependence of the precision on the luminosity, future

data taking and upgrades such as a High Luminosity LHC will be able to improve

the precision. High Luminosity LHC is expected to provide approximately 3000 fb−1,

which could lower the statistical uncertainty as low as 0.4 %. Future experiments, like

CLIC [80] and future circular colliders [81,82] can also provide measurements at other

energies in the future.

Some cross section uncertainties are asymmetric even though the uncertainty intro-

duced in the model is symmetric. This is most noticeable in the luminosity uncertainty.

This is due to a statistical effect: When an uncertainty is introduced on the mean of a

poisson distribution, that mean is allowed to fluctuate up and down. Since the statisti-

cal uncertainty due to a poisson distributed variable goes approximately as
√

mean, the

statistical uncertainty becomes larger when the mean fluctuates upwards, but smaller
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σ4e
fid σ2e2µ

fid σ4µ
fid σcombfid σtotal

Luminosity +3.33%
−2.92%

+3.28%
−2.96%

+3.32%
−2.94%

+3.26%
−2.99%

+3.26%
−2.99%

Statistical +6.56%
−6.29%

+4.78%
−4.64%

+5.99%
−5.76%

+3.22%
−3.15%

+3.22%
−3.15%

Systematic +1.86%
−1.96%

+1.97%
−1.83%

+2.74%
−2.52%

+2.05%
−1.89%

+2.31%
−2.13%

- Monte Carlo samples (stat.) +0.53%
−0.46%

+0.25%
−0.22%

+0.62%
−0.55%

+0.24%
−0.22%

+0.24%
−0.22%

- e/γ resolution +0.19%
−0.16%

+0.02%
−0.02% - +0.04%

−0.04%
+0.04%
−0.04%

- e/γ scale +0.08%
−0.07%

+0.02%
−0.02% - +0.03%

−0.03%
+0.03%
−0.03%

- e ID efficiency +0.83%
−0.73%

+0.31%
−0.28% - +0.32%

−0.30%
+0.32%
−0.30%

- e Isolation efficiency +0.08%
−0.07%

+0.03%
−0.03% - +0.03%

−0.03%
+0.03%
−0.03%

- e reconstruction efficiency +0.51%
−0.45%

+0.18%
−0.16% - +0.20%

−0.18%
+0.20%
−0.18%

- µ identification - +0.02%
−0.02%

+0.03%
−0.03%

+0.02%
−0.02%

+0.02%
−0.02%

- µ identification (MS) - - +0.02%
−0.02%

+0.01%
−0.01%

+0.01%
−0.01%

- µ scale - +0.02%
−0.02%

+0.02%
−0.02%

+0.01%
−0.01%

+0.01%
−0.01%

- µ efficiency (stat.) - +0.29%
−0.26%

+0.38%
−0.34%

+0.26%
−0.23%

+0.26%
−0.23%

- µ eff. low pT (stat.) - +0.13%
−0.12%

+0.17%
−0.15%

+0.11%
−0.10%

+0.11%
−0.10%

- µ efficiency (syst.) - +0.68%
−0.62%

+0.90%
−0.79%

+0.61%
−0.56%

+0.61%
−0.56%

- µ eff. low pT (syst.) - +0.13%
−0.12%

+0.18%
−0.16%

+0.12%
−0.11%

+0.12%
−0.11%

- µ isolation (stat.) - +0.03%
−0.03%

+0.04%
−0.04%

+0.03%
−0.03%

+0.03%
−0.03%

- µ isolation (syst.) - +0.16%
−0.15%

+0.22%
−0.20%

+0.15%
−0.13%

+0.15%
−0.13%

- µ vertex assoc. (stat.) - +0.89%
−0.80%

+1.26%
−1.10%

+0.84%
−0.76%

+0.84%
−0.76%

- µ vertex assoc. (syst.) - +0.87%
−0.78%

+1.22%
−1.06%

+0.80%
−0.73%

+0.80%
−0.73%

- µ sagitta residual bias - +0.01%
−0.01%

+0.01%
−0.01%

+0.01%
−0.01%

+0.01%
−0.01%

- µ sagitta ρ - +0.02%
−0.02%

+0.04%
−0.04%

+0.03%
−0.02%

+0.03%
−0.02%

- PDF +1.20%
−1.45%

+0.63%
−0.56%

+0.51%
−0.42%

+0.93%
−0.77%

+0.93%
−0.77%

- Pileup reweighting +0.44%
−0.37%

+0.43%
−0.37%

+0.44%
−0.37%

+0.43%
−0.38%

+0.43%
−0.38%

- gg cross section +0.15%
−0.14%

+0.07%
−0.06%

+0.01%
−0.01%

+0.07%
−0.06%

+0.07%
−0.06%

- AZZ (stat.) - - - - +0.54%
−0.50%

- AZZ PDF - - - - +0.42%
−0.37%

- AZZ Scale - - - - +0.81%
−0.77%

- Irreducible bkg. (stat.) +0.04%
−0.04%

+0.02%
−0.02%

+0.03%
−0.03%

+0.02%
−0.02%

+0.02%
−0.02%

- Irreducible bkg. (syst.) +0.19%
−0.19%

+0.19%
−0.18%

+0.22%
−0.21%

+0.20%
−0.19%

+0.20%
−0.19%

- Data driven bkg. (syst.) +0.71%
−0.70%

+0.98%
−0.96%

+1.59%
−1.58%

+1.08%
−1.05%

+1.08%
−1.05%

Table 7.4: Uncertainty breakdown for cross section extractions. “Systematic” is a
combination of all systematic uncertainties (except for luminosity) and “Statistical” is
the statistical uncertainty on the data. Contributions less than 0.005 % are denoted by
a dash.
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Figure 7.7: The nuisance parameters on the fit to the total cross section. The param-
eters are expected to be uniformly zero with an uncertainty of one. The uncertainty
bands correspond to standard deviations of 1 (the width of the Gaussian which con-
strains the nuisance parameters) and 2.
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when the mean fluctuates downwards. Therefore, the contribution to the total uncer-

tainty introduced by a symmetric uncertainty is asymmetric.

The nuisance parameters in the total cross section fit, seen in fig. 7.7, all satisfy

|α| < 1. The largest α values are due to the distribution over channels (i.e. the excess

in the 4e channel).

The observed fiducial cross section in the 4µ channel is lower than the expected

cross section, despite the fact that the observed count in the 4µ channel is larger than

the expected count (see fig. 6.1). This is due to the fact that the expected values for the

counts and the cross sections are done with different predictions, Sherpa and Matrix,

respectively.

In the 4e channel, the observed data is higher than the expected value by 2.9σ

((obs − MC)/
√
MC + σ2(obs)) and this is reflected in the measurement of the 4e

fiducial cross section being above the expected value. The largest uncertainty for the

total cross section is the luminosity, at 3.5 %, followed by the statistical uncertainty, just

above 3 %. In the fiducial cross sections, the statistical uncertainty is larger, reaching

6.5 % for the 4e channel.

The excess in the 4e channel has been studied in detail, but no reason for the excess

has been found. If lepton universality is true, Z bosons decay equally to electrons and

muons, making it unlikely that the excess is due to the pp→ ZZ production.
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Anomalous triple gauge couplings
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This chapter describes studies of the anomalous neutral triple gauge couplings (aT-

GCs) discussed in section 2.3.1. Neutral triple gauge couplings are zero in the SM,

but physics beyond the SM may give rise to non-zero triple gauge couplings. A likeli-

hood model is constructed and used to find the compatibility of observed data and MC

predictions. From this model, the most likely value of the coupling strengths can be

measured. If the measured values of the couplings are consistent with the SM value of

zero, limits can be set.
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8.1 Introduction and Monte Carlo samples

As mentioned in chapter 2, neutral triple gauge couplings fγ4 , fZ4 , fγ5 and fZ5 , are all zero

in the SM. As such, the search for processes with these couplings is a search for beyond

SM physics. The kinematic properties of processes with and without the triple gauge

couplings are different and can be used to search for evidence of non-zero couplings.

The method used in this thesis to set limits on the aTGCs works by comparing the

distribution of the leading Z pT in data and Monte Carlo (this variable was found to

be the most sensitive, out of leading Z pT, leading lepton pT and invariant mass of the

4` system [18]). A likelihood model is constructed, relating the observed data to MC

predictions. From this likelihood, the most likely coupling strengths can be extracted.

By comparing the best fit likelihood to the likelihood given a test value, limits on the

coupling strengths can be set.

For this, a Monte Carlo prediction with variable aTGCs is required. Sherpa is able

to generate pp → ZZ → 4` events and cross sections with the anomalous couplings

non-zero at LO. An “aTGC” sample with all four neutral triple gauge couplings set to

0.1 was generated (100 000 events), using the PDF set CT10. Most of this chapter uses

that sample reweighted to the coupling strengths needed. An “SM” reference sample,

generated in the same way but with the couplings all set to zero was used in fig. 2.3. The

SM contribution was estimated in the same NLO Sherpa sample as used for chapter 4.

Backgrounds were estimated using the methods in chapter 5.

In this analysis, the pT of the leading Z candidate is used as differentiating variable.

A histogram of that variable in truth MC can be seen in fig. 2.3, for a number of values

of the variable fγ4 . All lines in the plot use the same sample, reweighted using the

method described in section 8.2, except for the line labelled SM, which uses the SM

reference sample. The aTGC contribution is most prominent in the highest leading Z

pT bin (see fig. 2.3).

The reconstructed distribution of pT of the leading Z boson can be seen in fig. 8.1.

It shows that no excesses are seen in the high pT region, where the aTGCs would be

manifest.

Four pT bins were considered, in the ranges [0,313], [313,607], [607,876] and [876,∞]

GeV. The binning was chosen by setting fγ4 to twice its expected limits from ref. [18],

plotting the expected reconstructed leading Z pT with 1 GeV bins and combining bins

(starting with the highest) until the significance σ = s/
√

(s + b + δ2) (where s is the

signal, b is the SM contribution and δ is the systematic uncertainty) exceeds 5.0 or until
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Figure 8.1: The distribution of reconstructed leading Z pT as well as the predicted
aTGC contribution for three values of fγ4 (the limit from [18], twice that limit and
0.1, the other couplings turned off). The SM contribution is the same as in fig. 6.11
(except the bin sizes). Backgrounds are estimated using the methods in chapter 5.
Total uncertainties are shown as error bands. This plot includes all decay channels.
The number 1017 is the total number of observed events. The first bin has an observed
count of 1002 and an SM expected value of 927± 56.

the combination of bins decreases the significance (this method was chosen to create

exactly four bins, since more bins would be too CPU time consuming). Since the three

highest pT bins have relatively low backgrounds and low statistical MC uncertainty, the

expected yield in each of these bins are approximately the same (the predicted aTGC

yield in fig. 8.1 looks flat). The choice of binning was made without taking the observed

yields into consideration.

The shape difference between fig. 8.1 and fig. 2.3 are due to the SM contribution

having been removed from the aTGC lines and the choice of binning.
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8.2 Yields and expected events

Similarly to eq. (2.16), the expected reconstructed counts in any bin can be written as

Nexp =N00+ fγ4 N01+ fγ5 N02+ fZ4 N03+ fZ5 N04

+(fγ4 )2N11+ fγ5 f
γ
4N12+ fZ4 f

γ
4N13+ fZ5 f

γ
4 N14

+(fγ5 )2 N22+ fZ4 f
γ
5N23+ fZ5 f

γ
5 N24

+(fZ4 )2N33+ fZ5 f
Z
4 N34

+(fZ5 )2 N44

+NDD +NIrr,

(8.1)

where Nexp is the expected reconstructed count, fVi (i = 4, 5 and V = Z, γ) are the

triple gauge couplings, Njk are expected reconstructed yield contributions from differ-

ent combinations of couplings and NDD and NIrr are the expected fake lepton and

irreducible background rates. A LO Sherpa sample with all aTGCs set to 0.1 was

generated (see section 8.1). The Njk coefficients were determined by giving each MC

event that passes the selection 16 weights (using eq. (2.15) and singling out the relevant

contributions, a method from ref. [18]) representing the contribution to the 16 coeffi-

cients in eq. (8.1) and Njk are the sums of those weights (for each term in eq. (8.1)).

By setting the variables fVi to different values, Nexp can be reweighted to reflect the

expected yield given those values of fVi . The N00 coefficient is the SM contribution and

was replaced with a NLO Sherpa prediction.

8.3 Likelihood model

A likelihood model is constructed to compare the observed data to expected data as a

function of the coupling strength.

Like in eq. (7.8), the statistical part of the likelihood is

Lstat =
∏
bin

Pois(N bin
obs , N

bin
exp), (8.2)

where N bin
obs is the observed reconstructed event count in each bin, N bin

exp is the expected
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reconstructed event count in each bin and Pois(N bin
obs , N

bin
exp) is a Poisson distribution

with the mean N bin
exp, evaluated at N bin

obs . The Njk coefficients, the expected background

yields and the integrated luminosity are given systematic uncertainties in the same

way variables for the cross section extraction were (see section 7.2.1). The total likeli-

hood is the product of Lstat and likelihood contributions from the uncertainties, like in

eq. (7.10).

The coefficients Njk can be seen in table 8.1.

The model is fitted to the observed distribution of pT of the leading Z candidate in

data and so a set of most likely coupling strengths can be extracted. Since no events

are observed in the most sensitive bins, the most likely value of all couplings are zero.

8.4 Limit setting

Since the best fit value of the couplings are consistent with the SM, 1D limits on the

couplings can be set (for each coupling). When considering only one coupling, that

coupling is labelled µ and all other couplings are set to zero.

Once the fit has been performed and a best likelihood fit is obtained, a one sided

test statistic Λ is used to quantify the compatibility between the data and any value

of µ [83]. First, the negative profile log likelihood (PLL), is introduced. It is a simple

measure of the disagreement between the model evaluated a given value of µ and the

model evaluated at the best fit value of µ. It is defined as

PLLdata(µtest) = −2 ln

(
L(µtest, θtest, data)

L(µfit, θfit, data)

)
, (8.3)

where µtest is the value of µ at which Λ is to be evaluated and data is the dataset it is

fitted to (for instance observed data (obs), but pseudodata (psData) can also be used).

L(µtest, θtest, data) is the likelihood obtained by fitting the model to the dataset data

but not allowing µ to float in the fit (instead fixing it to µtest). Similarly, µfit is the

value of µ obtained by the unconstrained fit (without fixing µ) and L(µfit, θfit, data)

is the likelihood obtained by fitting the model to data with µ unconstrained (this is

equivalent to fixing µ to µfit). The θtest and θfit are the sets of nuisance parameters from

each fit (the “profile” in profile log likelihood means that θtest is evaluated individually

for each value of µtest).

When µfit = µtest, both likelihoods are the same and PLLdata(µfit) = 0.
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pT (leading) [GeV] [0− 313] [313− 607] [607− 876] [876−∞]

Nobs 1002 15 0 0

NSM 911 +55
−54 11 +1

−1 0.779 +0.104
−0.087 0.0905 +0.0205

−0.0217

N01 26.7 +14.2
−13.4 19.6 +5.2

−5.3 0.649 +1.2
−0.944 0.73 +0.657

−0.35

N02 9.8 +23.4
−23.5 15.2 +5.2

−5.3 −0.33 +1.26
−1.08 0.382 +0.71

−0.435

N03 −0.15 +5.72
−5.71 0.936 +0.73

−0.727 0.073 +0.117
−0.131 −0.0404 +0.0695

−0.0544

N04 0.5 +11.2
−11.4 0.89 +1.08

−1.05 0.215 +0.172
−0.183 −0.0054 +0.0764

−0.0665

N11 62700 +5100
−4600 265000 +17000

−17000 267000 +23000
−22000 259000 +24000

−23000

N12 62900 +4900
−4300 247000 +16000

−16000 243000 +20000
−20000 226000 +21000

−20000

N13 −4.08 +2.54
−2.56 −4.95 +6.81

−6.75 −8.61 +7.45
−7.36 −2.73 +6.49

−6.99

N14 −2.22 +1.53
−1.52 −1.3 +2.59

−2.6 −3.75 +3.25
−3.18 −0.07 +2.61

−2.83

N22 99100 +7600
−6600 378000 +24000

−24000 370000 +30000
−30000 337000 +31000

−30000

N23 −2.41 +1.56
−1.54 −1.41 +2.61

−2.61 −3.76 +3.27
−3.18 −0.08 +2.61

−2.84

N24 −7.6 +5.46
−5.4 −2.92 +7.66

−7.74 −11.2 +10.3
−10.1 1.2 +7.8

−8.7

N33 58300 +4800
−4300 263000 +17000

−17000 267000 +23000
−22000 260000 +20000

−20000

N34 58400 +4500
−4000 244000 +16000

−15000 243000 +20000
−20000 227000 +21000

−20000

N44 92000 +7000
−6000 373000 +24000

−24000 370000 +30000
−30000 340000 +31000

−30000

NIrr 6.19 ±1.88 0.28 ±0.09 0.027 ±0.012 0.0006 ±0.0003

NDD 10 ±10 0.41 ±0.41 -0.012 ±0.012 -0.0003 ±0.0003

N(0.0047) 929 +56
−55 17.6 +1.2

−1.2 6.69 +0.52
−0.49 5.82 +0.53

−0.51

Table 8.1: The coefficients Njk with total uncertainties. The N00 from the aTGC sample
is not used, but is replaced by the NSM , the SM contribution evaluated in the samples
in chapter 4. The last line shows the expected counts for the case where fγ4 = 0.0047
(and all other aTGCs set to zero, uncertainties added in quadrature).

The test statistic Λ is defined as [84]:
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Λdata(µtest) =


0 if (µfit < µtest < 0)

0 if (0 < µtest < µfit)

PLLdata(µtest) else

. (8.4)

In the case that µtest lies between 0 and µfit, Λ is set to zero, i.e. the model is considered

fully consistent with data if |µtest| < |µfit| and both have the same sign (this is because

failure of the fit with floating µ to converge to µtest should not drive the disagreement

between µfit and µtest).

Pseudo experiments for a range of hypothetical coupling strengths µtest are generated

from the model (nuisance parameters are generated according to their likelihoods). A p-

value is constructed as an estimate of the compatilibity between the observed data and

a coupling strength µtest. The p-value is defined as the fraction of pseudo experiments

that have a higher ΛpsData(µtest) than Λobs(µtest):

p(µtest) =
ntoys(Λ

psData(µtest) > Λobs(µtest))

ntoys

, (8.5)

where ntoys is the total number of toy experiments and ntoys(Λ
psData(µtest) > Λobs(µtest))

is the number of toy experiments with ΛpsData(µtest) greater than Λobs(µtest). Since Λ

is non-negative and Λobs(µfit) = 0, p(µfit) = 1.

Examples of the PLL and p(µtest) can be seen in figs. 8.2 and 8.3.

The 95 % confidence limit CLs is the coupling strength µlimit such that the p-value

is 5 % (p(µlimit) = 0.05). Two such µlimit are present, in the positive and negative

directions, respectively. The limit was estimated by interpolating linearly between the

adjacent points in figs. 8.2 and 8.3 and finding the point that crosses over the 5 % line.

In simpler terms, consider a pseudo experiment taking place in a pseudo universe

in which µ has a given value µtest. In that universe, p(µtest) is the probability that the

experiment generates a dataset which has a higher likelihood than our observed data

has. If p(µtest) is less than 5 %, that universe is excluded with a 95 % confidence.

8.5 Asymptotic estimates

There exists an asymptotic equation that predicts that Λobs(µlimit) = 1.92 [85]. For com-

parison, figs. 8.2 and 8.3 also include lines representing the PLL values at the limits.

These lines are not fully consistent with the asymptotic estimate due to backgrounds
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and asymmetric Njk coefficients. However, the aymptotic equation is much faster at

setting the limits. Some parts of this analysis cannot be done using the pseudo exper-

iment method (due to CPU time constraints) but can be done using asymptotic limit

setting.

Histograms of the asymptotic limits (upwards and downwards) for pseudo experi-

ments generated with all coupling strengths set to zero can be seen in figs. 8.4 and 8.5.

A faint repeated peak-like structure within each plot is due to the limited number of

events generated in the highest pT bin (the most significant bin). If the SM is excluded

for a pseudo experiment (which happens in 5 % of pseudo experiments) the limit set-

ting breaks down and both the upper and lower limit is on the same side of 0. This

can be seen as a small bump in the plots. The measured limits are also seen in these

plots as vertical lines (see table 8.2). The measured limits are tight compared to the

distributions seen in figs. 8.4 and 8.5, due to the yields in the most sensitive bins being

zero.

Two dimensional limits are also set using asymptotic limits, by using Λ as a function

of two couplings and finding the contour at which Λ = 1.92. These plots, for each

combination of two couplings fVi can be seen in fig. 8.6 (the other two couplings set to

zero).

8.6 Results

Using the method above, all anomalous gauge couplings were found to be consistent

with the SM. The 95 % confidence limits on the couplings can be found in table 8.2.

coupling 95 % confidence interval

fγ4 −0.0017 < fγ4 < 0.0018
fγ5 −0.0017 < fγ5 < 0.0018
fZ4 −0.0016 < fZ4 < 0.0016
fZ5 −0.0016 < fZ5 < 0.0016

Table 8.2: Measured 95 % confidence intervals of anomalous triple gauge couplings.

The results are an improvement by a factor approximately 2 from the ATLAS results

from the analysis performed on 2012 data [18]. The results are consistent with the SM

and remain approximately symmetric around zero.
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Figure 8.2: The negative profile log likelihood (PLL) as a function of fγ4 and fZ4 . The
p-value is also seen, estimated in pseudo experiments, as a function of the value of fV4 at
which the pseudo experiments were generated (statistical uncertainty in error bands).
The figure also shows the 5 % CLs cut off, as well as the value of the PLL at the limit.

139



CHAPTER 8. ANOMALOUS TRIPLE GAUGE COUPLINGS

5
γ
f

0.003− 0.002− 0.001− 0 0.001 0.002 0.003

P
LL

, p
-v

al

0

0.2

0.4

0.6

0.8

1

1.2

1.4

1.6

1.8

2

2.2
PLL from obs. data fit
p-val
5%
aTGC limit
PLL at limit

5
Zf

0.003− 0.002− 0.001− 0 0.001 0.002 0.003

P
LL

, p
-v

al

0

0.2

0.4

0.6

0.8

1

1.2

1.4

1.6

1.8

2

2.2
PLL from obs. data fit
p-val
5%
aTGC limit
PLL at limit

Figure 8.3: The negative profile log likelihood (PLL) as a function of fγ5 and fZ5 . The
p-value is also seen, estimated in pseudo experiments, as a function of the value of fV5 at
which the pseudo experiments were generated (statistical uncertainty in error bands).
The figure also shows the 5 % CLs cut off, as well as the value of the PLL at the limit.
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Figure 8.4: The asymptotic limits (upwards and downwards) for pseudo experiments
generated with all coupling strengths set to zero, as a function of the couplings fγ4 and
fZ4 . The measured limits are also shown.
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Figure 8.5: The asymptotic limits (upwards and downwards) for pseudo experiments
generated with all coupling strengths set to zero, as a function of the couplings fγ5 and
fZ5 . The measured limits are also shown.
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As an estimate of the statistical contribution to the limits, the same procedure was

carried out without adding systematic uncertainties to the likelihood model. The results

can be seen in figs. 8.7 and 8.8. The limits found can be seen in table 8.3 and show that

the limits are statistically dominated. Some limits are found, counterintuitively, to be

looser than the limits with all uncertainties included. This is due to the excess in the

lowest bin. Without systematic uncertainties, the model concludes that the excess may

be due to a non-zero aTGC. When uncertainties are introduced, the model concludes

that some of the excess is due to the uncertainties, which means the model can relax

the likelihood of non-zero aTGCs.

coupling 95 % confidence interval

fγ4 −0.0018 < fγ4 < 0.0018
fγ5 −0.0018 < fγ5 < 0.0018
fZ4 −0.0016 < fZ4 < 0.0016
fZ5 −0.0016 < fZ5 < 0.0016

Table 8.3: Measured 95 % confidence intervals of anomalous triple gauge couplings,
using a model with no systematic uncertainties.
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Figure 8.7: The negative profile log likelihood (PLL) as a function of fγ4 and fZ4 in a
model with no systematic uncertainties. The p-value is also seen, estimated in pseudo
experiments, as a function of the value of fV4 at which the pseudo experiments were
generated (statistical uncertainty in error bands). The figure also shows the 5 % CLs

cut off, as well as the value of the PLL at the limit (two horizontal lines, one for the
positive limit and one for the negative limit).
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Figure 8.8: The negative profile log likelihood (PLL) as a function of fγ5 and fZ5 in a
model with no systematic uncertainties. The p-value is also seen, estimated in pseudo
experiments, as a function of the value of fV5 at which the pseudo experiments were
generated (statistical uncertainty in error bands). The figure also shows the 5 % CLs

cut off, as well as the value of the PLL at the limit (two horizontal lines, one for the
positive limit and one for the negative limit).
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Conclusions

In 2015 and 2016, the ATLAS detector recorded 36.1 fb−1 of data useful for physics at

a centre-of-mass energy of
√
s = 13 TeV. The ATLAS collaboration has analysed the

resulting data to make precision measurements of processes in the Standard Model of

particle physics (SM), as well as to search for physics beyond the SM. In this thesis

is presented the analysis of the pp → ZZ → 4` process (66 GeV < mZ < 116 GeV).

This process is used to test the Standard Model, both by comparing Standard Model

cross section predictions to observed values of the cross sections and by searching for

non-zero neutral triple gauge couplings, which are zero in the SM.

In the 36.1 fb−1 of
√
s = 13 TeV data, 1017 events were selected, using a selection

designed to identify ZZ → 4` events (two opposite charge, same flavour lepton pairs).

Background events were predicted to contribute approximately 2 % of the selected sam-

ple.

Four fiducial cross sections (in a fiducial region closely matching the detector ac-

ceptance) were measured: one for each channel (4e, 2e2µ, 4µ) and one in the union of

these regions. The cross section was also extracted to a total cross section, (66 GeV

< mZ < 116 GeV, regardless of decay channel) and was found to be

σtotal = 16.5+0.5
−0.5(stat.)+0.4

−0.4(syst.)+0.5
−0.5(lumi.) pb, (9.1)

which is consistent with an NNLO SM prediction of 16.9+0.6
−0.5 pb. It is also consistent

with previous measurements of the cross section at 13 TeV from ATLAS (16.7 +2.6
−2.2 pb)

and CMS (17.8 +1.1
−1.1 pb).

An excess is observed in the 4e channel. No definite explanation was found for this

excess, it could be due to new physics (lepton universality violation) but further study
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would be required to confirm this.

Anomalous triple gauge couplings (aTGCs), which are zero in the SM, are introduced

by an effective vertex factor, parameterised by four coupling strengths fVi (V = γ, Z,

i = 4, 5). The couplings were analysed by comparing a distribution of events over the

transverse momentum of the Z boson candidate with the highest transverse momentum

to Monte Carlo predictions with and without non-zero aTGCs present. The resulting

coupling measurements were consistent with the SM values of zero and the measured

95 % CLs confidence limits are shown in table 9.1.

coupling 95 % confidence interval

fγ4 −0.0017 < fγ4 < 0.0018
fγ5 −0.0017 < fγ5 < 0.0018
fZ4 −0.0016 < fZ4 < 0.0016
fZ5 −0.0016 < fZ5 < 0.0016

Table 9.1: Measured limits on aTGCs.

These limits are an improvement on a previous ATLAS measurement by approxi-

mately a factor of two and are comparable to previous measurements from CMS.

The leading uncertainty on the cross sections as well as the aTGC limits are statisti-

cal, suggesting that future analyses with larger luminosity (or acceptance) will improve

the measurements further. Improvement of the luminosity uncertainty would also have

a significant impact on the results. The LHC will continue to take data through 2018

and will be upgraded to receive much larger integrated luminosities (up to 3000 fb−1,

reducing the statistical uncertainty to approximately a tenth of its current size, making

it no longer the dominant uncertainty). There is also the possibility of future colliders,

such as CLIC and future circular colliders, which will be able to probe different ener-

gies with more data. Future data taking, at the LHC and elsewhere, will improve the

measurements presented in this thesis.
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Appendix A

Meta analysis

This appendix shows the progress of this thesis as a function of time. It is automatically

generated when the author uploads the progress to the version control software svn.
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