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Abstract

This thesis describes the first application of ultra-fast magnetic resonance imaging (MRI)

towards the characterisation of bubbly flow systems. The principle goal of this study is

to provide a hydrodynamic characterisation of a model bubble column using drift-flux

analysis by supplying experimental closure for those parameters which are considered

difficult to measure by conventional means. The system studied consisted of a 31 mm

diameter semi-batch bubble column, with 16.68 mM dysprosium chloride solution as the

continuous phase. This dopant served the dual purpose of stabilising the system at higher

voidages, and enabling the use of ultra-fast MRI by rendering the magnetic susceptibili-

ties of the two phases equivalent.

Spiral imaging was selected as the optimal MRI scan protocol for application to bubbly

flow on the basis of its high temporal resolution, and robustness to fluid flow and shear.

A velocimetric variant of this technique was developed, and demonstrated in application

to unsteady, single-phase pipe flow up to a Reynolds number of 12,000. By employing

a compressed sensing reconstruction, images were acquired at a rate of 188 fps. Images

were then acquired of bubbly flow for the entire range of voidages for which bubbly flow

was possible (up to 40.8%). Measurements of bubble size distribution and interfacial area

were extracted from these data. Single component velocity fields were also acquired for

the entire range of voidages examined.

The terminal velocity of single bubbles in the present system was explored in detail with

the goal of validating a bubble rise model for use in drift-flux analysis. In order to provide

closure to the most sophisticated bubble rise models, a new experimental methodology

for quantifying the 3D shape of rising single bubbles was described. When closed using

shape information produced using this technique, the theory predicted bubble terminal

velocities within 9% error for all bubble sizes examined. Drift-flux analysis was then used

to provide a hydrodynamic model for the present system. Good predictions were pro-

duced for the voidage at all examined superficial gas velocities (within 5% error), however

the transition of the system to slug flow was dramatically overpredicted. This is due to

the stabilising influence of the paramagnetic dopant, and reflects that while drift-flux

analysis is suitable for predicting liquid holdup in electrolyte stabilised systems, it does

not provide an accurate representation of hydrodynamic stability.

Finally, velocity encoded spiral imaging was applied to study the dynamics of single

bubble wakes. Both freely rising bubbles and bubbles held static in a contraction were

examined. Unstable transverse plane vortices were evident in the wake of the static

bubble, which were seen to be coupled with both the path deviations and wake shedding

of the bubble. These measurements demonstrate the great usefulness for spiral imaging

in the study of transient multiphase flow phenomena.
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Chapter 1

Introduction

Systems in which a gaseous phase is dispersed throughout a liquid are commonly en-

countered in both nature and industry. Known as gas-liquid flows, these systems occur

in situations as diverse as the bow wave of a ship to the cooling system in a nuclear

power plant. The structure of a gas-liquid flow depends upon the relative flow-rates of

the two phases, and, for flow in a vertical pipe, can be categorised into four regimes [1].

As illustrated in Figure 1.1, these flow regimes are:

(i) Bubbly flow. At low gas-fractions, the liquid is continuous and the gas exists

as individual bubbles. Some authors make the distinction between homogeneous

(or dispersed) and heterogeneous (or discrete) bubbly flow. Homogeneous flow

occurs at low voidages, where the bubble size distribution (BSD) is narrow and

there exists little interaction between bubbles, while with increasing gas-fraction

the distribution broadens and bubble coalescence and break-up begin to occur.

The boundary between homogeneous and heterogeneous bubbly flow is not well

defined, however, and in the present work bubbly flow shall be treated as a single

regime.

(ii) Slug flow. As the gas-fraction increases, bubble coalescence becomes more prolific

and the mean bubble size increases until slugs form which approach the diameter

of the column. These slugs are periodic, and may exist with discrete bubbles still

present in the intermediary.
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(iii) Churn flow. In this regime neither phase is continuous; large irregular plugs of gas

flow exist interspersed with slugs of liquid.

(iv) Annular flow. At high enough gas-flow rates only a film of liquid exists at the walls

of the tube, with liquid droplets also entrained in the flow. Some authors describe

other regimes at higher gas flow rates, including whispy annular flow [2].

a) b) c) d)

increasing gas flow rate

Figure 1.1: Flow regimes for vertical gas-liquid flow.

In the present work, we are only concerned with gas-liquid flows in the bubbly flow

regime. Bubbly flows are a very common subset of gas-liquid flows; a list of industrial

processes which employ bubbly flow is given in Table 1. One of the most fundamental

forms of a bubbly flow system is the bubble column reactor. The operation of this device

is quite simple: a vertical column is filled with liquid, which can be either flowing or

stationary, and gas is introduced to the system through a distributor at the base of the

column. Several variants of bubble column reactor have been produced, as described in

detail by Deckwer [3], however in the present work we will only consider the most simple,

semi-batch (i.e. no net liquid flow) vertical bubble column.

1.1 Design of bubble columns

The principle goal in bubble column design is to produce bubbles of an appropriate size,

and the desirable hydrodynamic flow conditions. A system that is mass transfer lim-

ited (i.e. the rate of chemical reaction is high), for example, requires a large amount

of interfacial area, and hence the generation of smaller bubbles with a correspondingly

higher voidage. These conditions lead to decreased circulation in the column, however,

which reduces the liquid phase heat and mass transfer coefficients [13]. The design of

bubble column reactors is plagued by conflicts such as this [3]. Further compounding the
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Table 1.1: Industrial applications of bubbly flow
Unit operation Applications References
Bubble column reactors Oxidation of ethylene, cumene, butane, [3, 4]

toluene and xylene; chlorination of aliphatic
and aromatic hydrocarbons; isobutene hydration;
carbonylation of methanol

Bubble slurry reactors Liquefaction of solid fuels [5]
Fischer-Tropsch synthesis [6]

Froth flotation cells Mineral separation [7, 8]
Foam fractionation Water purification [9]
Two-phase pipe flow Oil transportation [10]
Heat exchangers Nuclear cooling systems [11]
Mass transfer units Fluid aeration; bioreactors [12]

problem, both bubble size and the hydrodynamics of bubbly flow are difficult to predict

and measure (as reviewed in Section 1.3). The subject of the present thesis is the mea-

surement of these parameters using magnetic resonance imaging (MRI).

The bubble column examined in the present thesis is of internal diameter 31 mm. While

this is a small diameter column, even by laboratory standards, this limitation is imposed

by the physical dimensions of the bore of the MRI magnet used in this study. The

MRI methodologies developed in this thesis, however, could be equally well employed,

hardware permitting, on a larger diameter system in future studies. It is generally ac-

knowledged that the influence of the column walls only becomes significant for columns

which are less than an order of magnitude greater than bubble diameter [3]. Thus, the

present study shall be restrained to the consideration of bubbles of equivalent diameter

de < 3 mm. Much choice exists in the selection of a gas sparger. Industrially, several

types of jet and Venturi distributors are used [3]. In laboratory scale experimentation,

however, porous frits are more commonly employed. Alternatively, it has been noted by

several authors that flexible spargers (such as a porous rubber hose) are useful for the

generation of uniform bubble size distributions [13, 14]. It was recently demonstrated

by Harteveld [13] that a highly uniform size distribution (in this case generated by a

computer controlled sparger) can enable bubbly flow to be obtained for extremely high

voidages (up to a voidage of 55% has been demonstrated [15]). In order to test the de-

veloped experimental methodologies across a broad range of voidages, a flexible sparger

will be used in the present study.

The contemporary design of bubble columns commonly involves the use of multiphase
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computational fluid dynamics codes. Several approaches have been developed for the nu-

merical modelling of bubbly flow; these may be broadly grouped into three categories [16]:

(i) Eulerian/Eulerian models. Both phases are treated as continuum (i.e. no spatial

separation of the phases is enforced). A population balance model may be coupled

with the two-fluid model for tracking the evolution of the bubble size [17].

(ii) Eulerian/Lagrangian models. This approach solves the continuous phase as a con-

tinuum, however bubbles are individually tracked. This approach is computation-

ally limited to systems of no more than 106 bubbles at present [16].

(iii) Interface tracking models, such as the volume of fluid approach [18]. This tech-

nique provides an accurate description of the interface between two fluids, however

becomes too computationally intensive for systems of more than 100 bubbles [16].

The validation of numerical modelling schemes, such as those described above, is the

ultimate goal of experimental measurements of bubbly flow. However, as the focus of

the present work lies on the experimental characterisation of bubbly flow, only a lumped

parameter model is considered in detail in the present thesis. As mentioned above,

the primary goal of this thesis is the measurement of bubble size, interfacial area and

liquid phase hydrodynamics. To demonstrate the usefulness of these measurements in

bubble column design, it is sought to characterise the overall hydrodynamics of a model

bubble column using drift-flux analysis [19, 20]. In this model, a slip velocity, defined as

the difference between phase-fraction normalised gas and liquid superficial velocities, is

expressed as:

UR =
Ug

ε
− Ul

1− ε
(1.1)

where Ug and Ul are the gas and liquid superficial velocities, and ε is the voidage. It is

common to predict the slip velocity using a Richardson-Zaki correlation of the form:

UR = UT∞(1− ε)N−1 (1.2)

where UT∞ is the rise velocity of a single bubble in an infinite medium and N is a function

of the bubble Reynolds number. Substituting equation (1.2) into equation (1.1):

(1− ε)Ug − εUl = UT∞ε(1− ε)N . (1.3)

Equation (1.3) may be solved to determine the liquid hold-up for a range of operating

conditions. For the successful application of drift-flux analysis, both the mean bubble
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size and liquid hold-up must be accurately measured, and an accurate model for the

single bubble rise velocity must be used. The measurement of these parameters and

the validation of a single bubble rise model are the subject of individual chapters of

this thesis, with the produced measurements then combined to provide a hydrodynamic

characterisation of the model bubble column using drift-flux analysis.

1.2 Influence of dopants on bubbly flow

In a pure solution the gas-liquid interface cannot support any stress and is completely

mobile. This permits interphase momentum transfer, which generates recirculating vor-

tices within rising bubbles: decreasing drag and increasing the bubble terminal velocity.

Further, liquid films between approaching bubbles are able to rapidly drain, which al-

lows bubble coalescence to readily occur. These behaviours are dramatically altered in

aqueous systems, however, by the presence of surface active molecules [21]. Surfactants

(i.e. organic molecules composed of both a hydrophobic non-polar segment, typically

an aliphatic chain, and a hydrophilic polar functional group, such as a hydroxyl) tend

to adsorb at the interface, where the hydrophobic tail extends into the gas phase, while

the hydrophilic head resides in the water. These surfactants lower the surface tension,

which decreases bubble sizes and thus increases liquid hold-up. By accumulating at the

interface the surfactant molecules alter the interfacial shear condition, which can range

from the formation of a ‘rigid cap’, as the surfactants are swept to the rear of the bub-

ble as it rises, to a no-slip boundary condition covering the entire surface of bubble for

heavily contaminated systems [21]. This loss of interfacial mobility leads to increased

skin friction, which slows the bubble rise velocity. Further, the adsorbed surfactants in-

troduce Marangoni forces that slow the film drainage process, and hence hinder bubble

coalescence and stabilise bubbly flow at higher voidages [22].

While the influence of organic surfactants on gas-liquid flows is well known, the impact

of inorganic molecules is less well understood. It is well established that the presence

of inorganic ions at moderate concentrations can either increase or decrease the surface

tension of water [23], which can have a stabilising influence on bubbles. At concentrations

lower than that required to significantly alter the surface tension, however, some (but not

all [24, 25]) inorganic salts still exert a strong influence on the behaviour of bubbly flow.

It has been observed by many authors that a small concentration of salt greatly decreases

bubble coalescence [26, 27, 28, 29, 30, 31, 32, 33, 34], with this phenomenon attributed

to a slowing of the film drainage process [35, 36]. These effects are noted to only occur
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above a certain transitional concentration, at which point a step-change in the stability

of bubbly flow occurs [37, 33]. While it is known that the influence of electrolytes is

ion specific [24, 25], it remains contested in the literature whether low concentrations of

electrolyte have an influence on the dynamics of single bubbles, with Henry et al. [38]

and Sato et al. [39] claiming no effect, while Jamialahmadi and Müller-Steinhagen [30]

stating that salt slows bubble rise. The mechanisms of bubble stabilisation by inorganic

dopants are not well understood; Zieminski and Whittemore [28] discuss the possibility

of ion-water interactions, which render the film between bubbles more cohesive, while,

Craig et al. [40] discuss suggest some form of hydrophobic interaction.

The specific composition of the continuous phase examined is largely unimportant to

the goal of the present work (the application of MRI to high voidage bubbly flow), and

surface active materials or inorganic dopants may be included or excluded as convenient

to provide a model system for the application of MRI.

1.3 Experimental studies of bubbly flow

Motivated by the many applications of bubble columns, a vast amount of work has been

devoted to the experimental characterisation of bubbly flow. Much difficulty has been

encountered, however, in obtaining accurate experimental data on high voidage systems.

The challenges associated with experiments on high voidage systems essentially stem

from three aspects of the nature of bubbly flow: it is opaque, which restricts optical mea-

surements to boundary flows; the gas-liquid interface cannot support significant stress,

which fundamentally undermines the accuracy of intrusive measurements; and the system

structure is highly dynamic, which imposes a challengingly short time scale to obtain mea-

surements by tomographic means. Accurate experimental measurements on bubbly flow

systems are needed to contribute to a fundamental understanding of these systems, for

the validation of increasingly prevalent multiphase computational fluid dynamics codes,

and to provide the basis of tools for process measurement and control. Experimental

investigations into bubbly flow tend to focus upon either the characterisation of the bub-

bles themselves, or of the liquid phase hydrodynamics. These two areas of research are

reviewed in the present section.

1.3.1 Measurement of bubble size and interfacial area

The measurement of bubble size distributions is highly desirable, as it is this property

which governs the bubble rise velocity and hence the residence time in a given unit oper-
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ation. The measurement of interfacial area is also important, as it is this property which

(when multiplied by some driving force) governs rates of interphase mass, momentum and

energy transfer. Experimental techniques for the measurement of these two parameters

are reviewed in this section.

Many techniques have been developed for the measurement of bubble size. Most promi-

nent are photographic techniques, which are reviewed by Tayali and Bates [41]. This

approach involves obtaining photographs of bubbly flow through a transparent section

of the column. Several improvements to the basic technique have been suggested, such

as shadowgraphy, which removes the influence of the position of bubbles within the col-

umn by projecting bubble shapes onto an opaque medium, such that the focal length

of the camera is the same for all bubbles. Bubble sizes were measured in this way by

van den Hengel [42] and Majumder et al. [43]. Due to the occlusion of the dispersed

phase in the bulk flow, however, these optical techniques are typically limited to relatively

low gas-fractions. Also commonly used are acoustic techniques, wherein the frequency

of pressure variations in the column (caused by either passive or driven bubble shape

oscillations) are measured and used to infer bubble size. The acoustic measurement of

bubble size is reviewed in full by Leighton [44]. Like optical techniques, however, acous-

tic measurements fail at higher voidages, where the pressure fluctuations in the column

are increasingly dominated by bubble-bubble interactions [45]. For low voidage systems

the acoustic technique was found to be more accurate than optical measurements (by

comparison with volumetric measurements on bubbles captured in a funnel) [46]. This

reflects the problem of obtaining a true measurement of bubble volume from 2D projec-

tions of a bubble, as discussed by Lunde and Perkins [47].

To permit bubble size measurements in high voidage systems, many invasive probes have

been developed. These typically consist of single or multi-point electrical conductivity or

fibre optic local phase probes, as reviewed by Saxena et al. [5]. These probes have been

employed in many previous studies [48, 49, 50]. The systematic error generated by the

intrusive nature of these problems has been the subject of much work; a comprehensive

review of which is provided by Julia et al. [51]. More recently, wire-mesh sensors have

become popular for their two dimensional visualisation capability [52, 53]. While these

sensors possess excellent time resolution (on the order of thousands of frames per sec-

ond), they are currently limited to a spatial resolution on the order of 1 mm, which is

insufficient for the accurate determination of bubble size distributions. Additionally, the

errors associated with the distortion of bubble shape due to the wire mesh have not yet
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been explored in full, and as the mesh is completely destructive to the structure of the

two phase flow, wire mesh sensors cannot be used for measurements which explore the

evolution of the dispersed phase.

Several tomographic techniques have been explored for the characterisation of gas-liquid

flows, however finding a workable balance between temporal and spatial resolution has

proved difficult. Electrical tomographies (including electrical resistance tomography, elec-

trical capacitance tomography and electrical impedance tomography) have been investi-

gated, however, despite having extremely short acquisition times, are of far too low spatial

resolution for the identification of individual bubbles [54]. A range of radiographic to-

mographies, reviewed by Chaouki et al. [55], have also been explored. In particular,

computer aided x-ray tomography has been widely tested, however the need to mechan-

ically rotate the emission source around the sample decreases the time resolution below

that required. To overcome this problem, ultra-fast x-ray scanners, which use a number

of fixed emission sources, have been developed, however the limited number of emitters

and detectors employed to date has reduced the spatial resolution below that required

for the accurate measurement of bubble size [56]. Most recently, Bieberle et al. [57] have

demonstrated the use of an auspicious alternative method of x-ray tomography. In their

technique, Bieberle et al. scan an electron beam back and forth across a block of tung-

sten, which emits x-rays through a bubble column to a ring of detectors on its opposite

side. This permits temporal resolutions on the order of milliseconds to be achieved, while

imaging at a spatial resolution of approximately 1 mm. Thus this technique demonstrates

spatial and temporal resolutions on the same order of magnitude as wire mesh sensors,

with the additional advantage of being non-invasive. With further refinement to yield

higher resolution images, this technique may be very useful for the measurement of bub-

ble size and shape in high voidage systems, particularly if the high temporal resolution

of the technique can be exploited for the rapid production of 3D images.

The measurement of interfacial area is closely related to that of bubble size, with an

estimate of surface area able to be calculated from measured bubble sizes by assuming

some bubble shape. To improve the accuracy of the measurement of interfacial area,

therefore, it is desirable to also measure some information about bubble shape. Beyond

optical techniques at low void fractions, the measurement of bubble shape is very difficult.

Some previous work has focused upon the determination of bubble shape from chord

lengths which may be measured using local phase probes [58]. Alternatively, spatially

averaged interfacial area may be determined for a system undergoing chemisorption by
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measuring the concentration of the reactants at various points in the column. Common

chemisorption systems used for this purpose are discussed by Deckwer [3].

1.3.2 Measurement of liquid-phase hydrodynamics

Bubbly flow is a hydrodynamically complex system. The entrainment of fluid with the

rising bubbles leads to the formation of large scale recirculation vortices [1], which govern

liquid-side mass and heat transfer. Much work has focused on the quantification of liquid

phase velocities in bubbly flow, with a broad range of experimental techniques being

developed. Hot film anemometry, wherein the local fluid velocity is determined around

a heating element by measurement of the heat flux [59], was the first technique to be

explored. Like local phase probes, however, hot film anemometry is highly intrusive;

the errors associated with the invasive nature of the probe are discussed by Rensen et

al. [60]. As an alternative, laser Doppler anemometry (LDA) has found considerable

use [61, 62, 63]. This technique measures the light scattered by small seed particles as

they flow through an interference pattern generated by two intersecting laser beams or

laser sheets. LDA may also be used to infer a measurement of bubble size [58]. Particle

imaging velocimetry (PIV), which uses high-speed cameras to track the motion of seed

particles, has also recently increased in popularity, and has been applied to the study

of bubble flow [64]. Both LDA and PIV are, however, optically based, which limits the

applicability of the techniques to low voidage systems. The highest gas-fraction bubbly

flow system to which optical velocimetry has been applied was of voidage 25%, however

those authors reported an exponential decrease in sampling rate as they sampled further

from the column wall [65]. To overcome the optical limitation, a variant of PIV has been

proposed that uses x-rays and x-ray absorbing seed particles [66], while phase contrast

x-ray velocimetry techniques have also been demonstrated [67]. Lastly a computer aided

radioactive particle tracking technique (CARPT) has been applied to bubbly flow by

Devanathan et al. [68]. In this technique, a single radioactive particle is allowed to

circulate in a bubble column, and by tracking the particle’s position over several hours

the time averaged flow field inside of the column can be determined.

1.4 Application of MRI to bubbly flow

An emergent theme from Section 1.3 is that sensitivity of the gas-liquid interface to

invasive probes, and the optical opacity of the system at high voidages, are responsible

for the majority of difficulties encountered in the experimental characterisation of bubbly

flow. Magnetic Resonance Imaging (MRI) is therefore a very a promising technique for
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application to bubbly flow systems, as it avoids these two problems entirely. Further,

MRI can be used to produce both structural images and quantitative velocity maps of

a system [69]. There exist fairly limited applications of magnetic resonance to bubbly

flow in the literature, and most studies produce only temporally or spatially averaged

measurements. Bubbly flows were first examined using magnetic resonance by Lynch

and Segel [70], who used spatially averaged measurements to quantify the void fraction

present in their system. They demonstrated a linear dependence between NMR signal

and volume-averaged gas fraction. Abouelwafa and Kendall [71] subsequently used a

similar technique to estimate the voidage and flow rate of each phase. Leblond et al. [72]

used pulsed field gradient (PFG) NMR (a technique for the measurement of molecular

displacement) to quantify liquid velocity distributions for gas-liquid flows and obtained

some measurement of the flow instability. Barberon and Leblond [73] applied the same

technique to the quantification of flow around singular Taylor bubbles and were able

to demonstrate the existence of recirculation vortices in the bubble’s wake. Le Gall et

al. [74] also used PFG NMR to study liquid velocity fluctuations associated with bubbly

flow in different geometries. Daidzic et al. [75] obtained 1D projections of bubbly flow

with a time resolution of approximately 10 ms, however, due to hardware limitations,

were only able to produce time averaged 2D images. Similarly, temporally averaged 2D

measurements were acquired by Reyes [76], who examined gas-liquid slug flow, and by

Sankey et al. [77], who investigated bubbly flow in a horizontal pipe. Most recently,

Stevenson et al. [78] used gas-phase PFG NMR to size bubbles in a butane foam, and

Holland et al. [79] produced a Bayesian technique for determining bubble sizes from MRI

signals. The only study in the literature which demonstrates MRI measurements with

both temporal and spatial resolution on a gas-liquid system is that of Gladden et al. [80],

who presented velocity fields in the vicinity of a Taylor bubble. The present study is the

first to apply ultra-fast MRI imaging towards the characterisation of dispersed bubbly

flow.

1.5 Scope of thesis

The subject of the present thesis is the use of magnetic resonance imaging (MRI) to fully

characterise a bubbly flow system for the entire range of voidages for which dispersed

bubbly flow is possible. In doing so, the instantaneous position, size, and shape of the

bubbles (which will in turn yield a measure of the bubble size distribution and interfacial

area) are measured, together with the liquid phase hydrodynamics. The primary goals

of this thesis are to develop MRI techniques for the measurement of these data, and

10



to apply the developed methodologies towards the hydrodynamic characterisation of a

model bubbly flow system.

The specific goals of the present thesis are as follows:

(i) Attempt the first application of ultra-fast MRI to bubbly flow systems.

(ii) Develop experimental MRI methodologies for the measurement of bubble size, in-

terfacial area and quantitative velocity fields in high voidage systems.

(iii) Use drift-flux analysis in combination with the above measurements to hydrody-

namically characterise the examined bubble column.

(iv) Apply the newly developed MRI techniques to the study of single bubble dynamics.

This body of work is structured as follows:

Chapter two gives the background and theory of MRI, with particular focus paid to

ultrafast imaging sequences, and quantitative flow measurement using MRI. The tech-

niques discussed in this section represent the status quo of MRI, and provide the basis

for the development of measurements specifically for application to bubbly flow.

Chapter three describes the first application of ultrafast MRI to bubbly flow. The chal-

lenges associated with imaging this system are established, and a velocity measurement

technique which addresses some of these problems is proposed.

Chapter four selects an optimal MRI protocol for the visualisation of high shear sys-

tems, such as bubbly flow. The implementation of this technique is described, and a

velocity measurement variant is proposed. The effect of fluid flow and shear on the

chosen technique are quantified, and the technique is then demonstrated on an example

high-shear system. Finally, high-temporal resolution velocity imaging using a compressed

sensing reconstruction is demonstrated.

Chapter five shows the application of the selected MRI protocol to bubbly flow for the

quantification of bubble size, interfacial area and liquid phase velocity fields. Particular

focus is given to procedures for the automation of data analysis, and the limitations of

the MRI measurements.
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Chapter six examines single bubble dynamics, with the goal of validating a model for

single bubble terminal velocity for use with drift-flux analysis. In doing this, a new ex-

perimental procedure for determining the 3D shape of rising single bubbles is described,

and employed close to a singe bubble rise model. Additionally classical models for bubble

shape oscillation are compared to the reconstructed bubble shapes.

Chapter seven characterises the hydrodynamics of the model bubble column using

drift-flux analysis. In doing this, the MRI measurements of bubble size and shape are

employed, as is the single bubble rise model previously validated. The accuracy and

limitations of drift-flux analysis in application to the present system are assessed.

Chapter eight examines the dynamics of single bubble wakes using the previously de-

veloped velocity measurement technique. Both freely rising bubbles, and bubbles held

static in a contraction against a downward flow are examined, and the influence of the

bubble wake upon single bubble behaviours is discussed.

Chapter nine gives conclusions and recommendations for future work.
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Chapter 2

MRI Theory

In late 1945, a group of researchers at Harvard University, lead by Purcell [1], almost

simultaneously with Bloch [2] and contemporaries working independently at Stanford

University, showed that certain nuclei could absorb and subsequently emit radiofre-

quency (r.f.) energy when placed in a magnetic field at a certain nuclei-specific strength.

These were the first observations of the phenomenon known as nuclear magnetic reso-

nance (NMR). Purcell and Bloch were awarded the Nobel prize for their discovery in

1952, which has since developed into a routine technique for chemical analysis. In 1973,

Lauterbur [3] and Mansfield and Grannell [4] showed that by application of a spatially

variable magnetic field, the position of the emitting nuclei could be determined. This was

the foundation of magnetic resonance imaging (MRI). Mansfield subsequently developed

MRI for applications in medicine [5], and MRI has since become one of the most potent

medical diagnostic tools available today. Most recently, MRI has emerged as a useful tool

for research in the natural sciences and engineering, where it is enabling measurements

unavailable to previous generations of researchers.

In this chapter the basic principles of MRI are introduced. In doing this, the underlying

science of NMR is firstly discussed. Initially quantum mechanics are used to describe the

physical basis of these measurements, however the more intuitive vector model is then

adopted as a full quantum mechanical description of MRI is beyond the scope of this

thesis. Particular emphasis is given to fast imaging protocols, as the imaging of highly
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dynamic bubbly flow is the object of the present work. Only a basic introduction is

given to each technique in this section, with further analysis of the employed techniques

given, as relevant, in subsequent chapters. A full treatment of the theory described in

this chapter is given by standard texts such as those of Callaghan [6], Levitt [7] and

Haacke [8].

2.1 Basic principles of NMR

2.1.1 Zeeman splitting

Nuclear spin is an intrinsic property of sub-atomic particles. While spin is not produced

by the physical rotation of a particle, it does possess a form of angular momentum. Spin

angular momentum is described by the spin quantum number, I, and is quantised in

increments of 1
2
. A particle can adopt one of the 2I + 1 energy levels between −I and

I, which are, in the absence of an external field, degenerate (that is, all energy levels are

of equal energy and thus have the same likelihood of occurring). If a magnetic field is

applied, however, this degeneracy is broken, and each of the 2I + 1 states have a slightly

different energy. This phenomenon is known as Zeeman splitting. Transition between

two non-degenerate states is possible by absorption or emission of a photon of energy:

∆E =
1

2π
hγB0 (2.1)

where h is Planck’s constant (6.63 × 10−34 J s−1), γ is a nuclei-specific constant of pro-

portionality known as the gyromagnetic ratio (4257 Hz G−1 for 1H), and B0 is magnetic

field strength. A hydrogen nucleus, for example, has I = 1
2

and can take one of two

energy levels (±1
2
). A Zeeman diagram for this nucleus is shown in Figure 2.1.
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Figure 2.1: Zeeman diagram for a spin-1
2

nuclei. The lower energy state is slightly
more populous than the higher energy state. Absorption or emission of a photon of the
appropriate energy is required for transition between the two states.
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Zeeman splitting is responsible for the manifestation of NMR on a macroscopic level, as

it is the difference in energy level populations that is detectable. Thus NMR signal can

only be received for nuclei with I 6= 0. While several common nuclei such as 12C, 14N and
16O cannot be studied using NMR for this reason, most such nuclei do have an isotope

which is NMR active. These isotopes tend to have low natural abundances (for example

only 1.07% of carbon naturally exists as 13C), which renders the signal-to-noise ratio of

the experiments problematic. In the present thesis, only 1H and 19F will be considered,

both of which exhibit natural abundances of 100%.

For a system with I = 1
2
, the population of spins in either state at thermal equilibrium

is given by a Boltzmann distribution:

N−1/2

N1/2

= e−∆E/kT (2.2)

where k is Boltzmann’s constant (1.38 × 10−23 J K−1), and T is absolute temperature.

The majority of experiments in the present thesis are performed at 9.4 T (equivalent to a

proton resonance frequency of 400 MHz) and 20 ◦C. Under these conditions equation (2.2)

predicts a relative difference in high and low energy populations of approximately 1×10−5.

While this population divide is very small, and imposes an inherent limit to the sensitivity

of NMR experiments, the large number of molecules in a sample (one teaspoon of water

contains on the order of 3× 1023 protons) renders a net signal detectable.

2.1.2 Bloch vector model

As we are considering a signal averaged over a large ensemble of spins, the net magnetic

moment may be considered to be a vector, and described in classical terms. Analogous

to classical angular momenta, the bulk magnetisation vector may be described as:

dM

dt
= M× γB (2.3)

where B is a magnetic field vector and t is time. This description of spin precession is

known as the Bloch vector model. For a static field, B0, equation (2.3) may be rewritten

as:

ω0 = γB0 (2.4)
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where ω0 is known as the Larmor frequency. This is the basic equation of NMR, and

reflects that spin precession frequency about a magnetic field is directly proportional to

field strength.

In NMR, a strong, static magnetic field, which in the present study is always aligned

with the vertical z-axis, is used for spin polarisation as described above. The NMR sig-

nal is detected by electromagnetic induction in a coil surrounding the precessing spins

(as described in more detail in Section 2.1.3). For signal detection, therefore, it is neces-

sary that the spin precession contains some transverse plane component such that there

is motion of the net magnetisation vector with respect to the receiver coil. In order to

generate this transverse plane magnetisation, the spins must be disturbed from thermal

equilibrium with the polarisation field. This is achieved by application of a second mag-

netic field (in practice a pulse of radiofrequency radiation), which will be referred to

as B1. It is important that B1 oscillates in resonance with the precession of the spins

about B0, such that the simultaneous precession about B1 tips the magnetisation vector

into the transverse plane. These short bursts of B1 are hereafter be referred to as ‘r.f.

pulses’. It is convenient to consider the effect of r.f. pulses in a frame of reference where

the observer is rotated about the axis of the polarisation field at the Larmor frequency.

In this so-called ‘rotating frame’, an r.f. pulse is seen to induce a circular precession

about the axis along which the pulse was applied. The concept of the rotating frame is

demonstrated in Figure 2.2.

B0 B1
B0 B0 B1

a) b) c)

Figure 2.2: The behaviour of the net magnetisation vector, M, in different reference
frames. a) In the laboratory frame M precesses about B0 at the Larmor frequency.
b) Upon application of an r.f. pulse, B1, M precesses simultaneously about both B1 and
B0 in the laboratory reference frame. c) In the rotating frame the precession about B1

can be viewed in isolation of that about B0.

By carefully controlling the duration of an r.f. pulse the extent of the precession about B1

can be limited, and it is possible to control the final position of the magnetisation vector

such that the angle of rotation from the polarisation axis is given by θ = γB1tpulse. A
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pulse which tips the vector through some angle 0 < θ < 180◦, such that some component

of the magnetisation is contained in the transverse plane, as shown in Figure 2.3 a), is

known as an excitation pulse. In quantum mechanical terms, this pulse provides the

energy ∆E necessary to induce a transition between spin states for some spins in the

system, with the subsequent release of energy corresponding to the return to thermal

equilibrium (known as relaxation, which is discussed with regard to the vector model in

Section 2.1.4). Subsequent to an excitation pulse, a pulse which tips the vector through

180◦, as shown in Figure 2.3 b), is known as a refocusing pulse, which is useful for the

formation of ‘echoes’, as discussed in detail in Section 2.1.5.

a) b) c)

Figure 2.3: Demonstration of a) a 90◦ ‘excitation’ pulse and b) 180◦ ‘refocusing’ pulse.

2.1.3 Signal detection

Following an excitation pulse, M precesses freely at the Larmor frequency in the trans-

verse plane. In the laboratory frame, and in the absence of relaxation effects (described

in Section 2.1.4), this precession may be described for a 90◦ pulse as:

Mx,y(t) = M0 cosω0t+ iM0 sinω0t (2.5)

where M0 is the bulk magnetisation at thermodynamic equilibrium. Note that complex

notation has been used as it is a convenient method of describing motion in a 2D plane.

Equation (2.5) may be rewritten as:

Mx,y(t) = M0eiω0t (2.6)

This precession induces a voltage (directly proportional in magnitude to Mx,y) in a coil

surrounding the sample. This signal is heterodyned with two reference signals 90◦ out

of phase with each other such that both ‘real’ and ‘imaginary’ components of Mx,y are

sampled (known as quadrature detection), and only an offset frequency ∆ω = ω0 − ωr
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need be considered (effectively transforming the acquired signal into the rotating frame).

The NMR signal is therefore given by:

S(t) ∝M0eiφrei∆ωt (2.7)

where φr is the (arbitrary) receiver phase. For the identification of resonant frequencies

present in a sample it is convenient to transform the time-domain signal to the frequency

domain via a Fourier transform:

S(ω) =

∫ ∞
−∞

S(t)ei2πωtdt. (2.8)

For a simple experiment consisting of a single excitation pulse, the magnetisation decays

exponentially, as discussed in Section 2.1.4. The induced signal in this case is known as

a free induction decay (FID). A so-called ‘pulse-sequence’ diagram for the acquisition of

an FID, and the corresponding spectrum are shown in Figure 2.4.

time frequency

Fourier transform

o90

ω0

Figure 2.4: A pulse sequence diagram for a simple pulse-acquire experiment, which leads
to the generation of an FID. This signal may be Fourier transformed to yield a frequency
distribution.

In practice the NMR signal must be digitally sampled at a given rate. The time between

sampling each complex data point is known as the dwell time (td), which corresponds to

frequencies sampled over a window (known as the ‘spectral width’) of 1/td. In accordance

with the Nyquist-Shannon sampling theorem, the spectral width must be at least twice

the maximum frequency present in the signal under detection. It is common to repeat

the acquisition of a signal multiple times in order to improve the signal-to-noise ratio

(the signal scales with the number of experiments, n, while the noise scales with
√
n).

In performing this signal averaging it is possible to vary the phase of the r.f. pulses and

receiver for the removal of some NMR artefacts. This process is known as phase cycling,

and is discussed in Section 2.1.7.
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2.1.4 Relaxation

In quantum mechanical terms, an excitation pulse provides the energy ∆E necessary

to induce a transition between spin states, with the subsequent release of this energy

corresponding to the return to thermal equilibrium. The mechanisms of the release of

this energy are known as relaxation.

Spin-lattice relaxation

Excited spins return to alignment with the polarisation field via a process known as T1

or ‘spin-lattice’ relaxation, which describes the exchange of energy between the spins and

surrounding molecules. This mode of relaxation is described by:

dMz

dt
=
−(Mz −M0)

T1

(2.9)

where Mz is the z component of the magnetisation and T1 is a time constant describing

the rate at which Mz relaxes. The solution of equation (2.9) is:

Mz(t) = Mz(0)e−t/T1 +M0

(
1− e−t/T1

)
. (2.10)

Following a 90◦ excitation pulse (Mz(0) = 0), the time-constant T1 represents the time

for 63% of the magnetisation to return to equilibrium with B0. Spin-lattice relaxation is

related to the rate of molecular tumbling within the sample, with the motion of each in-

dividual spin generating a local magnetic field that interacts with the surrounding spins.

Those molecules tumbling close to the Larmor frequency, therefore, interact more strongly

with spin precession. For this reason, T1 is seen to decrease with an increasing rate of

molecular tumbling, and therefore decreases with increasing temperature, and is smaller

for liquids than solids. Additionally, the introduction of paramagnetic ions to a system

(that is, ions with a valance band structure that generates a permanent magnetic dipole)

also decrease T1 as these ions generate strong localised magnetic fields during molecular

tumbling. Further discussion of the physics underlying T1 relaxation is given by Levitt [7].

The T1 relaxation constant may be quantified using a variety of methods, which are

well reviewed by Fukushima and Roeder [9]. The most common approach is known as

inversion-recovery. This technique employs an initial 180◦ pulse to invert the magnetisa-

tion, followed by a 90◦ pulse to return the magnetisation to the x − y plane after some

time τ . Upon application of the initial condition equation Mz(0) = −M0 and evaluated
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at t = τ , equation (2.10) reduces to:

Mz(τ) = M0

(
1− 2e−τ/T1

)
. (2.11)

Thus, for a series of FIDs acquired at different values of τ , equation (2.11) may be

fitted to provide a value of T1. A pulse-sequence for the inversion-recovery technique

is given in Figure 2.5. Prior to each measurement, it is important that all longitudinal

magnetisation is allowed to recover to equilibrium. According to equation (2.11) a time of

5T1 is sufficient for this, which provides a recovery of 98.7% of Mz. An interesting feature

of this technique is that T1 may be obtained from a single point measurement from the

time at which the signal changes from negative to positive (i.e. Mz(τ) = 0) [6]. At this

point, equation (2.11) gives that T1 = 1.443τ . Known as inversion-nulling, this method

provides a reasonable estimate of T1, however it relies upon the accurate generation of

a 180◦ pulse and becomes convoluted for multicomponent spectra. It is important to

note that inversion-null also forms the basis of a signal suppression technique, wherein

magnetisation of a certain nuclei can be saturated by application of a 180◦ pulse at a

time 0.6931T1 prior to the imaging sequence.

time

o
90

o
180

τ

Figure 2.5: The inversion-recovery pulse sequence used for the measurement of T1. FIDs
are measured for several values of τ such that equation (2.11) may be fitted to determine
T1.

Alternatively, T1 may be measured by the saturation recovery sequence, which employs

a train of 90◦ pulses such that no net magnetisation exists at t = 0. The evolution of

Mz may then be observed by application of an additional 90◦ pulse at a time τ . The

principle advantage of the saturation recovery is that it removes the necessary waiting

period between each measurement as all longitudinal magnetisation is destroyed at the

beginning of the sequence. Applying the initial condition Mz(0) = 0 to equation (2.10)

provides:

Mz(t) = M0

(
1− e−t/T1

)
. (2.12)

27



Spin-spin relaxation

While T1 relaxation governs the return of Mz to thermal equilibrium, the transverse

plane components of the magnetisation, Mx and My also undergo relaxation. Known as

T2 or ‘spin-spin’ relaxation, this phenomenon is caused by the slightly different Larmor

frequency exhibited by each individual spin, as each nuclei is exposed to a local magnetic

field influenced by the tumbling of surrounding molecules. This has the influence of

dephasing spin precession for the ensemble of spins, and leads to a decay of the net

transverse plane magnetisation:

dMx,y

dt
= −Mx,y

T2

(2.13)

where T2 is a time constant describing the rate of coherent magnetisation decay due to

spin-spin relaxation. The solution to equation (2.13) is:

Mx,y(t) = Mx,y(0)e−t/T2 . (2.14)

Note that T2 relaxation is irreversible, and always occurs at a rate faster than T1 as

only the z-component of the magnetic fields generated by molecular tumbling influence

T1, whereas T2 is affected by both transverse plane components. An additional source

of T2 style dephasing exists in that, in practice, it is difficult or impossible to render

B0 perfectly homogeneous, and thus spins in different spatial locations will be subject

to different Larmor frequencies. A time constant T ′2 can be identified with the rate of

dephasing due to B0 inhomogeneity, which allows the total apparent dephasing to be

defined as:

1

T ∗2
=

1

T ′2
+

1

T2

. (2.15)

For a homogeneous field, T ∗2 approaches T2. The rate of T ∗2 decay can be estimated for

a single peak from the frequency-domain line width for a pulse-acquire experiment, as

it is predominately this factor which generates a distribution of frequencies around the

resonance frequency. Assuming the peak to approximate a Lorentzian distribution (i.e.

that it is the Fourier transform of only an exponential decay), T ∗2 can be calculated using:

T ∗2 =
1

π∆v
(2.16)

where ∆v is the width of the peak at half of its height. A technique for measuring T2 in

isolation of T ∗2 is described in Section 2.1.5. Including the effects of signal attenuation
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due to T ∗2 , the NMR signal given in equation (2.7) becomes:

S(t) ∝M0eiφei∆ωte−t/T
∗
2 . (2.17)

2.1.5 Echoes

Spin echoes

Relaxation times are important parameters for consideration in planning any NMR ex-

periment as they dictate the total time available for signal encoding and acquisition.

In particular, T ∗2 can impose challenging short timescales. In practical NMR experi-

ments it is common to manually manipulate B0 using a secondary ‘shim’ magnetic field

to minimise the degree of magnetic field heterogeneity, however, it is often difficult or

impossible to render B0 homogeneous for samples which contain many phase interfaces

between materials of different magnetic susceptibility (which therefore generate signifi-

cant B0 heterogeneity). This is a potential problem for application of NMR and MRI

to bubbly flow, as there exists a strong magnetic susceptibility difference between water

and air [10].

An important tool in NMR, which somewhat overcomes this problem, is the spin-echo.

Spin-echoes were discovered accidentally in 1950 by Hahn [11], who was experimenting

with the effects of multiple sequential pulses in NMR. A spin-echo is achieved by ap-

plication of a 180◦ refocusing pulse at a time τ subsequent to the initial 90◦ excitation.

This second pulse rotates the magnetisation about the axis along which it was applied

into the opposite half of the transverse plane; inverting the in-phase components of the

magnetisation vector while maintaining the position of the dephased magnetisation vec-

tors relative to each other. Whilst the magnetisation is now a mirror image of what

it was prior to the refocusing pulse, the magnetic field inhomogeneities responsible for

the dephasing effect are not altered. Thus, the inhomogeneity now acts to rephase the

magnetisation, and after an additional period τ , the magnetisation regains coherence and

an echo is produced. The period of 2τ between initial excitation and echo formation is

know as the echo time. This procedure is illustrated in Figure 2.6 together with a pulse

sequence for the generation of a spin-echo.

Using spin-echoes it is possible to measure the rate of T2 decay in isolation of T ∗2 . This

is achieved by measuring the signal attenuation associated with echoes of varying echo

time. This approach, however, assumes that the B0 inhomogeneity experienced by any
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Figure 2.6: a) Pulse sequence for the formation of a spin-echo and b) demonstration of
the behaviour of the magnetisation vector during this pulse sequence. The magnetisation
is disturbed from thermal equilibrium (1) by an excitation pulse, which tips it into the
transverse plane (2) where it precesses at the Larmor frequency. Due to off-resonance
effects (B0 inhomogeneity and chemical shift) the magnetisation dephases over time,
which can be thought of as a broadening of the magnetisation vector (3). At some time τ
after the excitation pulse, a refocusing pulse is applied, which imparts a 180◦ phase shift
to the spins (4). The off-resonance effects act on the dephased magnetisation in the same
manner as they did before the refocusing pulse, which now rephases the magnetisation (5).
At a time 2τ after the excitation pulse, the magnetisation regains phase coherence (6),
before beginning to dephase again. The signal that is formed during this magnetisation
refocusing is known as a spin-echo.
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given spin does not change during the echo time. If the molecules move within B0 (due

to either convection or diffusion), the rephasing following the refocusing pulse will not

exactly cancel the dephasing prior to the pulse, resulting in a net signal loss. This

problem is overcome using the CPMG sequence [12, 13], which uses a train of 180◦ pulses

with a very short echo-time such that the magnetisation is continuously being refocused.

A pulse sequence for a standard CPMG experiment is shown in Figure 2.7. While the

echo-time is held constant for this experiment, the total time for dephasing is varied by

changing the number of echoes, N . Thus, following a 90◦ pulse (Mx,y(0) = M0), T2 may

be quantified by application of equation (2.14):

Mx,y(2Nτ) = M0e−2Nτ/T2 . (2.18)

time

o90 o180

τ

o180 o180

τ τ τ τ τ

Envelope of decay

due to T2

Refocused N times

Figure 2.7: The CPMG pulse sequence. A train of refocusing pulses is used to contin-
ually refocus off-resonance effects, while maintaining a short echo time such that signal
attenuation due to diffusion or flow is minimised. The total time for T2 dephasing can
be varied by the number of refocusing pulses, N .

It is important to note that echo formation is not limited to 180◦ refocusing pulses, but

may be instigated by a pulse of almost any size. This occurs as a distribution of tip

angles are imparted to a spin ensemble following any pulse, and some of these will lead

to magnetisation refocusing. While the Bloch vector model begins to break-down in sit-

uations such as this, where the net magnetisation vector is no longer representative of

individual spins, an interpretation of the behaviour of the vector is provided by Hen-

nig [14]. The formation of echoes from any combination of pulses is an important factor

for consideration in the design of pulse sequences which make use of multiple sequential

pulses, as any combination of these pulses can give rise to the formation of echoes. These

echoes are often undesirable, and must be actively suppressed by either phase cycling

(see Section 2.1.7) or spoiling (see Section 2.2.3) to prevent them from interfering with

the desired signal. The formation of these echoes can be tracked by construction of a

phase coherence diagram, as discussed by Keeler [15].
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Stimulated echoes

A stimulated echo is a special case of multiple-pulse phase coherence. It is formed fol-

lowing the application of three sequential 90◦ pulses. As shown in Figure 2.8, a 90◦

excitation pulse is followed by a 90◦ refocusing pulse and some time τ . This has the

effect of storing the z component of the dephased magnetisation along the longitudinal

axis. This process does not lend itself to depiction with the vector model depiction, as

the phase of the spins is preserved despite the net magnetisation vector being aligned

with the longitudinal axis. While stored in this state, the magnetisation will not dephase

any further due to off-resonance effects. This magnetisation can be held like this for some

period of time Tstore, during which it only undergoes relaxation only due to T1. This is

useful for situations in which T1 � T2. This stored magnetisation can be returned to

the transverse plane by application of an additional 90◦ refocusing pulse. Note that as

the magnetisation is stored in its dephased state, following the final refocusing pulse it

will rephase over a period of τ for the formation of a ‘stimulated echo’. A complication

exists in that spin-echoes can also form from any combination of the three pulses used

for the stimulated echo. For this reason it is common to dephase all transverse plane

magnetisation following the first refocusing pulse using a spoiler gradient (described in

Section 2.2.3), as shown in Figure 2.8.

o90

time

r.f.

spoiler

o90 o90
τ τTstore

a)

Figure 2.8: The formation of firstly a stimulated echo from three 90◦ pulses. The mag-
netisation is disturbed from equilibrium with an excitation pulse, after which it dephases
in the transverse plane under the influence of off-resonance effects. By application of an
additional 90◦ pulse some component of the magnetisation is returned to the longitudi-
nal direction in a dephased state. Note that the retention of phase information for spins
aligned with the longitudinal axis is difficult to represent with the vector model. After
some storage time, Tstore, during which the system only undergoes T1 relaxation, the
magnetisation can be returned to the transverse plane by application of a final 90◦ pulse.
This dephased magnetisation then rephases to form a stimulated echo. It is common to
suppress spin-echo formation in this process using a spoiler gradient prior to the third
pulse.
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2.1.6 Chemical shift

Atoms in different parts of a molecule may be subject to different chemical environments.

These effects are extremely subtle, with slight changes in the number and position of

orbiting electrons having an influence. The effect of this slightly different chemical en-

vironment is to slightly alter the Larmor frequency of not only elements but specific

functional groups. This effect renders NMR a very useful tool for chemical analysis, as

each functional group and molecular arrangement holds a unique chemical finger-print.

As the present study focuses only on systems containing a single resonant frequency,

the effect of chemical shift will not be dwelt upon. The interested reader is directed to

standard texts on NMR spectroscopy, such as that of Keeler [15].

2.1.7 Phase cycling

Phase cycling is an NMR technique by which the pulse and receiver phases are varied

over several repeat experiments (in which the signal is averaged) to allow some sources of

NMR artefacts to cancel themselves out. While phase cycling has not been extensively

employed in the present thesis (signal averaging was not possible due to the highly tran-

sient nature of the systems being examined), it remains an important consideration in

the application of many NMR and MRI measurements. The principle of phase cycling

is best demonstrated by description of a basic phase cycle. Consider, therefore, a simple

two-step phase cycle used for correction of a direct current (D.C.) offset artefact. This

artefact is generated by the real and imaginary components of the signal being acquired

with different, non-zero baselines. These baselines have the effect after Fourier transfor-

mation of generating a high intensity pixel at the zero-frequency point at the centre of the

spectra. The two-step phase cycle simply acquires two signal averages with a 180◦ offset

in both receiver and pulse phases, as shown in Table 2.1. The signal between these two

scans therefore adds constructively, while the baseline (which is generated by the elec-

tronics, and therefore independent of pulse phase) is cancelled out between the two scans.

Table 2.1: Phase cycle for the removal of a D.C. artefact.
Scan Pulse phase Receiver phase

1 0◦ 0◦

2 180◦ 180◦

Another common phase cycle is known as cyclically ordered phase sequence (CYCLOPS) [16],

which removes the quadrature artefact caused by imbalances between real and imaginary

channels. It achieves this by acquiring four scans with an increment of 90◦ in both pulse
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and receiver phase, such that both real and imaginary components of the magnetisation

are sampled equally by both receiver channels. This phase cycle is summarised in Ta-

ble 2.2.

Table 2.2: Pulse and receiver phases for the CYCLOPS phase cycle.
Scan Pulse phase Receiver phase

1 0◦ 0◦

2 90◦ 90◦

3 180◦ 180◦

4 270◦ 270◦

The final phase cycle which is commonly used in imaging is known as exorcycle [17]. This

phase cycle is used with spin-echo based measurements, and greatly minimises the effect

of imperfect excitation or refocusing pulses caused by B1 heterogeneity, which can lead to

the formation of an FID from the refocusing pulse. Over four signal averages, exorcycle

increments the refocusing pulse phase by 90◦, while inverting the receiver phase, as shown

in Table 2.3. This has the effect of preserving only magnetisation excited by the original

90◦ pulse.

Table 2.3: Pulse and receiver phases for the exorcycle phase cycle.
Scan 90◦ pulse phase 180◦ pulse phase Receiver phase

1 0◦ 0◦ 0◦

2 0◦ 90◦ 180◦

3 0◦ 180◦ 0◦

4 0◦ 270◦ 180◦

Note that different phase cycles can be ‘nested’ within each other to combine effects.

Phase cycling is a powerful tool, and can be used to great effect in both imaging and

spectroscopy. The interested reader is directed to the review of Kingsley [18]

2.2 Principles of MRI

The present study is primarily concerned with the production of images by NMR, which

is a field known as magnetic resonance imaging (MRI). MRI is enabled by applying

a magnetic field gradient such that the precession frequency of spins in the sample is

spatially dependent, and thus the frequency distribution of the received signal (obtained

by Fourier transform) reveals the position of the spins. In the presence of a constant
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gradient, equation (2.4) may be written as:

ω(r) = γ(B0 + (G · r)) (2.19)

where G = ∇B and r is the position vector [x y z]. A demonstration of this principle is

shown in Figure 2.9.
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Figure 2.9: The basic principle of MRI. Consider: a) a phantom of two half-filled test
tubes. b) In the absence of magnetic field gradients only the distribution of frequencies
(generated by T ∗2 relaxation) about Larmor frequency is present in the measured fre-
quency distribution. If, however, B is rendered variable in c) x or d) z directions, the
frequency distribution reveals a one dimensional projection of the sample. Note that the
same line broadening effect seen in b) is present in the spatially encoded images. In this
way, an unencoded spectra can yield a point spread function for an image.

After equation (2.7), the signal detected from an element of volume dV at position r is:

dS(G, t) ∝ ρ(r)dV eiω(r)t (2.20)

where ρ(r) is defined as the spin-density distribution. For the signal intensity to be

quantitatively representative of the number of spins it is necessary to determine the

constant of proportionality, which may be achieved using reference scans of a sample of

known volume. For convenience, we shall presently neglect this constant. Additionally,

we will assume the signal to be heterodyned at a reference frequency of γB0. Equation

(2.20) may then be integrated over the entire sample volume to yield:

S(G, t) =

∫∫∫
ρ(r)eiγG·rtdr. (2.21)

35



Mansfield and Grannell [4] recognised that this equation is of the form of a Fourier

transform. They thus introduced the concept of k-space, which has developed into a

useful and powerful tool for the design of imaging protocols. The reciprocal space vector,

k, is defined as:

k =
γGt

2π
(2.22)

or in the presence of a time-varying gradient:

k =
γ

2π

∫
G(t)dt. (2.23)

Substituting equation (2.22) into equation (2.21) gives:

S(k) =

∫∫∫
ρ(r)ei2πk·rdr (2.24)

with the equivalent Fourier pair:

ρ(r) =

∫∫∫
S(k)e−i2πk·rdk. (2.25)

Hence by sampling k-space, a map of spin density (i.e. an image) may be produced by

inverse Fourier transform. Equations (2.24) and (2.25) do not account for relaxation,

which can have a strong influence and introduce (either desirable or otherwise) contrast

to an image. Note that this image is complex: the magnitude of the signal present in each

pixel is given by the image modulus, while the argument contains any phase information

(other than that used for image encoding) accrued by the spins. The image argument, or

‘phase image’, therefore provides a very useful basis for encoding additional information

into an MRI image. In particular, it can be used for velocity encoding for the quantitative

imaging of flow, which is discussed in Section 2.3.

2.2.1 Image encoding and k-space

At first glance, k-space seems an abstract concept. In this section, the subtleties of k-

space, and its usefulness in planning an MRI experiment are explored. k-space represents

the mathematical domain in which MRI signals are acquired; images are reconstructed

from k-space by Fourier transformation. The same number of Fourier coefficients must

be sampled in k-space as will be present in the final image, and it is common practice to

sample images to an 2N × 2M grid, such that images may be reconstructed in a compu-
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tationally inexpensive manner using a fast-Fourier transform (FFT) [19]. Figure 2.10 a)

shows an example of a k-space raster, with the corresponding b) modulus and c) phase

images. The slight variation across the phase image is due to the presence of B0 hetero-

geneity. As k-space is the reciprocal of true space, the field-of-view (FOV) of an image is

determined by the spacing between adjacent points in k-space while the image resolution

is determined by the breadth of k-space that sampled. If the sampling increment in k-

space is too large, and hence the image FOV too small for the sample under examination

(i.e. the Nyquist-Shannon sampling theorem is being violated), aliasing will occur, with

the signal outside of the FOV being misregistered to the opposite side of the image, as

shown in Figure 2.10 d). This is known as the ‘fold-over’ artefact, which imposes a limit

to the minimum FOV of MRI images. The centre of k-space contains all low resolution

information (i.e. the bulk of the image intensity) while the edges of k-space contain high

spatial frequency data (i.e. image edges). This is demonstrated in Figure 2.10 e) and f),

where images reconstructed from only the low and high spatial-frequency coefficients are

reconstructed.

For the sampling of all Fourier coefficients in a k-space raster, k-space must be traversed

to the location of each coefficient and the NMR signal acquired. In accordance with equa-

tion (2.23) the two parameters which may be varied for the navigation of k-space are t and

G(t). Applying a known gradient for a fixed period of time has the effect of imparting a

spatially-dependent phase shift to the spins (i.e. dephasing the net spin ensemble, which

is only totally in-phase at the centre of k-space). This is known as ‘phase encoding’.

Sampling the NMR signal following a phase encode allows a single Fourier coefficient to

be measured. To sample the entire k-space raster in this way is time-consuming, and it

is possible to acquire continuously during the application of an image encoding gradient;

sampling Fourier coefficients at the spectral frequency of the image. This is known as

‘frequency encoding’. A mixture of phase and frequency encoding are often employed,

with each technique used to encode separate, perpendicular directions. By convention,

the phase encoding is used in the ‘phase direction’, and frequency encoding is used in the

‘read direction’.

A ‘gradient echo’ is a k-space sampling strategy wherein an entire line of k-space is sam-

pled using frequency encoding. For the formation of a gradient echo the magnetisation

is initially dephased (k-space is traversed to its outer edge) and subsequently rephased

and dephased again while complex Fourier coefficients are sampled at td intervals. This

concept is demonstrated with the corresponding pulse sequence in Figure 2.11 a). The
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e) f)
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Figure 2.10: a) An example k-space raster with the b) modulus and c) phase of a two-
dimensional Fourier transform of these data. d) The same image reconstructed using
only every other Fourier coefficient in one direction. This has the effect of halving the
field-of-view, which leads to aliasing of the spatial frequencies. e) the modulus image
reconstructed using only the 100 central k-space points, and f) all but the 100 central
points. This reflects that the majority of image intensity is contained in the centre of
k-space, while progressively further in k-space must be sampled to enable higher spatial
resolutions. These data are from M. Lustig’s open source sparse MRI reconstruction
package [20].

final tool used for motion in k-space is the spin-echo. As discussed in Section 2.1.5, the

refocusing pulse associated with a spin-echo applies a 180◦ phase shift to all spins in

the sample. This has the effect of flipping spatial encoding to the opposite quadrant of

k-space, as shown in Figure 2.11 b). Note that while the refocusing of off-resonant effects

associated with a spin-echo occurs independent of position in k-space, it is common to

time pulse sequences such that the spin-echo refocusing coincides with a gradient echo

refocusing, such that the highest power signal contains minimal phase artefacts, and to

apply a convenient apodisation function to the edges of k-space.

Many MRI techniques, or ‘pulse-sequences’, exist which make use of varying combinations

of the above tools. For example, the spin-warp sequence [21], which is routinely used in

medical applications, samples k-space using spin-echoes, as shown in Figure 2.11 b), with

slice selection performed on the refocusing pulse (described in detail in Section 2.2.2).
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Figure 2.11: a) Pulse sequence and k-space raster for acquiring a line of k-space using a
gradient echo. The magnetisation is initially dephased, prior to being re- and dephased
again during signal acquisition. b) Pulse sequence and k-space raster for acquiring a
line of k-space using a spin echo. The magnetisation is dephased, prior to a 180◦ phase
shift being imparted by the refocusing pulse. The line of k-space is then read-out using
a gradient echo. The refocusing of the spin-echo is timed to coincide with sampling the
lowest spatial frequency Fourier coefficients.

Alternatively, the sequence ‘fast low angle shot’ (FLASH ) [22], uses only gradient echoes,

as shown in Figure 2.11 a), with slice selection performed on low tip angle excitation pulses

(FLASH is discussed in detail in Section 2.4.1). The field of view of images acquired in

a rectilinear fashion such as this is given by the reciprocal of the sampling increment in

k, and is therefore equivalent to:

FOVread =
2π

γGreadtd
(2.26)

in the read direction, and:

FOVphase =
2π

γGinctp
(2.27)

in the phase direction, where Gread is the gradient strength used in the read direction,

Ginc is the increment in gradient strength used in the phase direction, and tp is phase

encoding time. There exist many other pulse sequences, each with their own benefits and

disadvantages. A discussion on the most appropriate pulse sequence for application to

bubbly flow is presented in Section 2.4.
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2.2.2 Slice selection

In all earlier discussion of excitation and refocusing r.f. pulses, it has been assumed

that the pulse affects all spins in the sample identically. This is achieved in practice by

application of a short duration (and hence wide bandwidth), high-power ‘hard’ pulse.

It is, however, desirable to also be able to selectively excite a small frequency range

of spins. This is useful for exciting spins with a certain chemical shift (for chemically

selective NMR), or, if a magnetic field gradient is used simultaneously to the r.f. pulse to

render precession frequencies spatially dependent, for excitation of a specific slice of the

sample. A so-called ‘soft’ pulse is of relatively low power and long duration, such that

only a narrow band of frequencies, ∆ωs, are excited. The thickness of the excited slice is

then given by:

∆z =
∆ωs

γGs

(2.28)

where Gs is the gradient strength used for slice selection.

The gradient used for slice selection will also act like an image encoding gradient, and

begin to dephase any magnetisation that exists in the transverse plane. For slice se-

lective excitation pulses, it is therefore necessary that this magnetisation be rephased

before continuing with the pulse sequence. In doing this, it can be assumed that the

magnetisation reaches the transverse plane half-way through the soft excitation pulse.

The change in k due to the slice gradient from this point must therefore be balanced by

a slice refocusing gradient. In practice, it is common to simply include a gradient of half

the duration and equal magnitude, but opposite direction, to the slice encoding gradient.

An example refocused slice gradient for a soft excitation pulse is shown in Figure 2.12 a).

An additional slice refocusing gradient is commonly not necessary for a refocusing pulse,

as the dephasing that occurs during the first half of a refocusing slice gradient is balanced

by the refocusing that occurs when the magnetisation undergoes a 180◦ phase inversion.

For this reason, some 180◦ pulses are said to be ‘self-refocusing’. An example waveform

for a slice selective refocusing pulse is shown in Figure 2.12 b).

The shape of the excited slice can be controlled by applying a pulse with the form of the

appropriate Fourier pair. It is commonly desirable to obtain a rectangular slice excitation

profile, the Fourier transform of which is a sinc function. It is, in practice, impossible

to apply a perfect sinc pulse, however, as the sinc function never completely decays to

zero, and it is necessary to truncate it at some point. The effect of this truncation is to
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Figure 2.12: Slice gradients with refocusing for a) an excitation pulse and b) a refocusing
pulse.

introduce side lobes to the slice excitation profile. Several other mathematical functions

have been suggested to provide rectangular excitation profiles: in particular the pulses

generated from Hermite functions may be used for excitation, and the Mao [23] function

is suitable for refocusing pulses. If the slice excitation profile is not important, it is

common to simply use a Gaussian pulse, for which the Fourier pair is also Gaussian.

2.2.3 Spoiler gradients

In some situations it is desirable to destroy the coherent transverse magnetisation present

in a sample. This particularly occurs during the use of spin echoes, where imperfect re-

focusing pulses can generate an undesirable FID, and stimulated echoes. It is possible to

dephase magnetisation, and hence prevent it from contributing to the signal emitted by

the sample, simply by applying a gradient in order to encode all present transverse plane

magnetisation outside of the examined region of k-space. This is known as a spoiler, or

crusher gradient. The necessary gradient strength and duration to fully dephase the mag-

netisation can be calculated using equation (2.22). For destroying the transverse plane

magnetisation prior to the final pulse of a stimulated echo (where all desirable magneti-

sation is stored in the longitudinal direction, and will not be dephased), a gradient can be

simply applied as shown in Figure 2.8. For spoiling the FID associated with a spin-echo,

however, it is necessary to prepare the desirable magnetisation such that it is unaffected

by the spoiler gradient. This is achieved automatically for some slice-selective 180◦ pulses

(which are self refocusing: see Section 2.2.2), where a spoiler can be applied simply by

symmetrically lengthening the slice selection gradient, as shown in Figure 2.13 a). For

non-slice selective 180◦ pulses, however, it is necessary to apply a separate dephasing

gradient prior to the r.f. pulse, such that the desirable magnetisation is rephased simul-

taneously to the undesirable being dephased. This combination of gradients is shown in

Figure 2.13 b).
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Figure 2.13: Gradient waveforms for a) slice selective refocusing pulses and b) broadband
refocusing pulses.

2.3 Flow measurement using MRI

One of the great advantages of MRI is the broad spectrum of information it can reveal.

In addition to the spatial position of the spins, contrast can be introduced on the ba-

sis of chemical selectivity and relaxation rates. Further, MRI can produce quantitative

measurements of flow. To understand the basis of these measurements, consider two

subsequent spatial encoding gradients, of equal strength and duration but applied in op-

posite directions, separated by some small time, ∆, as shown in Figure 2.14 a). In the

absence of flow, the first gradient will dephase the spins in the direction of its application,

which will then be perfectly rephased by the second gradient. If, however, some coherent

motion of the spins exists in the direction of the gradient, the dephasing due to the first

gradient will not be perfectly undone by the rephasing of the second, as the (dephased)

spins have now shifted with respect to the (second) applied gradient. This phase shift

due to molecular displacement is preserved through the Fourier transform (together with

phase accrued due to off-resonance effects), and is present in the argument of the fre-

quency domain data, hence allowing a measurement of displacement (or velocity as the

time ∆ is known) to be obtained.

More formally, the MRI signal, given in equation (2.21), can be rewritten as:

S(φ, t) =

∫∫∫
ρ(r)e−iφdr (2.29)

where the phase of the signal is given by:

φ = γr

∫
G(t)dt+ γ

dr

dt

∫
tG(t)dt+ . . . (2.30)

The first term in equation (2.30) represents the position dependent (or zeroth moment)

phase used for spatial encoding. The second term in this equation (first moment phase)
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is proportionate to velocity, and is the source of flow artefacts in MRI images when

accrued incidentally during image encoding or may be purposely applied for velocity

measurements. Higher order motions (e.g. acceleration) will also contribute a phase

shift, however these will be assumed to be negligibly small in comparison to the first

moment phase shift. The deliberate impartation of first moment phase is known as flow

encoding. For simplicity it is common to keep flow and image encoding separate, thus

it is desirable to identify gradient waveforms which can impart a first moment phase

shift to the spins in a system, without changing the zeroth moment phase. The simplest

way of achieving this is using a bipolar gradient pair, two variations of which are shown

in Figure 2.14. These combinations of gradients are commonly known as pulsed field

gradients (PFG). Note that the flow encoding gradients surrounding a refocusing pulse,

shown in Figure 2.14 b), are applied in the same direction due to the 180◦ phase shift

imparted by the pulse. These gradients are also of the same form as those used for the

spoiler shown in Figure 2.13, reflecting that this gradient waveform may serve the dual

purpose of flow encoding and spoiling the FID generated by a refocusing pulse.

∆ δ
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∆

δ
A

δ
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a) b)

Figure 2.14: Gradient waveforms for flow encoding: a) bipolar gradient pair and b) using
a refocusing pulse.

For the bipolar gradient pair given in Figure 2.14 a), equation (2.30) may be expressed

as:

φ = γr

∫ δ

0

(−A)dt+ γ
dr

dt

∫ δ

0

t(−A)dt+ γr

∫ ∆+δ

∆

(A)dt+ γ
dr

dt

∫ ∆+δ

∆

t(A)dt (2.31)

where A is the flow encoding gradient strength per unit length, δ is the flow encoding

time and ∆ is the flow contrast time. Equation (2.31) evaluates to:

φ = γ
dr

dt
Aδ∆. (2.32)

For a bipolar gradient waveform the accrued phase is thus proportional to the fluid ve-

locity. For quantitative velocity measurements it is generally necessary to consider the

difference between two measurements with an increment in the amount of velocity encod-

ing present. In this way, sources of first moment and off-resonance phase accrual other
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than the flow encoding are removed, as are phase effects generated by eddy currents in

the system. The bipolar gradient pair is the fundamental building block of flow encoding

with NMR: it preconditions the spins to have a velocity sensitive component. It is pos-

sible to apply spatial encoding subsequent to flow encoding, such that spatially resolved

velocity measurements are contained in the argument of the Frequency domain image.

The combination of flow encoding and ultrafast MRI imaging is discussed in Section 2.4.4.

2.3.1 Propagator measurements

In NMR spectroscopy a phase distribution generated by the differing Larmor frequencies

of dissimilar nuclei is Fourier transformed to yield a frequency distribution that reflects

the chemical identity of those nuclei. In MRI, the phase distribution is rendered spatially

dependent, such that the frequency distribution reveals the position of the nuclei. If

therefore, a phase distribution can be rendered velocity proportionate, it may be Fourier

transformed to produce a velocity distribution of the system. Such a measurement is

known as a propagator. For the measurement of a propagator it is common to acquire

phase distributions with several increments in the velocity encoding gradient, Gv. By

analogy with k-space, Karger and Heink [24] defined a reciprocal space vector which

depends only on displacement:

q =
γGvδ

2π
. (2.33)

The behaviour of q-space is identical to that of k-space, with the field of flow (FOF : the

range of velocities observable without incurring fold-over) set by the increment in flow

encoding. Thus, if the encoding time is held constant:

FOF =
1

q∆
=

2π

γGv,incδ∆
. (2.34)

Propagators are useful because, unlike measurements based upon a single increment in

velocity encoding (which reveal only the velocity averaged over the flow contrast time for

that measurement), the full range of velocities present in a system are represented, which

can be insightful for the characterisation of complex flow systems. A slight variation

to the propagator technique enables the measurement of molecular self diffusion. These

measurements are performed based on PFG with the phase distribution generated only by

molecular self-motion. For a spatially averaged measurement, this phase distribution will

lead to net signal attenuation. The theory of Stejskal and Tanner [25] is then employed

for the quantification of a diffusion coefficient. This technique is sensitive enough to
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distinguish hindered from free diffusion, and has found applications in bubble and droplet

sizing in foams and emulsion [26, 27], and in the characterisation of molecular transport

in catalyst particles [28]. Diffusion measurements are, however, not the focus of this

work, and will not be further considered. The interested reader is directed to several

comprehensive reviews in the literature [29, 30, 31].

2.3.2 Flow compensation

Just as a pair of flow encoding gradients can impart a first moment phase shift to a spin

ensemble, so can any other gradients present in the pulse sequence. As mentioned above,

it is common to acquire two measurements with an increment in flow encoding, such that,

by considering the difference between the two, the phase shift due to flow encoding can

be viewed in isolation of other sources of phase accrual in the system. For temporally

resolved measurement of non-steady state flows, however, this practice cannot remove

first moment phase, as any two scans will be exposed to differing velocity fields. To

this end, it is necessary to prevent the accrual of undesired first moment phase in the

first place. This may be achieved by designing gradient waveforms such that their first

moment is zero while still performing their desired task. Velocity compensated waveforms

for several common pulse-sequence objects are given by Pope and Yao [32]; those for slice

selection gradients (both excitation and refocusing) and a spoiler are given in Figure 2.15.
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Figure 2.15: Gradient waveforms for flow compensated a) slice selective excitation pulse,
b) slice selective refocusing pulse and c) spoiler for a broadband refocusing pulse.
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2.4 Ultrafast MRI protocols

In this section we examine in detail those pulse sequences by which bubbly flow might

successfully be imaged. Conventional MRI sequences, (such as spin-warp; discussed in

Section 2.2.1) typically require several minutes for image encoding, and are clearly inca-

pable of producing temporally resolved images of a highly dynamic, non-periodic systems.

To minimise temporal blurring, image encoding must be applied as quickly as possible.

In this respect, we are limited to the so-called ‘ultrafast’ imaging techniques, which are

capable of sub-second image acquisitions. The three most common ultra-fast techniques

are presently considered: ‘Fast, Low tip Angle SHot’ (FLASH) [22], ‘Rapid Acquisition

with Relaxation Enhancement’ (RARE) [33], and ‘Echo-Planar Imaging’ (EPI) [5].

2.4.1 FLASH

FLASH is a technique which samples k-space using only gradient echoes, with each line

of k-space being acquired from a fresh slice-selective excitation, as shown in Figure 2.16.

Each line of k-space can generally be acquired within 1 ms, giving the technique a tempo-

ral resolution (in milliseconds) approximately equivalent to the number of phase encode

steps. As FLASH uses no spin-echoes, off-resonance effects are not refocused and the

signal is therefore weighted by T ∗2 rather than T2. Despite this, the technique remains

highly robust to B0 homogeneity due to the high bandwidth with which each line of

k-space is sampled.

α

time

slice

phase

read

r.f.

Figure 2.16: Pulse sequence and k-space raster for FLASH. Note that the slice gradient
can be replaced with a velocity compensated waveform, as shown in Figure 2.15.

The high temporal resolution of FLASH is enabled by the use of low tip angles (typi-

cally α < 10◦), which allows rapid repeat excitations without relaxation weighting. A

significant decrease in the signal-to-noise ratio is unavoidable in the use of low tip angle

excitations, and particularly in situations were the repetition time, Tr, is significantly
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less than the time required for full T1 relaxation. In these cases, the magnetisation

reaches some equilibrium saturation value, the optimum of which can be determined by

calculation of the Ernst angle [6]:

cosαE = e−Tr/T1 . (2.35)

It is important to note that when not allowing full transverse plane relaxation that spin

and stimulated echoes can form from the combination of repeat excitation pulses. In order

to avoid these undesirable coherences it is common in FLASH to use an extended read

gradient, which acts to spoil all transverse plane magnetisation remaining after signal

acquisition is complete.

2.4.2 RARE

RARE is an extension of spin-warp imaging (described in Section 2.22), wherein a train

of 180◦ pulses are used to repeatedly refocus the magnetisation for each line of k-space

sampled. A pulse sequence and k-space raster for single-shot RARE are shown in Fig-

ure 2.17. In RARE, the spins are dephased in the read direction and a 180◦ pulse is

applied prior to dephasing the spins in the phase direction. A line of k-space is then

read-out, and the phase direction is rephased. Following this, another 180◦ pulse can

be applied for the refocusing of off-resonance effects during the acquisition of the next

line of k-space. The repeated use of 180◦ pulses ensures that phase shifts due to B0

heterogeneity and chemical shift are refocused for every line of k-space. In the general

application of RARE, the number of times the magnetisation is refocused per excitation

pulse can be varied (the ‘RARE factor’), however in the present thesis we will consider

only single-shot RARE.

While it is impossible, in practice, to apply perfect 180◦ pulses (principally due to B1 het-

erogeneity), RARE is designed to utilise the magnetisation from refocusing pulses with

any distribution of tip angles. The repeated use of imperfect refocusing pulses creates

many coherence pathways, as the distribution of tip-angles gives rise to a broad array

of spin and stimulated echoes. The interaction of these echoes is complicated, however

it can be considered as follows. The first line of k-space acquired using RARE contains

only signal generated by a spin echo, with some magnetisation stored in the longitudinal

direction. Some amount of this stored magnetisation will be returned to the transverse

plane by the next imperfect 180◦ pulse, and will refocus to form a stimulated echo. This

stimulated echo forms concurrently with the spin echo during the acquisition of the sec-
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Figure 2.17: Pulse sequence and k-space raster for RARE. The number of repeats of the
highlighted section of the sections depends on the RARE factor, which for single-shot
imaging is set to the image dimension, N .

ond line of k-space. While every subsequent line of k-space contains a progressively more

complex mixture of spin and stimulated echoes, those echoes which have undergone an

odd number of refocusing pulses add coherently to form a single ‘parity echo’, as do

those which have undergone an even number of refocusing pulses [34]. For a single line of

k-space both odd and even parity echoes occur simultaneously. It is important to return

to the same point in k-space prior to the application of each refocusing pulse, such that

signal from both spin and stimulated echoes contain identical spatial encoding. Because

the parity echoes with which RARE samples k-space are a mixture of spin and stimulated

echos, RARE images experience a mix of T1 and T2 relaxation weighting. This can be

advantageous for systems where T1 � T2, and it is common to encourage the formation

of stimulated echoes (and hence increase the amount of T1 weighting) by using soft refo-

cusing pulses.

As each line of k-space sampled with RARE contains a mixture of odd and even parity

echoes, any phase preconditioning (i.e. flow encoding) applied before the imaging se-

quence is lost. This can render phase-contrast velocity measurements based on RARE

difficult. The problem can be overcome by acquisition of multiple images using phase

cycling, such that the real and imaginary components of the magnetisation are preserved

in separate images (thus allowing the reconstruction of a phase angle) [34, 35, 36]. This

approach comes at the expense of halving the temporal resolution of the technique. Two

techniques have recently been proposed for single-shot RARE velocity measurements.

Firstly, the sequence ‘FLow Imaging Employing Single-Shot ENcoding’ (FLIESSEN) [37]

imparts flow encoding immediately prior the dephasing of each line of k-space. The flow

encoding is then undone by the opposite bipolar gradient pair immediately after read-out
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and k-space rephasing. By applying and undoing flow encoding for every line of k-space

individually in this way (which can be thought of as the dephasing and rephasing q-

space; analogous to the rephasing of k-space prior to every refocusing pulse) the flow

encoded phase is prevented from being lost to the odd/even echo effect. Additionally,

FLIESSEN introduces velocity compensation to the phase gradients. The strength of

FLIESSEN lies in its careful control of the signal phase. This control comes at significant

cost to acquisition time, however, and favourable relaxation times (T2 > 1 s) are necessary

for single-shot acquisitions. An alternative single-shot imaging technique which largely

preserves the temporal resolution of RARE was recently implemented by Sederman et

al. [38]. This technique shifts the time domain sampling window for every other line of

k-space, such that odd and even components of the magnetisation form gradient echoes

at separate points in time. In this way, the odd and even echoes can be separated, and

phase information retained.

2.4.3 EPI

EPI was among the earliest demonstrations of MRI, and remains the fastest imaging

technique available today. In general, EPI refers to the acquisition of all of k-space using

only read gradients following a single excitation, with much freedom existing to decide

the manner in which k-space is traversed. We will presently focus upon blipped-EPI,

referred to herein simply as EPI, which is the classic implementation of the technique,

and is routinely used in functional MRI and cardiac morphology studies. Alternative EPI

sampling strategies are examined in Chapter 4. EPI acquires the entire k-space raster

in a rectilinear fashion following a single excitation, while using a spin-echo to ensure

that off-resonance effects are refocused when the centre of k-space is acquired, as shown

in Figure 2.18. Note that the variant of EPI shown here uses a hard refocusing pulse,

and includes flow compensated slice refocusing, and a flow compensated spoiler. These

modifications render the original technique more robust to the presence of flow. Following

an initial dephasing in both directions, and a refocusing pulse, EPI traverses the first

read direction as quickly as possible in high-gradient strength bursts, while incrementing

the second read direction with short, periodic blips (as EPI is a pure frequency encode

technique, it does not possess a phase direction). The use of a high spectral width is

necessary with EPI such that Fourier coefficients are sampled in close succession during

the rapid traversal of k-space. In general, EPI is capable of producing only relatively low

resolution images as the total imaging time is limited by T ∗2 .

It is well known that the high temporal resolution of EPI comes at the expense of robust-
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Figure 2.18: Pulse sequence and k-space raster for EPI. Note that the sequence shown
here is a slight variant of the original EPI sequence, which uses a slice selective refocusing
pulse, a broadband refocusing pulse and velocity compensated spoiler, which render the
technique more robust to the presence of flow.

ness to off-resonance effects, and a tendency to accrue other artefacts. The most common

artefacts associated with EPI acquisitions are demonstrated in Figure 2.19. This figure

shows images acquired of a magnetically homogeneous phantom (i.e. T ∗2 ≈ T2). A refer-

ence scan acquired using RARE is given in a), with the two most common artefacts that

afflict EPI images shown in b). Firstly, Gibb’s ringing is evident in the ‘onion peel’ rings

radiating into the sample in one direction. This effect is caused by the truncation of each

line of k-space caused by non-ideal gradient behaviour as the corners of the zig-zag path

shown in Figure 2.18 are rounded off. This artefact can be corrected by time domain

apodisation of each gradient echo with a windowing function (i.e. smoothing), however

this comes at the expense of image resolution. The so-called Nyquist ghost is also visible

in this image, where a shadow of the phantom, half the field of view out of alignment,

can be observed. This artefact is caused by a misalignment of the points sampled in

odd and even gradient echoes (which are acquired while traversing k-space in opposite

directions). The Nyquist ghost can be corrected by acquisition of a reference image with

no blips in the second read direction, which allows the gradients to be ‘trimmed’ such

that all echoes are in alignment. Figure 2.19 c) shows an EPI image with the Nyquist

ghost corrected.

While Gibb’s ringing and the Nyquist ghost are manageable, other, more serious, prob-

lems also impact upon EPI images. Figure 2.20 shows the same phantom as above,

however now with the inclusion of either a plastic bead of differing magnetic susceptibil-

ity (i.e. a localised source of B0 heterogeneity) and a tube of ethanol. Reference images
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a) b) c)

Figure 2.19: Artefacts common to the EPI pulse sequence. a) RARE image of a resolution
phantom for reference. b) An EPI image displaying Nyquist ghosting and Gibb’s ringing.
c) An EPI image with these artefacts corrected. These images were acquired at a 1H
resonance frequency of 400 MHz, and at a spectral width of 200 kHz, with a field of view
of 20 mm × 20 mm.

acquired using RARE are given in a) and c). The adverse effect of B0 heterogeneity on

EPI images is demonstrated in Figure 2.20 b), where localised image distortion and sig-

nal misregistration is evident. This occurs as the majority of k-space is sampled without

off-resonance refocusing in EPI, and hence the images are strongly T ∗2 weighted. The

effect of chemical shift on EPI images is demonstrated in Figure 2.20 d), where the signal

from the ethanol is seen to displace in the second read-direction. Three shadows of the

original tube are apparent because of the differing chemical shifts associated with the

three peaks of an ethanol spectra. The shift is only seen in one direction because each

line of k-space is sampled rapidly in the first read direction, whereas sampling of the

second read direction is spread over the entire acquisition period. The bandwidth of the

image in one direction (200 kHz in the first read direction, but only 3125 Hz (mean) in

the second) is therefore of the same order of magnitude as the chemical shift separation of

the ethanol peaks relative to the on resonance water peak (2116 Hz for the hydroxyl peak,

1424 Hz for the methylene quartet and 444 Hz for the methyl triplet at a 1H frequency

of 400 MHz). This leads to the signal from the three ethanol peaks being displaced in

the second read direction by 68%, 46% and 14% of the field of view of the image.

2.4.4 Ultrafast flow imaging

Flow imaging using MRI is now a well established technique; a comprehensive review

of the subject is provided by Fukushima [39]. The earliest instances of flow imaging

were ‘time-of-flight’ measurements [40], wherein a reference grid of saturated magneti-

sation was prepared, and subsequently imaged as the grid deformed under flow. These

techniques have now been largely superseded, however, by so-called ‘phase contrast’ ve-

locity imaging [41]. As mentioned in Section 2.3, this technique involves imparting a
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a) b)

c) d)

Figure 2.20: The effect of off-resonance spins on EPI images. a) and c) show RARE
scans of a phantom with a source of B0 heterogeneity and an NMR tube of ethanol. b)
and d) show EPI images of the same systems. The adverse effect of B0 heterogeneity on
EPI images is evident, as is a chemical shift artefact in the phase direction.

first moment phase shift to spins undergoing coherent motion, prior to the application

of an imaging sequence for spatial resolution. One of the major goals of this thesis is

to obtain temporally resolved measurements of velocity fields in the presence of highly

unsteady flow. To this end, we seek to combine velocity encoding with a single-shot

ultrafast imaging technique. As discussed in Section 2.4.2, single-shot RARE velocity

imaging is rendered difficult because of the complicated phase accrual associated with

the imaging sequence, however measurements have been successfully performed [37, 38].

Velocity imaging using FLASH is much more readily achieved, and is used routinely for

measurements of arterial blood flow [42]. For observation of the most highly transient

flowing systems, EPI must be employed. Single-shot EPI velocimetry has been success-

fully demonstrated several times in the literature [43, 44, 45], and most recently, an EPI

based technique known as Gradient Echo Velocity and Acceleration Imaging Sequence

(GERVAIS) was described by Sederman et al. [46].

GERVAIS is a technique by which three component velocity vectors can be measured. A

pulse sequence diagram for GERVAIS is shown in Figure 2.21. Following a slice selective

excitation pulse (for which the slice gradient is velocity compensated), GERVAIS uses a

train of spin-echoes, with a complete k-space raster sampled during each one. Velocity en-
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coding is applied around each refocusing pulse, and also acts as a spoiler for these pulses,

as described in Section 2.2.3. This velocity encoding is applied in three perpendicular

directions, for three sequential images. In this way, as long as the fluid does not move

significantly over the course of the acquisition, an ‘instantaneous’ three-component veloc-

ity vector may be reconstructed. Note that hard 180◦ pulses are used, which allows the

excited slice to be refocused irrespective of where it has moved to in the coil: effectively

allowing GERVAIS to produce Lagrangian measurements of fluid flow. Two GERVAIS

acquisitions are generally acquired: one of the flowing system under examination, and

one of a static fluid reference image. Subtraction of the reference image allows both phase

shifts due to eddy currents (which are generated by the velocity encoding gradients) and

other sources of phase accrual to be removed. After acquisition each sequential image

contains the velocity encoded phase information of all previous images, which has been

inverted following each refocusing pulse.

o180

r.f.

read

phase

slice

time

velocity

o90

Repeated for each subsequent image

Figure 2.21: Pulse sequence for GERVIAS. A number of sequential velocity encoded EPI
images are acquired, using a spin-echo to refocus the magnetisation between each image.
For three component velocity vectors, typically three images, velocity encoded in different
directions are required.

For three sequential images, velocity encoded in z, x, and y, after subtraction of the

reference image the phase of each is given by:

φ1 = φz

φ2 = φx − φz

φ3 = φy − φx + φz.
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The velocity proportionate phase in each direction is then given by:

φz = φ1

φx = φ2 + φ1

φy = φ3 + φ2.

Therefore it can be seen that the velocity proportionate phase for each image can be

isolated simply by adding the phase of the preceding image. A particular problem associ-

ated with the application of EPI based sequences to flowing systems is that the imaging

gradients accumulate significant amounts of first moment phase (because EPI traverses

k-space unidirectionally in one dimension). In the original application of GERVAIS this

problem was avoided by only examining systems in which the transverse plane velocity

components would generate errors of less than 5%. For application of EPI to a more

heavily mixed system, such as bubbly flow, the effects of first moment accrual during

imaging become more problematic. The application of EPI velocimetry to such systems

is the subject of Section 3.3.

2.5 Compressed sensing

There are several reasons why the acquisition of MRI images is slow: the application of

phase encoding is time consuming, acquisition speed during frequency encoding is com-

monly limited by the bandwidth of the analog-to-digital converter, and magnetisation

relaxation must be allowed before repeat excitations. The latter problem is avoided for

RARE and EPI by the use of single-shot image encoding, and through the use of low-tip

angle excitations for FLASH. The two former constraints, however, can only be addressed

by sampling fewer points in k-space. The Nyquist-Shannon sampling theorem states that

for a digitised signal to be a true representation of the underlying continuous signal, the

digital signal must be sampled at twice the highest frequency present in the continuous

signal. For images, the sampling rate is set by the desired spatial or temporal resolu-

tion, and the Nyquist-Shannon theorem may be translated to state that the number of

complex Fourier coefficients sampled must be equal to the number of pixels in the image.

Adherence to this principle is important in MRI to prevent a wide range of undersampling

artefacts. These artefacts can range from spatial aliasing if only every other data point

is sampled (see the demonstration of ‘fold-over’ in Section 2.2.1) to incoherent noise if

the distribution of sampled points is random.
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It is well known that MRI acquisition times can be decreased by undersampling. Lustig et

al. [47] state that there exists three conventional approaches to mitigating undersampling

artefacts. Firstly, some techniques sacrifice the signal-to-noise ratio of an image, and aim

to produce only incoherent undersampling artefacts [48, 49]. Secondly, it is possible to

make use of redundancies in the acquired signal, such as in partial-Fourier imaging [50],

where the Hermitian symmetry of k-space is exploited to allow the reconstruction of im-

ages from only half a k-space raster. Lastly, some techniques make use of redundancy in

either spatial or temporal characteristics of an image [51, 52]. An alternative approach is

to consider more sophisticated image reconstruction strategies by which undersampling

artefacts can be eliminated. Compressed sensing is the broad title given to an auspicious

approach to this problem, which has recently been successfully demonstrated on MRI

data [53].

The fundamental idea of compressed sensing is the exploitation of sparsity in an image.

That is, if all features of an image can be represented in relatively few data points (i.e. the

image is ‘sparse’), it is possible to separate the true image from undersampling artefacts.

While some images are naturally sparse, in general it will be necessary to obtain a sparse

representation of the image in some other mathematical domain. For example, a sinu-

soidal signal is represented in the frequency domain by a single point (i.e. the frequency

domain is very sparse). If, by some artefact, other frequency components are present in

this signal, the original waveform can be separated from the artefact by transforming to

the sparse domain, and applying a threshold before performing the inverse transforma-

tion. Clearly, it is important that undersampling artefacts are incoherent, such that they

do not form structures which may also be sparsely represented. The use of sparsifying

transforms and thresholding is well established in the field of image compression, where it

is common to store data in a sparse domain such that fewer coefficients need be retained

and, as a result, file sizes are smaller.

To mathematically quantify sparsity it is common to employ lp space. The lp norm of a

vector x is defined for p ≥ 1 as:

‖x‖p =

(
n∑
i=1

|xi|p
)1/p

(2.36)
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and for 0 ≤ p < 1 as:

‖x‖p =

(
n∑
i=1

|xi|p
)
, (2.37)

where in this convention 00 ≡ 0. That is, the l0 norm of an image represents the number

of non-zero pixels present, while the l1 norm represents sum of pixel magnitudes and the

l2 norm the root sum of squares. Sparsity may be enforced by minimisation of the l0

norm, however this is well recognised as being a computationally-expensive approach to

solving the problem [54]. Càndes and Wakin state that the minimisation of the l1 norm

also promotes sparsity, however can be expressed as a linear program, and thus solved in

a computationally efficient manner [55]. Using lp notation, a generic compressed sensing

algorithm can be expressed as [53]:

minimise : ‖ψM‖1

subject to : ‖FM−K‖2 < ε

where the matrix M is the reconstructed image, ψ is a sparsifying linear operator, F
is a Fourier transform operator, K is the sampled k-space points, and ε is a threshold

level which can be readily set to the noise level of the image. Many approaches have

been proposed for solving this minimisation problem, however in the present work we

will only apply that of Lustig [20]. Figure 2.22 shows an example of the application of

image reconstruction from 50% undersampled data using compressed sensing.

Compressed sensing is one of the most promising avenues of current research by which

the speed of MRI acqusitions is being improved, and it is an important tool to be aware

of for the imaging of highly transient systems. In the present work, undersampling with

a compressed sensing reconstruction will be employed if a fully sampled k-space raster

cannot be acquired within the time scales of motion of the systems under examination.
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Figure 2.22: Demonstration of a compressed sensing reconstruction from an undersam-
pled data set. Data and compressed sensing algorithm from Lustig sparse MRI pack-
age [20]. a) A fully sampled image with b) coresponding k-space. c) The undersampled
k-space is generated by multiplication with a random distribution of pixels. Note that
the centre of k-space remains fully sampled as the high power Fourier coefficients in this
region are critical for any reconstruction to be successful. d) The image with undersam-
pling artefacts. e) The undersampled image rendered sparse by wavelet transform. From
this domain it is now possible to solve an optimisation problem that maximises sparsity
while minimising deviation from the original k-space points. f) After optimisation the
undersampling artefact is largely removed, and the original image recovered.
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Chapter 3

Ultrafast MRI of unsteady systems

The trade-off between temporal and spatial resolution is an important consideration in

the use of any tomographic technique. For the application of MRI to an unsteady system,

such as bubbly flow, striking a workable balance between these two factors can be a par-

ticular challenge due to the slow data acquisition commonly associated with MRI relative

to the time scales of the system under observation [1]. For systems which are unsteady

yet periodic in time, conventional, slow MRI techniques can be employed with some form

of triggering, such that k-space points are only sampled while the system is at a certain

point in its cycle. This approach is commonly used in cardiac imaging and angiography,

where acquisitions are triggered by electrocardiogram and data are only sampled at a

certain point in the cardiac cycle (known as cardiac gating) [2, 3]. A similar technique

can be used for imaging of the respiratory system when breath-hold measurements are

not suitable [4]. In an engineering context, a similar approach has been adopted for ve-

locity measurements in a mixed cell (where acquisitions are synchronised with impeller

position) [5] and for flow driven by a peristaltic pump (where acquisition is triggered

for a certain position in the pump cycle) [6]. By comparison with computational fluid

dynamics, triggered phase-contrast velocity measurements have been found to contain

errors in the range 5% to 12% [7, 8, 9].

If no periodicity exists it becomes necessary to restrict acquisitions to only those proto-

cols capable of acquiring an entire image within the time scales of motion of the system.
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This situation is commonly encountered in many systems of engineering interest, and

particularly for unsteady flow systems. The advances in imaging systems in this con-

text are reviewed by Gladden [10] until 1994, Fukushima [11] until 1999, Mantle and

Sederman [12] until 2003, Gladden et al. [13] until 2006 and most recently Gladden and

Mitchell [14]. In general, the fastest MRI protocol, echo-planar imaging (EPI), is capa-

ble of producing whole images within 10-20 ms, and has been applied to the imaging of

turbulent pipe flow in several studies [15, 16, 17, 18]. EPI velocity measurements have

been extended towards the acquisition of three component velocity vectors in a sequence

known as GERVAIS, which has also been applied to turbulent pipe flow [19]. GERVAIS

has also been used to study accelerating flow in a Couette cell [20], mixing in a stirred

cell [21] and multiphase flows [22]. Systems which contain many interfaces between phases

of differing magnetic susceptibility tend to generate large amounts of B0 heterogeneity,

which renders them unsuitable for investigation using EPI (see Section 2.4.3). Generally,

in these cases acquisition speed must be sacrificed for robustness to artefacts, with the

optimal balance depending greatly on the system under observation. For example, RARE

has been found to be sufficiently fast and robust for imaging two-phase flow in a ceramic

monolith reactor [23, 24] while the slightly faster FLASH has been used for visualising

bubbling and mixing in fluidised beds [25, 26]. There exists limited prior applications of

conventional MRI to bubble flow (reviewed in Section 1.4), and the present thesis is the

first to apply ultrafast MRI to this highly unsteady system.

In this chapter the application of ultrafast MRI to unsteady systems is explored, with an

approach to the imaging of bubbly flow. Due to the significant magnetic susceptibility

difference between air and water [27, 28], it is anticipated that air-water bubbly flow will

be a magnetically heterogeneous system. As discussed above, this limits the choice of

applicable pulse sequences, with faster techniques tending to lack robustness to artefacts.

To avoid this restriction, it is possible to dope the continuous phase with a paramagnetic

salt such that the magnetic susceptibilities of the two phases are equivalent [29]. Thus,

this chapter firstly details a technique for the measurement of the magnetic susceptibility

difference between two phases. This technique is then applied to determine the concentra-

tion of dopant required to match the susceptibility of water to that of air. The influence

of this dopant upon the structure of bubbly flow is investigated using optical bubble size

measurements on a low voidage system. Using a magnetic susceptibility matched solu-

tion, the three most commonly used fast imaging protocols, (FLASH, RARE and EPI)

are applied to a low voidage bubbly flow in order to explore the balance between the

timescales of motion in the system and the temporal resolution of each technique. Lastly,
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a potential source of systematic error for velocity measurements on unsteady systems is

identified. A technique is then proposed by which this error might be negated for EPI

acquisitions, and the new experimental methodology is demonstrated on some example

unsteady flow systems.

3.1 Magnetic susceptibility matching

MRI can typically be made robust to image artefacts by reversing the dephasing caused

by off-resonance effects using spin echoes, or by minimising the time for off-resonance

dephasing using short, high-bandwidth read-out sequences. It is, however, specifically

the absence of these features which enables the high temporal resolution of EPI. As

demonstrated in Figure 2.20, this renders EPI highly susceptible to off-resonance effects,

with B0 heterogeneity causing localised image distortion, and chemical-shift leading to

coherent signal miss-registration. The adverse effect of B0 heterogeneity on EPI images

is likely to be problematic for application of the technique to bubbly flow due to the

magnetic susceptibility difference between air and water (in terms of volume magnetic

susceptibility, χv = 0.36×10−6 for air but χv = −9.05×10−6 for water [27]). The medical

MRI community is very familiar with image artefacts generated by magnetic susceptibil-

ity differences; they are particularly problematic for functional MRI in the vicinity of the

nasal passage [30]. Surrounding the sample with a medium of similar magnetic suscep-

tibility has resulted in some artefact reduction (this technique was, in fact, employed in

the original work of Laturbur, who imaged two tubes of H2O surrounded by D2O [31]),

however cannot help to correct for B0 heterogeneity generated internally.

A potential solution to this problem exists in that it is possible to alter the magnetic

susceptibility of a liquid phase by doping it with a paramagnetic salt [27]. If the condition

of equivalent magnetic susceptibility between dispersed and continuous phases can be

enforced in this way, the system will be magnetically homogeneous, and no localised B0

field variations will be introduced by the bubbles. EPI measurements on such a magnetic

susceptibility matched system would therefore contain no artefacts arising from field

inhomogeneity. Magnetic susceptibility matching by addition of paramagnetic dopants

has been previously examined by Chu et al. [29], who related the magnetic susceptibility

of paramagnetic solutions of varying concentration with the frequency shift caused by

the addition of the dopant. This technique was later applied by Bakker and de Roos [32],

who examined the dopant concentration required for a solution magnetic susceptibility

matched to air. They suggested that Wiedemann’s additivity law for the susceptibility of
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mixtures [33] may be used to provide an estimate of the concentration of paramagnetic

required to induce the desired change in susceptibility. This law states that the magnetic

susceptibility of a mixture containing N components is given by:

χ =
N∑
n=1

pnχn (3.1)

where p is mole fraction and χ is molar susceptibility. Note that molar susceptibilities

are often quoted in the literature in cgs units, which must be multiplied by a factor of 4π

for conversion to the SI units system. The molar susceptibility is related to the volume

susceptibility according to:

χv =
ρ

MW
χ (3.2)

where ρ is mass density and MW is molar mass. For a binary mixture, when expressed in

terms of volume magnetic susceptibility and assuming the concentration of one component

to be small relative to the other (valid for dilute paramagnetic solutions), equation (3.1)

gives [32]:

χv = χv1 +
c2χv2

c1

(3.3)

where c is molar concentration. Table 3.1 was produced using this relationship to estimate

the concentration of a variety of paramagnetic dopants that will produce a solution with

a magnetic susceptibility equivalent to that of air. Density, molecular mass and molar

susceptibility data for each examined dopant were obtained from the literature [28].

Note that data were not available for the molar susceptibility of each dopant in its

ionised form, so the susceptibility of a compound containing the paramagnetic was used

as an approximation. This approach is valid for obtaining an estimate as the magnetic

susceptibility of each species is strongly dominated by the paramagnetic atom.

Table 3.1: Volume susceptibility of common paramagnetic ions and concentration of
those ions required for a solution magnetic susceptibility matched to air (estimated using
equation (3.3)). Data for these calculations were obtained from the literature [28].

Paramagnetic ion χv (estimated) Concentration (mM)
Dy3+ 29.00× 10−3 17.88
Ho3+ 29.54× 10−3 17.55
Gd3+ 16.79× 10−3 30.87
Mn2+ 23.96× 10−3 21.63
Cu2+ 1.91× 10−3 272.09
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Bakker and de Roos [32] only experimentally investigated holmium, and found the con-

centration of paramagnetic required for an air-equivalent solution to be 16.6 ± 0.1 mM,

in modest agreement with Table 3.1. The only other body of work to examine magnetic

susceptibility matching with air is that of Sains [22], who used an imaging based ap-

proach to determine the frequency shift at the interface between two phases. Sains, who

examined dysprosium, found a 15 mM solution to be approximately equivalent to air, in

moderate agreement with the theoretical prediction.

As the presence of paramagnetic ions will also reduce T1 and T2 relaxation times, care

must be taken in the selection of a dopant to ensure that the relaxation times are not

rendered prohibitively short for imaging. The literature notes that both dysprosium

and holmium, the two most paramagnetic dopants considered, reduce T1 and T2 approx-

imately equivalently, with an air-equivalent dysprosium solution exhibiting relaxation

times of 88 ms [22], compared to 130 ms for holmium [32]. These relaxation times are

suitable for single-shot imaging (which requires approximately 10 ms to 100 ms), with

the slightly faster relaxation of the dysprosium solution being advantageous for increased

repetition rates without the introduction of relaxation weighting. It is known that the

effect of gadolinium, manganese and copper ions on relaxation is approximately an order

of magnitude greater than the more strongly paramagnetic ions [34], and that gadolinium

and manganese influence T2 much more strongly than T1 [35]. When these factors are

combined with the relatively large concentration of paramagnetic required for magnetic

susceptibility matching, this will likely result in relaxation times on the order of 1 ms

to 10 ms. For multishot sequences, where high repetition rates are desirable for fast

imaging, the use of these dopants may therefore be highly advantageous.

As discussed in Section 1.2, even small amounts of inorganic material present in the

continuous phase can significantly alter the behaviour of a bubbly flow system. In partic-

ular, Jamialahmadi and Müller-Steinhagen [36] demonstrated that the gas holdup for a

6 mM potassium chloride is significantly increased compared to that of pure water. They

claim that the inclusion of salt led to the formation of smaller bubbles, and stabilised

the gas-liquid films, allowing homogeneous bubbly flow to be maintained at much higher

gas fractions than those achievable in pure water. This behaviour is explained as being

due to the formation of ionic forces between water and the ions in the system rendering

gas-liquid films more cohesive [37]. While no previous work exists investigating the effect

of paramagnetic salts in particular on bubbly flow, it is possible that they will have a

similar effect to the diamagnetic salts examined in the literature. Given that one of the
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primary goals of this study is to test the application of MRI to high voidage systems, the

inclusion of a paramagnetic salt, which may render the system stable at higher voidages,

may be highly beneficial, particularly if the presence of this salt also renders the system

more amiable to fast imaging using MRI.

In the present section the technique of Sains [22] is applied to quantify the magnetic

susceptibility difference between paramagnetic solutions and air. Both dysprosium and

gadolinium ions are considered to provide for the eventual use of either single or multishot

imaging. The influence had by the presence of these dopants upon the structure of a

bubbly flow system is also investigated.

3.1.1 Experimental

The magnetic susceptibility of two phases may be matched using a modified version of

the spin-warp pulse sequence (see Section 2.2.1), as shown in Figure 3.1. The main alter-

ation to the sequence consists of the addition of a low-bandwidth (150 Hz) slice-selective

90◦ pulse, perpendicular to the imaging plane, prior to each excitation of the imaging

sequence. This additional pulse has the effect of saturating a line of constant frequency

through the sample. If B0 is rendered homogeneous for a single phase sample, upon the

introduction of a phase interface (i.e. by removing half the water from a test-tube) the

line of saturated magnetisation will bend to reveal the frequency shift generated by the

differing magnetic susceptibility of the two phases. Thus by varying the concentration of

paramagnetic salt within the solution until the saturated line is undeflected across the

interface, the amount of dopant required for a magnetic susceptibility matched solution

may be quantified.

r.f.

read

phase

slice

o
90

o
90

o
180

Figure 3.1: Modified spin-warp pulse sequence for the quantification of frequency shift
due to magnetic susceptibility miss-match at a phase interface.

In the present study we consider the use of two paramagnetic salts: dysprosium chloride

and gadolinium chloride. The magnetic susceptibility difference between air and solutions

of these two salts up to concentrations of 30 mM were measured as described above. These
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measurements were performed on a Bruker DMX-200 super wide-bore spectrometer op-

erating at a 1H frequency of 199.7 MHz, and using a 13.9 G cm−1 3-axis shielded gradient

system and 64 mm diameter birdcage coil. The phantom used was a glass jar of inside

diameter 28 mm, either filled or half-filled with the solution under examination. The

gradient strength used for the initial 90◦ slice selective pulse was 0.07 G cm−1, for gener-

ation of a 5 mm thick slice of saturated magnetisation. Images were acquired at a field

of view (FOV) of 3.0 cm × 3.0 cm, and a spatial resolution of 117 µm× 117 µm.

The influence had by these dopants upon the structure of bubbly flow was also investi-

gated by means of bubble size distributions measured optically for a low voidage system

(ε = 3.5%) before and after the addition of paramagnetic salt. Bubbles were generated

using a foamed rubber cylinder with pores of relaxed diameter 50 µm, which as discussed

in Section 1.1, can be used for the production of highly uniform bubble size distributions.

The dimensions of this device are shown in Figure 3.2 b). A gas flow rate of 100 cm3 min−1

was used for all experiments, which was regulated by an Omega FMA3200ST mass flow

controller.

a) b)10 mm

50 mm

Compressed air

Figure 3.2: a) Dimensions of porous rubber cylinder used for bubble generation in these
experiments b) Schematic of experimental setup for measuring shadowgraphs of bubbly
flow.

Measurements of bubble size were extracted from shadowgraphs of the column, which

maintain a constant focal length for all bubbles by observing projected shadows rather

than reflections as in direct photography, and thus are not influenced by the position of

a bubble within the column. Additionally, the column was surrounded by a transparent

Perspex box, filled with water, which prevented distortion of the bubbles due to the

curvature of the column (by ensuring equal and opposite amounts of refraction on both

the interior and exterior face of the column walls). A schematic demonstrating this
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principle is given in Figure 3.2 b). The shadowgraphs were recorded using a Photron

Fastcam SA-1 model 120K-M2 high-speed imaging system. Bubble sizes were measured

from the shadowgraphs by thresholding the images at a level sufficient to separate the

bubbles from the background, and by fitting ellipses to the segmented bubbles using

the procedure of Fitzgibbon [38]. To check for surfactant contamination, surface tension

measurements were also performed on both distilled water (as a control) and a magnetic

susceptibility matched solution using a pendant drop tensiometer (Krüss DSA100).

3.1.2 Results

Concentration of paramagnetic dopants

Example images obtained using the magnetic susceptibility difference visualisation se-

quence are shown in Figure 3.3 for dysprosium chloride solutions of varying concentra-

tion. The line of saturated magnetisation is clearly visible in these images, initially

bending right, before beginning to straighten at a dysprosium concentration of 15 mM

(in accordance with Sains [22]), and bending left at higher paramagnetic concentrations.

The direction of this deflection reflects the sign of the magnetic susceptibility difference

between the two phases: undoped water has a negative magnetic susceptibility, which is

gradually reduced to zero before becoming positive with the addition of the paramagnetic

ions. The slice gradient present during the application of the saturation pulse gave rise

to a frequency distribution of 298 Hz cm−1. A deviation of 1.34 ± 0.02 cm from the

undeflected line, as present in the undoped sample, is therefore equivalent to a frequency

shift of 399± 6 Hz.

The frequency shift present at the interface is shown as a function of paramagnetic con-

centration in Figure 3.4 a), while the effect of the dopants on the relaxation times of

the solution are shown in b). As expected, dysprosium ions are seen to have a stronger

effect upon the magnetic susceptibility than gadolinium, with a magnetic susceptibility

matched solution being reached at a concentration of 16.86 ± 0.02 mM, compared with

27.70± 0.02 mM for the gadolinium. The relaxivity (inverse relaxation constant) of both

solutions scaled linearly with salt concentration, with gadolinium having a significantly

stronger effect than dysprosium. A magnetic susceptibility matched dysprosium chlo-

ride solution was chosen for the present experiments because of its favourable relaxation

properties for single-shot measurements (T1 = 88 ms, T2 = 71 ms). Gadolinium has a

much stronger influence upon the relaxation rates, which renders gadolinium doped so-

lutions more appropriate for use with multi-shot, short readout sequences. A 16.86 mM
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c)

d) e)

z

xy

b)a)

1.34 cm

Figure 3.3: Demonstration of magnetic susceptibility matching procedure. a) schematic
b) undoped water c) 10 mM DyCl3 d) 15 mM DyCl3 e) 20 mM DyCl3. These images were
acquired with a field-of-view of 3.0 cm × 3.0 cm, and a spatial resolution of 117 µm ×
117 µm.

dysprosium chloride solution is used for the continuous phase in all further gas-liquid

experiments in the present thesis.

The slight difference between the measured air-equivalent paramagnetic concentrations

and those given in Table 3.1 is likely due to the theoretical concentrations being calcu-

lated using the magnetic susceptibilities for the paramagnetics as a salt, rather than as

ions. It is clear, therefore, that this approach is valid only for an approximation. Using

equation (3.3) and the experimental values for magnetic susceptibility matched solutions,

it is possible to calculate magnetic susceptibilities specifically for the paramagnetic ions.

These values are given in Table 3.2. By comparison of these values with Table 3.1, it

is clear that the approximated magnetic susceptibilities contained errors in the range

5-10%.

Influence of dopants on bubbly flow

As discussed in Section 1.2, it is well known that the inclusion of even millimolar concen-

trations of a salt in the continuous phase can lead to the formation of smaller bubbles,

retard bubble coalescence, and thus lead to higher gas-fractions. This behaviour would be

beneficial for the present study, which seeks to apply MRI to bubbly flow across a broad
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Figure 3.4: Effect of dysprosium chloride (black) and gadolinium chloride (red) on a)
frequency shift at an air-water interface due to magnetic susceptibility difference, and b)
relaxation properties of the solution. In b), the solid lines correspond to 1/T1 while the
dotted lines represent 1/T2.

Table 3.2: Experimentally measured paramagnetic concentration required for a solution
magnetic susceptibility matched to air, and volume magnetic susceptibilities calculated
from the experimentally measured concentrations. Note that the experimental concen-
tration for holmium was taken from the literature [32].

Paramagnetic ion Concentration (mM) χv

Dy3+ 16.86± 0.02 30.74× 10−3 ± 0.04× 10−3

Ho3+ 16.60± 0.10 31.23× 10−3 ± 0.20× 10−3

Gd3+ 27.70± 0.02 18.71× 10−3 ± 0.04× 10−3

range of voidages. To check whether the paramagnetic salt has the desired effect, bubble

size shadowgrams were obtained of low voidage (ε ≈ 3.5%) bubbly flow for the same

solution before and after the addition of dysprosium chloride. Example shadowgrams for

each case are shown with the fitted ellipses in Figure 3.5.

From these images it is immediately apparent that the addition of the dopant has strongly

affected the produced bubble sizes. Further, qualitative observations were made regard-

ing the maximum voidage for which bubbly flow could be maintained for each system.

Whereas the pure system became unstable at a voidage of approximately 18% (estimated

from the height difference between the aerated and non-aerated systems), following the

addition of paramagnetic stable bubbly flow could be maintained up to a voidage of 40%.

To quantify the change caused by the addition of the dopant, bubble size distributions

were extracted from approximately 300 bubbles characterised by the shadowgram data.

A comparison of the two size distributions is shown in Figure 3.6. Note that fore-aft
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40 mm

a) b)

40 mm

Figure 3.5: Example shadowgrams acquired of low voidage (ε ≈ 3.5%) bubbly flow in
a) distilled water and b) 16.86 mM dysprosium chloride solution. Ellipses fitted to the
bubbles are shown in red. Note that where uncertainty existed due to overlapping bubbles
no shape was fitted.

symmetry of the bubbles has been assumed for the calculation of spherically equivalent

bubble radii.
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Figure 3.6: Bubble size distributions measured for pure water (red dotted line) and
16.86 mM dysprosium chloride solution (black solid line). The influence of the dopant
on the structure of the bubbly flow system is evident.

As observed qualitatively, it is clear that the salt substantially decreases the mean bubble

size while narrowing the distribution. These observations are in accord with those made

in the literature [36, 39, 40, 41]. The surface tension of a 16.86 mM dysprosium chloride

solution was also measured, and found to be 73.2 ± 0.4 N m−1, as opposed to 74.2 ±
0.4 N m−1 for pure water. This minor change to the surface tension was as expected

from the literature. It appears, then, that the paramagnetic dopants used in the present
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study behave congruously with the electrolytes previously described, and may be used

for the triple purpose of magnetic susceptibility matching, reducing relaxation times and

stabilising bubbly at higher voidages.

3.2 MRI of bubbly flow

If bubbly flow is to be successfully imaged using ultrafast MRI it is critical that a work-

able balance be struck between spatial and temporal resolution. The required spatial

resolution is determined by the size of the smallest feature in the image that needs to be

resolved. In the present work we will consider only bubbles in the size range de > 0.5 mm.

Due to the fold-over artefact intrinsic to MRI (discussed in Section 2.2.1), the field-of-

view of an image is fixed by the diameter of the column under observation, which in

the present work is limited to a maximum of 35 mm by the bore size of our magnet.

This implies that a minimum 64 pixel × 64 pixel image is necessary for the resolution of

individual bubbles. At a spectral width of 200 kHz, FLASH is capable of producing an

image with these dimensions in approximately 65 ms, as opposed to 125 ms for RARE

and 28 ms for EPI. The fundamental difference between these techniques is that FLASH

samples k-space using multiple excitations with short read-out sequences, while RARE

acquires all of k-space following a single excitation using a combination of spin echoes

and gradient echoes. EPI is also a single-shot technique, however it samples k-space us-

ing solely gradient echoes. While these differences render FLASH and RARE much more

robust to off-resonance effects than EPI, as a solution magnetic susceptibility matched to

air has already been chosen as the continuous phase for this study, off-resonance artefacts

are not anticipated to be problematic in the present experiments. In this section prelim-

inary images of bubbly flow acquired using the FLASH, RARE and EPI pulse sequences

are examined. As discussed in Section 1.4, no previous application of ultra-fast MRI to

bubbly flow exists in the literature.

3.2.1 Experimental

The present experiments were carried out in a Perspex column 2 m in length, and of inter-

nal diameter 31 mm. This column was erected inside a vertical bore NMR spectrometer,

with the imaging region located 50 cm from the bubble sparger. A 16.86 mM dysprosium

chloride solution (i.e. magnetic susceptibility matched to air) was used for the continuous

phase. Bubbles were generated by sparging air through a porous foam-rubber frit (of the

geometry shown in Figure 3.2 a)). This sparger was selected with the goal of produc-

ing highly uniform bubble size distributions, which can enable stable bubble flow to be
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maintained for very high voidages [42, 43]. The gas flow rate was regulated by an Omega

FMA3200ST mass flow controller up to 1 L min−1, and a rotameter and needle valve for

higher flow rates. In the first instance, however, only gas flow rates up to 200 cm3 min−1

are considered. The voidage for each flow rate was determined from the magnitude of

the first point sampled in a pulse-acquire experiment (i.e. the total signal) of the bubbly

flow system relative to a single-phase system. A flow loop was connected to the top of

the column such that a constant liquid height could be maintained, with overflow liquid

transported to a reservoir. A schematic of the flow loop is shown in Figure 3.7 b).

FLASH, RARE and EPI images of a 1 mm thick slice of fluid were obtained at a spectral

width of 200 kHz. The slice selective and spoiler gradients used for these sequences were

velocity compensated, as discussed in Section 2.3.2. The acquisition time for the images

was 65 ms for FLASH, 128 ms for RARE and 28 ms for EPI. All slice selective pulses

were Gaussian in shape and 512 µs in duration. For all images, the field of view was

3.5 cm × 3.5 cm, with a spatial resolution of 540 µm × 540 µm. A Bruker AV-400

ultrashield spectrometer operating at a 1H resonance frequency of 400.25 MHz was used.

This apparatus is fitted with a 3-axis gradient system capable of a maximum magnetic

field strength of 30.6 G cm−1. A 38 mm diameter birdcage coil was used for r.f. excitation

and signal detection.

3.2.2 Results

In the first instance, FLASH, RARE and EPI were applied to low voidage bubbly flow

(ε < 1%) in order to explore the balance between the temporal resolution of each tech-

nique, and the timescales of motion of a bubbly flow system. Example images obtained

with each of the three techniques are shown in Figure 3.8.

From these images it is immediately apparent that the three different imaging protocols

produced highly dissimilar depictions of bubbly flow. Firstly, no bubbles are visible at

all in the FLASH image. This reflects that slice selection is averaged over the entire ac-

quisition period in FLASH, and that the bubbles have risen a significant distance during

the acquisition period (1.28 cm assuming a bubble rise velocity of 20 cm s−1), leading

to temporally averaged images with no bubbles evident. This temporal averaging effect

has also manifested in the RARE image, although in a slightly different way. While

RARE is a single-shot technique, the refocusing pulses used for each line of k-space are

slice selective. Thus, excited fluid which has moved out of the imaging plane will not be

refocused, giving rise to the dark swirls where unexcited fluid has been mixed through
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Figure 3.7: a) detail of bubble sparger employed in the present study b) Schematic of the
experimental setup. A. Peristaltic pump. B. Rotameter and needle valve, C. Mass flow
controller. D. Liquid reserviour. E. Non-return valve. F. Sparger G. Imaging region. H.
MRI spectrometer. J. Column overflow vessel.

76



a) b)

c) d)

35 mm

Figure 3.8: First instance horizontal plane MRI images acquired of low voidage (ε ≈ 0.6%)
bubbly flow using a) FLASH b) RARE and c) EPI. The field of view of these images
is 3.5 cm × 3.5 cm, with a spatial resolution of 540 µm × 540 µm, and acquired at a
spectral width of 200 kHz. The acquisition time was 64 ms for FLASH, 125 ms for the
RARE and 28 ms for the EPI. The signal attenuation at the lower right corner of each
image is associated with B1 heterogeneity. A photograph of the column is shown in d)
for comparison.

the imaging plane. The signal modulation across the whole image likely reflects bulk

convection, where fluid has been displaced downward at the column walls and partially

removed from the imaging plane. While temporal averaging associated with slice se-

lection can be marginalised by use of a thicker slice, bubble transverse plane motions

over the acquisition period of both FLASH and RARE will remain significant, leading to

spatial blurring. Further, as the projection volume is increased so does the likelihood of

bubble overlap occurring. The EPI image appears rather more promising, with bubble

boundaries clearly visible. This image, too, is affected by artefacts, however, with local

bright spots and signal attenuation present. These artefacts indicate that some erroneous

phase accrual has occurred during the imaging sequence, leading to localised signal mis-

registration.

It is clear from Figure 3.8, that little prospect exists for successfully imaging bubble flow

using either FLASH or RARE. On the other hand, while EPI still bears some artefacts, it

exhibits a temporal resolution sufficient for the identification of individual bubbles, and
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so remains a possibility. EPI images have been obtained of bubbly flow up to a voidage of

3.5%, as shown in Figure 3.9. Photographs are shown of the same system for comparison.

35 mm

0.6% 1.6% 3.5%

56 m
m

35 mm 35 mm

Figure 3.9: Example images of bubble flow at three voidages obtained using EPI. Large
amounts of signal attenuation are evident at all but the lowest voidage. The field of view
of the MRI images is 3.5 cm × 3.5 cm, with a spatial resolution of 540 µm × 540 µm,
and an acquisition time of 28 ms.

It is evident in Figure 3.9 that the local signal attenuation effect observed in Figure 3.8

increases with increasing voidage, until individual bubbles can no longer be resolved for

a system of gas-fraction 3.5%. It is well known that heavy fluid mixing in the presence of

a magnetic field gradient (either due to B0 inhomogenity [44] or imaging gradients [45])

leads to localised signal attenuation, and it is likely this effect which emerges in applica-

tion of EPI to bubbly flow. The effect of shear on EPI images was examined by Gatenby

and Gore [46, 18], who used the shear-attenuation effect to study single-phase turbulent

flow. They explain that as EPI traverses one dimension in k-space in a unidirectional

manner, significant first moment phase is accrued by the time the centre of k-space is

reached. For high-shear systems, in which highly dissimilar velocities exist in close prox-

imity to each other, this leads to spin isochromats with very different phases being close

together. In heavily mixed systems, these isochromats will be dispersed and the net sig-

nal for each voxel will decrease as phases add destructively. It is thus possible to see that

the artefact demonstrated in Figure 3.9 is intrinsic to EPI.
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In addition to this phase dispersion effect, the first moment phase accrued during EPI

imaging also undermines the quantitative nature of EPI-based phase-contrast velocity

measurements when applied to low-shear, non-steady state systems. This occurs as the

first moment imaging phase cannot be quantified and removed for these systems, and

thus acts as a significant potential source of error. Nevertheless, EPI still holds sev-

eral advantages as the basis for a velocity measurement technique for these systems. In

particular, as EPI avoids the use of spin-echos quadrature is preserved throughout the

imaging sequence. If the accrual of first moment phase during imaging could be quanti-

fied and removed from the velocity-encoded phase, EPI would provide a promising basis

for velocity measurements on unsteady systems. The development of an EPI velocity

measurement technique which addresses this problem is discussed in Section 3.3.

For the successful imaging of bubbly flow, it is necessary to consider alternate k-space

sampling trajectories that minimise the accrual of first moment phase during imaging.

This subject is considered in Chapter 4.

3.3 Single-shot velocity imaging using EPI

As discussed above, it is well known that blipped-EPI accrues a significant amount of

velocity proportionate phase during imaging [46]. For application to fast flows, this can

introduce significant image artefacts, and undermines the quantitative nature of phase-

contrast velocimetry. For application to steady state flow systems, the latter problem can

be overcome by acquisition of two images; each with a different degree of velocity encod-

ing such that the velocity proportionate phase shift may be isolated for a specific pixel

within the spatial image. This method fails, however, for systems in which no stationary

or periodic geometry exists, or when examining a system with an unsteady flow as the

reference and velocity encoded images will not be exposed to the same velocity field.

This is a particular problem for velocity imaging of multiphase flows, where the dynamic

system geometry and chaotic nature of the flow prevents the acquisition of accurate phase

reference data. While it has been demonstrated in Section 3.2 that EPI is fundamentally

unsuitable for application to bubbly flow, for other unsteady flow systems which are not so

heavily mixed, EPI may yet provide a suitable basis for a velocity measurement technique.

EPI velocimetry was originally implemented by Firmin et al. [47], who measured a single

velocity component perpendicular to the imaging plane. These measurements were fur-

ther explored by Kose [15, 16], who applied the technique to the visualisation of turbulent

79



flow in a pipe. In his subsequent work, Kose [17] acquired two perpendicular velocity

components from a single excitation to yield a 2D velocity map of turbulent flow. More

recently, Sederman et al. [19] extended the later work of Kose to the acquisition of 2D

velocity maps containing 3-component velocity vectors and named the sequence GER-

VAIS (Gradient Echo Rapid Velocity and Acceleration Imaging Sequence). As discussed

in Section 2.4.4, their approach was to acquire 3 velocity encoded images from a single

excitation using a spin-echo to refocus the remaining magnetisation prior to each imag-

ing sequence. The velocity proportionate phase shift was isolated by comparison with

a previously acquired zero-flow reference phase map. In the present section, we seek to

extend GERVAIS to include the acquisition of the phase reference maps and velocity

encoded images from the same excitation. In this way, both phase reference and velocity

encoded data are exposed to similar velocity fields, allowing first moment phase accrued

during imaging to be removed. As an instantaneous measurement of the velocity field of

a system with changing geometry can be acquired, this pulse sequence is referred to as

snap-shot GERVAIS (ssG).

3.3.1 Theoretical

The pulse sequence for ssG is shown in Figure 3.10. Five images (acquired from a single

excitation) are required for the generation of a 3-component velocity map. These are

composed of two velocity unencoded images followed by those encoded in z, x and y

directions. Both unencoded images are required as the phase of the spins is inverted

following each 180◦ pulse, which introduces an asymmetry into the accumulated phase

data between odd and even echo trains (i.e. the relative phases of the 2nd and 4th images

are shifted from those of the 1st, 3rd and 5th images). The two velocity unencoded images

provide all the information required to isolate the phase-shift due to velocity encoding in

the subsequent images. In this section we show the acquisition of 3 successive images to

produce a 3-component velocity vector, though the acquisition is not restricted to three

images, and multiple images may be acquired for either a single or multiple components.

ssG is fundamentally similar to GERVAIS; using a train of EPI imaging sequences pre-

ceded by a velocity encoding module (where appropriate) and separated by 180◦ refocus-

ing pulses. GERVAIS acquisitions are, however, dependent upon the velocity encoding

gradients (absent in the first two scans in ssG) to spoil residual transverse magnetisa-

tion remaining from the 180◦ pulse. To counter this, a flow compensated homospoil is

included in ssG in the slice direction around each 180◦ pulse, simultaneous to the veloc-

ity gradients, to ensure that no coherent magnetisation is present at the start of each
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Figure 3.10: Snap-shot GERVAIS pulse sequence. TE = 24.8 ms, Ti = 18.9 ms, δ = 1.08
ms, ∆ = 2.35 ms, G = 0 in first two scans, and set to maximise phase shift within a 2π
window for each scan thereafter. G is typically applied in 3 orthogonal directions in the
3rd, 4th and 5th images.

subsequent scan. The ratio of the amplitudes of lobes of this spoiler (-1:3:2 sequentially)

was set such that the first moment of the gradient wave form was zero, as described in

Section 2.2.3.

The velocity dependent phase shift may be isolated from phase information used in imag-

ing by considering the phase accumulation as the sequence progresses, whilst remembering

that the existing phase is inverted following every 180◦ pulse. For example, if we assume

the phase accrued due to the imaging sequence is identical for odd and even groups of

spin-echoes, and apply gradients in the z, x and y directions for the 3rd, 4th and 5th

images, respectively:

φ1 = φodd

φ2 = φeven

φ3 = φz + φodd

φ4 = φx − φz + φeven

φ5 = φy − φx + φz + φodd

where φn (n = 1−5 for the acquisition of 3-component velocity vectors) is the cumulative

phase shift of the nth image, φodd and φeven are the phases imparted during acquisition of

odd and even images, respectively, and φx,y,z is the velocity dependent phase shift. That
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is:

φz = φ3 − φ1

φx = φ4 + φ3 − φ2 − φ1

φy = φ5 + φ4 − φ2 − φ1.

With the velocity dependent phase shifts isolated as above, the linear velocity in each

direction is given by equation (2.32), which is restated here:

vi =
φi

Giγδ∆
(3.4)

where i represents the examined direction (x, y or z).

3.3.2 Experimental

The technique was first applied to a stagnant water phantom, 26 mm in diameter, to

verify that no unquantifiable phase shift was occurring for a static (excepting diffusion)

system. In order to demonstrate that quantitative velocity measurements are being ob-

tained in the axial direction, ssG was then applied to the measurement of fully-developed

laminar flow in a 2 m long, 10 mm diameter Perspex tube. The Reynolds number in

these experiments was 300 (corresponding to a mean fluid velocity of 3 cm s−1). To

ensure the results produced are quantitative in the transverse plane, ssG was also ap-

plied to flow in a 19 mm inner diameter, 26 mm outer diameter polyetheretherketone

(PEEK) Couette cell rotating at 36 rpm (equivalent to a fluid velocity at the inner wall

of 0.57 cm s−1 assuming a no-slip boundary condition). To demonstrate the applicability

of the present technique to dynamic systems, MRI velocity images were acquired of flow

around a PEEK impeller in a 26 mm diameter mixing cell. Triggered velocity encoded

spin-warp (i.e. time averaged measurements) and standard GERVAIS images were also

acquired of this system for comparison. Finally, velocity images were acquired of approx-

imately 10 mm diameter droplets of decane rising through stagnant distilled water in a

12 mm diameter column. These experiments included an additional water-suppressive

1.9 ms Gaussian soft pulse offset by a frequency of 2.8 ppm relative to the oil resonance

as a precursor to the sequence shown in Figure 3.10. Droplets were injected using a

syringe pump (Harvard Apparatus 22) connected to a 5 mm diameter glass pipette. The

shape oscillations of these droplets were recorded outside of the magnet by highspeed

photography using a Photron SA-3 imaging system operating at 2000 frames per second.

82



The acquisition parameters for each of the experiments described above are summarised

in Table 1. The experiments on the static tube of water, Couette cell and impeller systems

were performed on a Bruker DMX-200 super wide-bore spectrometer operating at a 1H

frequency of 199.7 MHz, and using a 13.9 G cm−1 3-axis shielded gradient system and

64 mm diameter birdcage coil. The laminar flow and oil droplet experiments were carried

out on a Bruker AV-400 spectrometer, operating at a 1H frequency of 400.25 MHz. A

25 mm diameter birdcage coil was used to transmit and receive r.f. and a 146 G cm−1 3-

axis shielded gradient system was employed for spatial resolution and velocity encoding.

For all experiments the flow encoding time (δ) was 1.08 ms and the flow contrast time

(∆) was 2.35 ms. The key timings for ssG, as shown in Figure 1, were as follows: echo

time (TE) of 24.8 ms and imaging time (Ti) of 18.9 ms, leading to a total acquisition time

of approximately 125 ms for acquisition of the 5 images necessary to characterise a 3D

velocity vector map.

Table 3.3: Experimental details
Experiment Spectral width Field of view Resolution Velocity encoding

(kHz) (mm) (µm) gradient strength (T m−1)
Static phantom 175 30× 30 469× 938 0.0695
Poiseuille flow 200 15× 15 234× 469 0.2920
Couette Flow 175 30× 30 469× 938 0.0556
Mixing Cell 175 30× 30 469× 938 0.0556
Rising oil drop 500 15× 15 117× 234 0.2920

In the application of ssG it must be kept in mind that as it is a technique based upon

EPI a homogeneous B0 field is a necessity. In the observation of multiphase systems,

disparity in magnetic susceptibility can be a significant source of B0 heterogeneity that

is difficult to counter by shimming due to the dynamic nature of the system geometry.

This was not greatly problematic in the present experiments as both PEEK and decane

have a magnetic susceptibility similar to that of water.

3.3.3 Results and discussion

As a control experiment, ssG was applied to a reference sample consisting of a 30 mm

diameter tube of stagnant water. Despite the absence of flow, substantial zero and first

order phase shifts were present in the velocity encoded images, as shown in Figure 3.11.

The magnitude of these phase shifts was noted to be proportional to the strength of the

magnetic field gradients used for velocity encoding, which indicates that eddy currents

generated by these gradients are responsible. This observation highlights the principle
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weakness of ssG: by obtaining phase reference data without velocity encoding present,

eddy currents induced by the velocity encoding gradients remain unaccounted for. This

is in direct contrast to GERVAIS, where the phase reference data are acquired from scans

exposed to identical magnetic field gradients as those experienced by the velocity encoded

scans. This artefact may be corrected by including stationary fluid around the region

of interest to act as a reference zone fluid by which phase shift due to eddy currents

can be quantified and eliminated. For example, by attaching NMR tubes of the fluid

under observation to the outside of the examined cell, an eddy-induced phase map was

generated and subtracted from the region of interest, as demonstrated in Figure 3.11. As

it is evident that the eddy-induced phase shifts vary linearly across a sample, a phase

correction map was created by linear interpolation between each of the stationary phase

reference points. In this case, a minimum of three phase reference points are required

to generate a phase-correction plane, however four were included to ensure that a linear

phase correction map was sufficient to entirely correct the artefact. It is convenient to

note that for a cylindrical sample, these reference points may be placed in the ‘corners’

of the imaging region, such as to not impose upon the minimum achievable field-of-view.

It is likely that the application of this procedure will only be necessary for examination

of low flow-rates where large velocity encoding gradients are required. It is clear from

Figure 3.11 that the proposed scheme was successful in correcting the artefact, with a

final mean deviation from the expected phase shift of zero of less than 1.5% in all images.

The correction process was similarly successful when applied to images velocity encoded

in x and y directions.
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Figure 3.11: a) Effect of eddy-current induced phase shift upon a stagnant water phantom
for Gz = 0.56 T m−1. b) phase correction plane generated from stationary phase reference
points. c) corrected image. The field of view in these images is 30 mm× 30 mm with a
resolution of 469 µm× 938 µm.
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Validation against fluid mechanics for simple systems

In order to demonstrate that quantitative velocity information is being produced from

ssG it was applied to the measurement of laminar flow in a pipe and tangential flow in

a Couette cell. Solutions to the Navier-Stokes equations may be readily obtained for

laminar flow in a pipe and Couette flow of a Newtonian fluid. For laminar pipe flow

there ought to be no transverse plane velocity component, and the axial flow profile will

be described by the Hagen-Poiseuille equation. That is, a parabolic velocity profile must

be present as described by:

vr = vmax

(
1− r2

a2

)
(3.5)

where vmax is the maximum velocity in the pipe (twice the average velocity in the pipe,

which can be estimated volumetrically), r is radial position and a is the radius of the

pipe. For flow in a Couette cell with a stationary outer wall and a marker fluid in the

inner cylinder, the tangential velocity profile in the cell is given by:

vθ = ωr 0 < r < R1 (3.6)

vθ =
ωR2

1

r

(R2
2 − r2)

R2
2 −R2

1

R1 ≤ r < R2 (3.7)

where ω is the frequency of rotation of the inner cylinder and R1 and R2 are the inner

and outer radii of the cell geometry.

Figure 3.12 shows a comparison of flow profiles for laminar and Couette flow with the

theory. It is evident from this comparison that very good agreement exists between

the new experimental technique and the theory, with the non-zero wall velocities likely

due to partial volume effects. As expected, no velocity component was apparent in the

transverse plane for laminar flow. The Couette flow profile also behaved as expected, with

rotationally symmetrical flow patterns being produced. The higher noise level present

in the Couette cell profile relative to the laminar flow data is most likely due to the

increased T2 weighting of the later images acquired in the series. The eddy-phase effect,

described above, was present in the Couette cell images, which necessitated the use of

phase reference points. The eddy-phase effect was not apparent for the laminar flow

image due to the higher coherent flow velocities present in this system permitting the

use of weaker velocity gradients. This suggests that the eddy-phase artefact may be

reduced by increasing the velocity encoding (δ) and observation (∆) times, while keeping
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δ∆G constant, within the constraints imposed by the relaxation of the magnetisation

and the time scales of the fluid phenomena under observation. The mean error (relative

to the analytical result) for the laminar flow experiments was 3.5% and 5.6% for the

Couette cell profile: both within the 5-10% accuracy range of EPI velocimetry previously

established [48].
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Figure 3.12: Comparison of measurements obtained using ssG (×) with fluid dynamics
theory (line) for a) laminar flow in a 1 cm diameter pipe and b) laminar flow in a Couette
cell with marker fluid where R1 = 9 mm, R2 = 15 mm.

Velocity imaging of a mixing cell with impeller

The principle advantage of ssG is its ability to rapidly capture velocity fields in situa-

tions where acquiring a separate reference phase map is impractical or impossible. For

example, attempting to visualise the velocity field in a stirred cell is difficult due to the

moving geometry of the system associated with the rotating impeller. Moser et al. [5]

demonstrated that it is possible to acquire velocity encoded images for a given impeller

position by synchronising the acquisition with the impeller rotation. This approach, how-

ever, requires a perfectly periodic system and may not always be practical to implement.

It is substantially more straightforward to image this system using a snap-shot technique.

To illustrate this point, ssG images were acquired of a 3 cm diameter mixing cell, stirred

by an impeller rotating at 36 rpm. For the removal of the eddy-phase artefact, four

NMR tubes filled with water were attached to the outside of the vessel. Additionally,

optically triggered velocity encoded single spin-echo and GERVAIS images were acquired

to demonstrate that the new technique is consistent with conventional MRI velocimetry.

A comparison between three images acquired in this manner is provided in Figure 3.13.

From comparison of these images it is evident that the snap-shot technique has suc-
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cessfully captured all the major features of the flow field around the impeller. In the

longitudinal direction, fluid is observed to flow down between the impeller blades and

circulate back up at the sides of the vessel. In the transverse plane, the fluid between the

blades flows at a speed approximately equivalent to that of the impeller rotation while

dropping off to zero at the vessel walls. Like the GERVAIS image, ssG highlights the

somewhat asymmetrical nature of the flow in the cell. This is likely to be a temporally

local effect as this feature is not apparent in the time averaged, triggered spin-echo ve-

locity image. As expected, ssG is somewhat noisier than the other two techniques, which

is largely due to the increased T2-weighting of the sequence.

b)

d)c)

a)

transverse velocity: 4 cm s-1

1.3-3.7 0.0
axial velocity (cm s-1)

Figure 3.13: Comparison of velocity images for an impeller rotating at 36 rpm in a
mixing cell with stationary phase-reference points included showing a) a schematic of
the system, b) velocity image acquired with ssG, c) a triggered velocity-encoded single
spin-echo acquisition and d) a triggered standard GERVAIS image of the same system.
Note that only every second velocity vector in the transverse plane has been shown here
for the sake of clarity. A 1 mm thick slice was used. The field of view in these images is
30 mm× 30 mm with a resolution of 469 µm× 938 µm.

Flow field within a rising oil drop

Rapidly changing systems which do not exhibit such convenient periodicity as a stirred

tank become effectively impossible to obtain velocity images for using conventional MRI
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velocimetry. Here we consider an oil-droplet rising through a column of water under its

own buoyancy. Characterising the internal flow field of such a droplet is of great interest in

the design of liquid-liquid mass transfer units, as is evidenced by the observation that the

analytical solution of Kronig and Brink [49] for Stokes-type recirculation within a droplet

is known to greatly underestimate the rate of droplet-side mass transfer. Amar et al. [50]

have recently presented MRI velocity measurements on the internal flow vortices of an

oil-drop held static in a contraction against a downward flow. These measurements are,

however, limited to a flow-rate such that buoyancy and drag forces acting on the droplet

are balanced. Further, large, deformed droplets (Re> 100) undergo shape oscillations and

path deviations as they rise (known as secondary motion [51]), which are also neglected

in observations of a static droplet. The application of ssG allows the velocity field within

a mobile and dynamic oil droplet to be observed by MRI for the first time. Figure 3.14

shows example images of this type for approximately 10 mm cross-sectional diameter

droplets of decane as they rise through stagnant distilled water.

11.27.8 9.5
axial velocity (cm s-1)

4.4 cm s-1transverse velocity:

a)

c)

12 mm 

5
2

 m
m

0

100

200

300

400

500

tim
e (m

s)

b) i

b) ii

Figure 3.14: a) Schematic of system highlighting the plane being imaged. b) ssG images
of the internal flow field of two droplets (i and ii) of decane captured as the drops rose
through a column of distilled water. Note that the signal from the water in these images
has been suppressed. c) Droplet shape contours extracted from highspeed photography.
The field of view in these images is 15 mm×15 mm with a resolution of 117 µm×234 µm.

Whilst some element of the expected rotational flow is present, the flow-field inside the

droplet is asymmetrical. It is important to note here that the droplets were undergoing
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significant shape deformation and path instability, as captured by highspeed photogra-

phy with the column removed from the magnet. Shape contours extracted from these

photographs are shown in Figure 3.14 c). The velocity images imply an intimate coupling

between the internal flow field of the droplet and its secondary motion, and suggest that

the shape oscillations of a rising drop may be the dominant factor in determining the

internal velocity field. The net axial velocity of the droplet measured from the velocity

images in Figure 3.14 is 9.48±0.03 cm s−1. This is in excellent agreement with the droplet

rise velocity extracted from the highspeed photography data, of 9.45± 0.01 cm s−1. This

rise rate is equivalent to a shift of 1.2 cm over the course of the acquisition period. Spatial

averaging over this length is, however, minimised as the data produced by ssG are effec-

tively Lagrangian (i.e. only spins disturbed from equilibrium in the original slice-selective

excitation emit a signal for the duration of the pulse-sequence, irrespective of where in

the r.f. coil they are transported to).

ssG somewhat overcomes the problem of first moment accrual during imaging, which has

previously limited the usefulness of EPI based velocity measurements in application to

unsteady flow systems. ssG achieves this by acquiring both phase reference and velocity

encoded images in close succession. By acquiring phase reference data in the presence

of similar fluid velocities to those present in the velocity encoded scans, the velocity en-

coding associated with the imaging phase gradient is removed when the imaging phase

is subtracted. Thus, ssG reduces the consequences of applying a non-velocity compen-

sated imaging sequence to a flowing system, thereby enabling the measurement of higher

transient velocities than those previously attainable. This problem could be alternatively

addressed by velocity compensating each phase blip, which substantially increases imag-

ing time, or by limiting the application of EPI and EPI-based velocimetric techniques to

systems exhibiting relatively low velocities in the phase direction.

Examples of other dynamic systems which may now be examined by fast MRI velocimetry

include: droplet formation, break-up and coalescence; and unsteady climbing flows and

falling films. In applications beyond those in the physical sciences, EPI velocimetry has

been employed in breath-hold and synchronised acquisitions for the study of blood flow in

the human body [47]. The present technique, however, may be able to broaden the scope

of such studies; allowing for patient motion or other irregularities. In fact, the present

technique permits the application of MRI velocimetry to any unsteady system which

changes at a rate slowly enough that spatial blurring is acceptable within the 125 ms

acquisition time.

89



3.4 Conclusions

In this chapter, the application of ultra-fast MRI to unsteady systems was investigated,

with an approach to the successful imaging of bubbly flow. In doing this, magnetic sus-

ceptibility matching between two phases was firstly investigated, on the basis that the

fastest MRI protocol, EPI, suffers from a lack of robustness to off-resonance effects. A

technique for measuring the phase shift at an interface due to magnetic susceptibility dif-

ference was described, and applied to determine that 16.86 mM of dysprosium chloride

is needed for a solution with an magnetic susceptibility equivalent to of air. By optical

measurements of bubble size distributions of low voidage (ε ≈ 3.5%) bubbly flow before

and after the addition dopant, the paramagnetic salt was noted to have a significant

effect upon the structure of bubbly flow, decreasing bubble sizes and stablising the flow

at higher voidages. As the goal of the present study is the application of MRI to high

voidage bubbly flow, these effects were deemed beneficial.

Conventional ultra-fast MRI sequences were tested for their applicability to bubbly flow.

It was firstly shown that FLASH and RARE, which average slice selection across the

entire acquisition period, are incapable of producing instantaneous images of the system.

While EPI successfully produced ‘snap-shots’ bubbly flow at low voidage (ε < 1%), for

marginally higher voidages (ε = 3.5%) the images were seen to suffer from heavy localised

signal attenuation. This effect stems from the accrual of first moment phase during imag-

ing, which fundamentally renders EPI unsuitable for application to high shear systems

such as bubbly flow. Further work will now focus upon EPI-style acquisitions which

minimise the amount of first moment phase accrued during imaging.

The accrual of first moment imaging phase also undermines velocity measurements of

unsteady flow systems using EPI. While EPI cannot be applied to bubbly flow, it may

still be a useful basis for velocity measurements of less heavily mixed systems. Thus,

an EPI velocity imaging sequence which somewhat overcomes the phase contrast errors

associated with first moment accrual during imaging was proposed. This technique,

dubbed ssG, acquires both phase reference and velocity encoded data following a single

excitation, which are therefore exposed to similar velocity fields, and thus allowing the

velocity encoding to be isolated from the velocity proportionate phase accrued during

imaging. ssG was validated against the theory for laminar flow in a pipe and a Couette

cell. 3-component velocity images were obtained in approximately 125 ms, rendering

the technique suitable for application to systems that change at a rate slow enough for

acceptable spatial blurring over this period. ssG was firstly demonstrated on a dynamic
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yet periodic system for validation against standard MRI velocimetric techniques. Velocity

fields were measured around a rotating impeller, and compared with triggered acquisition

velocity encoded spin-warp and GERVAIS images of the same system. Whilst good

agreement between the measurement techniques was evident, the one shot technique

developed in the present work was substantially less complicated to implement. For

slow flows that require high velocity encoding gradients, eddy currents can be a source of

significant error for the ssG technique as the phase reference maps are exposed to different

magnetic field gradients than those experienced by the velocity encoded images (this is

in contrast to GERVAIS, where the effects of eddy currents are minimised by identical

gradient application for the flowing and non-flowing images). The effect of eddy currents

was minimised by acquiring phase-reference points surrounding the region of interest.

These reference points allowed the generation of an eddy-induced phase correction map.

This procedure, however, was only necessary for the examination of low velocities, in our

case less than 2 cm s−1, due to the relatively high strength velocity encoding gradients

required for velocity resolution in this range. New experimental data for the flow field

within a rising droplet of decane were also presented. These snap-shot images of a

mobile droplet are the first of their type existing in the literature and demonstrate the

great potential of ssG for the velocimetric characterisation of multiphase flow systems.
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Chapter 4

Spiral imaging of high-shear systems

One of the major advantages of EPI-style acquisitions is the great amount of freedom

that exists to decide the manner in which k-space is traversed. As discussed in Chapter 3,

conventional blipped-EPI cannot be successfully applied to bubbly flow because of the

combination of the first moment phase accrual due to the imaging gradients, and the

high-shear, heavily mixed nature of the system. Additionally, the accrual of first moment

phase during imaging undermines the quantitative nature of phase-contrast velocity imag-

ing when applied to unsteady flow systems, as the velocity encoded phase shift cannot be

isolated by subtraction of an image with increment in the amount of velocity encoding.

While an EPI-based velocity measurement technique that overcame this latter problem,

dubbed ‘snap-shot GERVAIS’ (ssG), was proposed in Section 3.3, the acquisition time

of this technique is in excess of 100 ms, which limits its applicability. The flow com-

pensation of each individual increment in phase gradient has also been demonstrated for

EPI [1], however this alteration leads to a significant increase in acquisition time, which

undermines the usefulness of the technique for application to highly unsteady systems.

Thus, it seems sensible to explore the use of k-space sampling schemes that minimise the

accrual of first moment imaging phase in the first place.

A technique known as spiral imaging may be optimal for the refocusing of first moment

imaging phase. Spiral imaging, which was first described by Ahn et al. [2], samples all of

k-space following a single excitation in a spiral trajectory extending outwards from the
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zero frequency point. This approach holds several advantages [3]: the centre of k-space

is sampled at the start of the sequence, which provides a high signal-to-noise ratio and

minimises off-resonance phase shifts for the high-power, low spatial-frequency Fourier

coefficients; gradient slew rate can be readily controlled, which enables efficient gradi-

ent performance; and all four quadrants of k-space are sampled in an interleaved fashion,

which acts to somewhat compensate for the accumulation of first moment imaging phase.

While spiral imaging has never been widely adopted in clinical use, with EPI remaining

the preferred technique for applications where temporal resolution is important [4], it has

featured in several studies in functional MRI [5, 6] and cardiac morphology [7, 8]. Spiral

imaging has not yet been employed at all in studies outside of a medical context. The

major reason that spiral imaging has not found widespread use is due to complexities

in its implementation. In particular, as spiral imaging does not sample k-space to a

rectilinear raster, the sampled data must be either regridded prior to reconstruction by

fast Fourier transform, or reconstructed by the computationally intensive discrete Fourier

transform (DFT). While regridding algorithms such as the Kaiser-Bessel convolution ker-

nel are now well accepted [9, 10] and the DFT remains a viable option for images of size

less than 64 pixels × 64 pixels, the challenge lies in obtaining exact knowledge of the

location of the points sampled in k-space. This information is necessary as the incidence

of gradient non-idealities and eddy currents slightly alters the location of the sampled

k-space points, leading to significant blurring and distortion if the image is reconstructed

using the input gradient waveform [3]. To overcome this problem, several approaches

have been developed for measurement of magnetic field gradient waveforms, which have

been combined with spiral imaging for the production of high quality images [11, 12].

As highlighted in Chapter 3, if bubbly flow is to be successfully visualised, it is critical

that minimal first moment phase is accrued during imaging. Previous analyses of spiral

imaging have noted that the early sampling of the centre of k-space, and the periodic

return of all moments of the imaging gradients to zero, leads to the minimal accrual of

velocity proportionate phase during imaging [13]. More recently, however, several studies

have high-lighted significant image artefacts associated with spiral imaging of flowing sys-

tems, and have called into doubt the commonly cited claim that spiral imaging is highly

robust to flow [14, 15, 16]. The extent of these flow artefacts remains to the quantified

in detail before spiral imaging can be applied with confidence to a fast-flowing, heavily

mixed system such as bubbly flow, or before it can be applied to unsteady flow systems

for the measurement of quantitative velocity information.
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The implementation of spiral imaging and its application to unsteady flow systems is the

subject of the present chapter. Two common approaches to gradient waveform measure-

ment are firstly evaluated, and a methodology for the measurement of gradient wave-

forms for use with spiral imaging is established. The application of spiral imaging to

unsteady flow is then considered, and the flow artefacts associated with spiral imaging

are quantified using both simulated acquisitions and experiments. Finally, the quanti-

tative measurement of velocity fields for some highly transient unsteady flow systems is

demonstrated, as is the combination of compressed sensing and spiral imaging for high

temporal resolution velocity imaging. The application of spiral imaging to bubbly flow

is considered in Chapter 5.

4.1 Implementation of spiral imaging

In this section the implementation of spiral imaging is considered. The path followed

in k-space during acquisition is given by the algorithm of Glover [17], and is shown in

Figure 4.1. Two techniques for the measurement of these gradient waveforms are firstly

examined. Following this, the effect of B0 inhomogeneity and chemical shift on spiral

imaging are considered with comparison to EPI. The effect of flow on spiral imaging is

examined in detail in Section 4.2.
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Figure 4.1: a) Spiral gradient waveforms and b) corresponding k-space trajectory used
in this chapter.

4.1.1 Gradient trajectory measurement

High temporal resolution EPI-type acquisitions involve strong read gradient strengths and

fast gradient switching. Inevitably this behaviour gives rise to eddy currents in the sample
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and non-ideal gradient waveforms. In setting up EPI it is common to acquire a reference

scan with the phase gradient switched off [18], prior to ‘trimming’ the read gradient

until all echoes in the train are identical, or applying a 1st order phase correction to every

other line in the frequency domain (which is equivalent to a translational shift in k-space).

In this way, deviations from the input waveform are corrected, and artefacts such as the

Nyquist ghost are removed. Errors in the phase direction are generally considered minimal

in EPI as the phase gradient waveform consists of only low gradient strength ‘blips’.

Spiral imaging, on the other hand, involves strong read-out gradients and fast gradient

switching in two directions simultaneously. Correcting for imperfect gradient behaviour is

therefore significantly more complicated than it is for EPI. Additionally, as k-space is not

being sampled along a rectilinear grid in spiral imaging, knowledge of the exact gradient

waveforms becomes more important. To this end, several techniques have been proposed

in the literature for the measurement of gradient waveforms. These procedures may be

broadly separated into two categories: the use of magnetic field monitors [19, 20] and

imaging based techniques [21, 12]. In the present section a technique from each group is

implemented and evaluated. In both approaches it is desirable to only receive signal from

a point source at a known offset from the gradient isocentre. Magnetic field monitors use

a small reference sample to physically isolate this signal, while imaging based approaches

use volume selective excitations. The gradient field strength experienced at the point

source is related to the phase of the measured signal according to [21]:

θ = γGztpz0 (4.1)

where Gz is the gradient strength in direction z, tp is phase encoding time and z0 is the

offset of the point source from the gradient isocentre. From measured values of Gz, the

corresponding k-space points can be determined using equation (2.22). All measurements

in this section were performed on a Bruker AV-400 spectrometer, equipped with 3-axis

gradients of maximum strength 146 G cm−1, and (unless otherwise noted) a 25 mm

diameter birdcage r.f. coil.

Magnetic field monitors

Magnetic field monitors (MFM) use a small reference phantom to isolate the signal from

a single spatial location. The technique presently explored is that described by Han et

al. [22], however other, similar approaches exist [19, 20]. This pulse sequence uses low

tip-angle single point imaging [23] to sample a given gradient waveform, as shown in

Figure 4.2. An arbitrary gradient waveform is applied simultaneously to a train of low
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tip angle pulses (α = 15◦). One data point is sampled at a time tp after excitation. As

long as signal is only being emitted from a point source phantom (the position of which

was measured from a 1D projection), the mean gradient over the phase encode time can

be determined using equation (4.1). The phantom used is heavily doped with gadolinium

chloride (T1 = T2 = 100 µs) such that full magnetisation recovery is possible between

each excitation. In the present experiments, the point source used was an NMR bulb of

inside diameter 1 mm. The phase encode time used was 10 µs, with a repetition time,

tr, of 50 µs.

r.f.

Gz

α

time

α α α α α α α

tp tr

Figure 4.2: Pulse sequence for gradient trajectory measurement using a magnetic field
monitor. Small tip angle, broadband excitation pulses are used to elicit signal from a
point source phantom. One point for each excitation is acquired after the phase encoding
time, tp. This process is repeated rapidly to allow the evolution of phase at a single point
in space to be measured.

In initial investigations, it was attempted to measure a simple bi-polar gradient waveform,

the results of which are shown in comparison to the input waveform in Figure 4.3 a). From

this comparison it is clear that the technique predicts a substantially different waveform

from that expected, with one lobe of the measured curve significantly underpredicting the

input waveform. This level of deviation from the input waveform seems unrealistic given

the well established accuracy of bipolar gradients as used in phase contrast velocimetry.

It is important to note that an imaging coil was used in obtaining the measurements

shown in Figure 4.3 a). The short T2 of the MFM phantom is comparable with that of

the teflon lining of the coil used. Thus it seems likely that the sequence was eliciting

signal from the coil itself in addition to the sample. In order to test this hypothesis, the

measurement was repeated using a glass-lined NMR coil, as shown in Figure 4.3 b). It

is clear that the technique produced a more accurate measurement in this case. Thus it

seems apparent that the use of a magnetic field monitor is inappropriate while using a

plastic lined imaging coil. It is interesting to note that in the work of Han et al. [22], a

small saddle coil which surrounds the sample was used. This coil was in turn surrounded

by an r.f. shield, thus preventing the problem associated with signal emitted by the coil

materials from being apparent.
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Figure 4.3: Measurement of a bipolar gradient using MFM in a) a teflon lined imaging
coil and b) a glass lined NMR coil. The input waveform is represented by the red line.
It is clear that signal being received from the lining of the imaging coil prevented the
successful application of the technique. Note that no gradient ramping was used in the
examined gradient waveforms.

Imaging based gradient waveform measurement

As an alternative to the use of magnetic field monitors, several techniques have been pro-

posed that make modifications to imaging sequences for the measurement of a gradient

waveform. The technique of Duyn et al. [11] is presently considered. In this technique,

the gradient waveform for a spin-echo based sequence may be measured in one direc-

tion by rendering both pulses used for echo formation to be slice selective in two planes

orthogonal to the direction of image encoding (such that the excited ‘line’ of magneti-

sation is effectively a ‘point-source’ relative to the changing imaging gradient). Note

that some frequency off-set is required for one of the slice selective pulses to distance the

point-source from the gradient isocentre. A reference scan with no imaging gradient is

also acquired such that background phase evolution due to off-resonance effects can be

removed. A two-dimensional gradient waveform can be produced by repeating this pro-

cess for both imaging directions separately, and substituting the phase of the measured

signal into equation (4.1). We presently make a minor modification to the technique of

Duyn et al., wherein a third slice selective pulse is added prior to the sequence, such that

the technique becomes volume selective, which, while sacrificing signal-to-noise, improves

the robustness of the technique to B0 and B1 inhomogenities. A pulse sequence for the

modified technique of Duyn et al. is shown in Figure 4.4.

The technique was firstly applied to the measurement of a bipolar gradient waveform

identical to that used in Figure 4.3. The sample used was a 10 mm test-tube filled

with 16.86 mM dysprosium chloride solution. All pulses were 512 µs in duration, and
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Figure 4.4: A pulse sequence diagram for the gradient waveform measurement technique
of Duyn et al. [11]. Note that this sequence is slightly modified to render it volume
selective, which improved robustness in systems with substantial B0 heterogeneity.

Gaussian in shape. The three excited slices were 0.2 mm in thickness, with the slice

offset in the z-direction set to 5 mm. The repetition time, tr was set to 250 ms. Two

images were acquired; one with imaging gradients and one without. The subtraction of

this reference phase baseline removed phase shifts due to off-resonance effects. A nested,

16 step exorcycle phase cycle [24] (see Section 2.1.7) was used to suppress the formation

of undesired phase coherences. The results of this scan are shown in Figure 4.5. It is clear

from these data that the imaging based approach produced an accurate measurement of

the gradient waveform even when acquired using an imaging coil.
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Figure 4.5: Measurement of a bipolar gradient waveform using the technique of Duyn
et al. [11]. The input waveform is represented by the red line. Note that no gradient
ramping was used in the examined gradient waveforms.

The technique was then used to acquire a waveform for a spiral trajectory. The input

trajectory used is shown in Figure 4.1. The read and phase gradients were measured

separately, and combined to produce a two-dimensional trajectory. While this approach

does not account for cross-talk between the gradients during imaging, it is anticipated
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that these effects will be small. The phantom examined in Figure 2.19 was reemployed

to provide a basis for comparison between spiral imaging and EPI. The spiral trajectory

examined had a duration of 19.7 ms, and was acquired at a spectral width of 200 kHz.

The field of view of this trajectory corresponded to 20 mm × 20 mm, with a resolution

of 312.5 µm × 312.5 µm. All other acquisition parameters were identical to those used

for the bipolar gradient waveform, described above.

Figure 4.6 shows a comparison of a) input and b) measured spiral trajectories. Images

which were reconstructed by non-uniform fast Fourier transform [25] with either trajec-

tory are shown in c) and d). It is clear that while the resolution in the image reconstructed

using the ideal trajectory is preserved, there exists significant signal modulation across

the image. Comparatively, signal in the image reconstructed using the measured trajec-

tory is fairly homogeneous. This reflects that significant gradient deviations are occurring

during the acquisition of the central k-space points, which is unsurprising given that this

region corresponds to the fastest gradient switching. The slight blurring artefact at the

side of Figure 4.6 is caused by local B0 heterogeneity in that region. This artefact high-

lights one potential source of error with any point-source based approach to gradient

trajectory measurement: whether the phase accrual in the excited volume is representa-

tive of that at every location in the sample. For systems with a significant proportion

of off-resonant spins, more sophisticated gradient trajectory measurement techniques are

required. Such a technique has been examined by Barmet et al. [26], who demonstrated

the use of multiple simultaneous magnetic field monitors. As all systems examined in the

present study are susceptibility matched and do not exhibit chemical shift, however, these

more complex techniques are not considered necessary. For all further experiments us-

ing spiral imaging in this thesis, the images are reconstructed using gradient trajectories

measured using the modified technique of Duyn et al. [11].

4.1.2 Spiral imaging with off-resonance effects

To demonstrate the influence of off-resonance effects on spiral imaging, spiral images

were acquired of a phantom containing sources of B0 inhomogeneity and chemical shift.

All acquisition parameters are identical to those described for the demonstration of the

technique of Duyn et al. in Section 4.1.1. Images were reconstructed using a k-space

trajectory measured described as above, and a non-uniform fast-Fourier transform [25].

Spiral images containing B0 heterogeneity and chemical shift are juxtaposed with images

of the same systems acquired using RARE and EPI in Figure 4.7. The phantom includes a
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Figure 4.6: Comparison of a) input and b) measured spiral gradient trajectories. Also
shown are images of a resolution phantom reconstructed with c) input trajectory and
d) measured trajectory. The necessity for a measured k-space trajectory for image re-
construction is evident. The field of view of these images is 20 mm × 20 mm, with a
resolution of 312.5 µm× 312.5 µm.

plastic bead (source of B0 heterogeneity) in images d) - f) and an NMR tube of ethanol in

images h) - i). It is clear from these images that both B0 heterogeneity and chemical shift

have an adverse effect on spiral images. In fact, both effects are substantially worse than

those exhibited by EPI. The reason for this is related to the non-linear k-space sampling

strategy employed by spiral imaging, with the available gradient slew rate limiting the

image bandwidth in each direction (for these images 5 kHz at the centre of k-space

decreasing to approximately 1 kHz at the edge). Conversely, EPI samples one direction

at the spectral width of the image (200 kHz), while the bandwidth of the perpendicular

direction is much lower (a mean of 3125 Hz). Thus, while EPI images only tend to suffer

distortion and chemical shift artefacts in one direction, the effect upon spiral images is

two dimensional, and much more significant. Nevertheless, as the bubbly flow system

under examination in the present study has been rendered magnetically homogeneous by

magnetic susceptibility matching in Chapter 3, and contains only a single NMR peak,

spiral imaging may still be successfully applied.
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RARE EPI Spiral

Figure 4.7: Comparison of the effect of off-resonance effects on RARE images (a,d,h),
EPI images (b,e,j) and spiral images (c,f,i). Shown is a magnetic susceptibility matched
resolution phantom (a,b,c), with a plastic bead of differing magnetic susceptibility in-
cluded (d,e,f) and with a tube of ethanol included (h,j,i). The field of view of these
images is 20 mm× 20 mm, with a resolution of 312.5 µm× 312.5 µm.

4.2 Velocity imaging of unsteady flow systems

Velocity encoded, single-shot spiral imaging was first implemented by Gatehouse et

al. [14], almost simultaneously with Pike et al. [27] who investigated multi-shot in-

terleaved spiral velocimetry. Both sets of researchers verified the measured average flow

rate to be quantitative, prior to applying their respective techniques to the in vivo mea-

surement of arterial blood flow. Subsequent to these early works, phase contrast spiral

imaging has been employed in several medical studies, primarily centred upon applica-

tions in cardiology [28, 29, 30, 31, 32, 33, 34]. Early studies of the effect of flow on spiral

imaging noted that the early sampling of the centre of k-space, and the periodic return

of all moments of the imaging gradients to zero, rendered the technique highly robust

to flow artefacts [13]. Subsequently, however, Butts and Riederer [15] and Gatehouse

and Firmin [16] noted that despite it being commonly acknowledged that spiral imag-

ing demonstrates excellent resistance to flow artefacts, fast (> 50 cm s−1) in-plane flows

have an adverse effect upon the point spread function (PSF). The PSF is seen to shift

in the direction of flow, split into multiple peaks and broaden over several pixels. This
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behaviour is congruent with the experiments and simulations of Gatehouse et al. [14],

who noted that their images fringe and blur respectively in the direction of flow where

their flow phantom entered and left the imaging plane, which they identified as being due

to the motion of spin isochromats between the start of the sequence, when all low spatial

frequencies are sampled, and at its end, when high-resolution information is obtained.

Nishimura et al. [35] also simulated acquisitions of spiral imaging in the presence of flow,

however they reported that spiral imaging demonstrates minimal flow artefacts even for

in-plane velocities in excess of 2 m s−1. This disparity with other studies appears to be

due to their simulation of a unidirectional flow phantom of infinite length.

In the present section the applicability of spiral imaging towards the quantification of

velocity fields for unsteady flow systems is explored. In doing this, simulated acquisitions

and experiments are used to investigate the impact of in-plane flow. With the flow

artefacts associated with spiral imaging thereby quantified, the use of spiral imaging

for the measurement of velocity fields is demonstrated on some example unsteady flow

systems.

4.2.1 Theoretical

For application to unsteady flow systems, it is important that the accrual of first moment

phase during imaging is minimal. Recall from equation (2.30) that the phase accrued

while traversing a given gradient waveform is given by:

φ(r, t) = γr

∫ t

0

G(t)dt+ γv

∫ t

0

tG(t)dt+ Ø(t3) (4.2)

where γ is the gyromagnetic ratio, G(t) is the gradient waveform, r is position in real

space and v is the velocity component in the direction of the applied magnetic field gra-

dient. The first term in this equation represents the zeroth moment phase, which is used

for spatial encoding. The second term is the first moment phase, which, if accrued during

imaging, gives rise to flow artefacts. Phase due to higher order terms (e.g. acceleration)

may also be accrued, however it is generally small in proportion to the first moment

phase. For example, Sederman et al. [36] noted that for single phase pipe flow at a

Reynolds number of 5,000 (a liquid velocity of 15.1 cm s−1 in their system), the maxi-

mum fluid acceleration associated with vortex formation was on the order of 40 cm s−2.

For an image acquired over 10 ms, the phase accrued due to acceleration is therefore

2.6% of that accrued due to velocity. In the present analysis, phase accrual due to higher

moments is considered negligible.
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The first moment phase accrued for during the traversal of the trajectory shown in Fig-

ure 4.6 is shown in Figure 4.8, together with that accrued during an equivalent EPI

sequence. This figure was generated using equation 4.2 and assuming a field of view of

2.5 cm × 2.5 cm, a spectral-width of 400 kHz and a uniform flow field of 20 cm s−1 in the

direction of the gradients. Modulus time-domain signals for typical acquisitions are also

shown in Figure 4.8 c). These curves demonstrate that the velocity proportionate phase

accrued during spiral imaging is periodically refocused in both directions, unlike that ac-

crued in the second read direction during EPI. This feature is commonly acknowledged as

being the source of the robustness to flow demonstrated by spiral imaging [13]. Further,

it is clear that little or no first moment weighting exists when the majority of the power

is acquired in spiral imaging, again unlike the EPI image which contains substantial first

moment phase by the time the centre of k-space is reached.
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Figure 4.8: The first moment phase accumulated during imaging for spiral (red) and EPI
(black) in a) the first read direction and b) the second read direction. In this calculation
a field of view of 5 cm was assumed, as was a spectral width of 200 kHz and a uniform
velocity of 20 cm s−1 in both directions. Typical modulus time-domain signals for both
acquisitions are shown in c). Note that significant first moment weighting exists by the
time the centre of k-space is reached for the EPI acquisition, but not for spiral imaging.

It is difficult to analytically quantify the accrual of first moment phase for an entire image

because the spiral trajectories used in practice are complex functions of the maximum

gradient amplitude and slew rate available [4]. Instead, simulated acquisitions are used to

numerically reproduce the flow artefacts associated with spiral imaging in Section 4.2.2.

4.2.2 Simulations

In this section the extent of flow artefacts is quantified for a two dimensional image

acquired using a realistic spiral trajectory by simulating the acquisition of spiral images

with additional phase accrual originating from the first moment of the imaging gradients.
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All simulations assumed a spectral width of 357 kHz for a 64 pixel × 64 pixel image with

a 5 cm × 5 cm field of view yielding a resolution of 0.78 mm × 0.78 mm. For a given

image geometry and velocity field, equation (4.2) was used with the trajectory shown in

Figure 4.1 to generate a first moment phase map for every sampling increment. A set of

k-space signals was then generated by application of an inverse non-uniform fast Fourier

transform [25] to these phase maps and the original modulus image. A simulated signal,

complete with flow artefacts, was then constructed by concatenation of the complex data

point for each time increment.

To demonstrate the effect of flow upon the modulus of the PSF for spiral imaging, the

distortion of a single pixel was simulated for a range of flow rates. In examining these

data it is convenient to adopt a dimensionless velocity, defined as:

v∗ =
vtiNp

res
, (4.3)

where v is velocity, ti is the sampling increment, Np is the number of pixels in one spatial

dimension and res is the image resolution. It is important to note that, even for a

unidirectional flow, the effect upon the PSF for spiral imaging will be two dimensional.

This is shown in Figure 4.9 a) for a velocity of 50 cm s−1 in the x direction (equivalent

to a dimensionless velocity of 1.15 × 10−1). The PSF is seen to spread in the direction

of flow, while also splitting and spreading symmetrically in the perpendicular direction.

This splitting is likely responsible for the ringing and fringing of spiral modulus images

observed by previous researchers [14]. To quantify the extent of these flow artefacts, the

two-dimensional PSF was simulated for a range of velocities, and was then integrated in

one direction. These results are shown for the x and y directions in Figure 4.9 b) and

c), respectively. The asymmetrical blurring in the flow direction is seen to always be in

excess of that in the direction perpendicular to flow, and thus can be solely considered

for a conservative estimate of the extent of blurring for spiral imaging of flow. A linear

fit to the blurred edge of Figure 4.9 b) yields the relationship:

xb = 2.17vtread (4.4)

where xb is the length over which blurring will take place in the image and tread is the

image read-out time (equivalent to N2
p ti for a fully sampled, rectilinear k-space raster).

Clearly the extent of acceptable blurring depends upon the pixel resolution of an image.

This implies that, for images such as those simulated herein (0.78 mm resolution), veloc-

ities greater than 3 cm s−1 cannot be exceeded without interpixel blurring. For studies
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in a medical context, however, where resolutions on the order of 5 mm are common, in

plane flows of up to 20 cm s−1 may be examined with all blurring contained within a

single pixel.
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Figure 4.9: a) The effect of flow upon the modulus PSF for spiral imaging for a system
with uniform dimensionless velocity, v∗, of 0.115 (spectral width of 357 kHz, 64×64 pixel
image with a 5 cm × 5 cm field of view, flow velocity of 50 cm s−1). b) The blurring of
the PSF as a function of flow velocity, integrated in the x direction. c) The blurring of
the PSF as a function of flow velocity, integrated in the y direction.

To demonstrate the effect of flow artefacts in a system of more general interest, a more

complex geometry and flow field can be simulated. In particular, Stokes flow around a

sphere in an infinite medium is presently examined, for which the velocity field is given

for r > a by [37]:

ur = u∞ cos θ

(
1− 3

2

a

r
+

1

2

a3

r3

)
(4.5)

uθ = −u∞ sin θ

(
1− 3

4

a

r
− 1

4

a3

r3

)
(4.6)

where r and θ are polar coordinates, and ur and uθ are the radial and tangential velocities,

respectively. The radius of the sphere is given by a, and u∞ is the unidirectional velocity

of the fluid an infinite distance away from the sphere. Figure 4.10 a) shows the input
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geometry and velocity field, while b) and c) show the resultant modulus and phase images.

Data are shown for a 50 cm s−1 flow around a 0.8 cm radius sphere with image resolution

of 780 µm × 780 µm.
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Figure 4.10: a) Input geometry and velocity field for Stokes flow around a 0.8 cm radius
sphere in a 3.5 cm × 3.5 cm box of fluid with a far-field dimensionless velocity of 0.115.
b) Modulus and c) phase images for a simulated acquisition with flow artefacts. d) Phase
map for an image with simulated velocity encoding in the y-direction and e) difference
image for pre- and post-acquisition phase maps.

As expected, the substantial in-plane flow present in this simulation has an adverse effect

upon the modulus image (b). The whole image is seen to shift in the direction of flow,

concurrent with the behaviour of the PSF. A ringing artefact, caused by the oscillations

of the PSF, is most clearly visible at the inflowing edge of the simulated phantom where

the dispersed signal from the edge adds constructively with the non-displaced signal in

the centre. The outflowing edge of the simulated phantom appears blurred, with high-

resolution signal from that region displaced off the edge of the simulated region. These

artefacts occur over a distance of approximately one quarter of the field of view of the
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image, in accordance with equation (4.4). The same artefacts are not visible on the fore

and aft sides of the sphere because the flow field is derived with a no-slip condition on this

boundary. This point has important implications for real systems, where velocities near

a boundary are generally significantly decreased from those in the bulk (even for liquid-

liquid or gas-liquid interfaces where some slip exists). Because the distortion of the PSF

is largely limited to signals sampled in the high spatial frequency edges of k-space (i.e.

those pixels next to an edge in image space), for systems in which fast flows are limited to

regions in the bulk fluid (and are therefore represented by low spatial frequency Fourier

coefficients), substantially less distortion of the image should be expected. Additionally,

the flow artefacts present on the inflowing and outflowing edges of a sample may be min-

imised by B1 heterogeneity in that region, which will result in a gradually attenuated

edge to the image. Thus, the practical implementation of spiral imaging (particularly to

those systems which lack high resolution flow features) is likely to be more robust to flow

than suggested by the PSF.

The effect of flow upon the phase image is demonstrated in Figure 4.10 c). It is clear

that no significant first moment phase accrued during imaging is transmitted through to

the phase image. In simulations extending the range of flow rates examined, no signifi-

cant error or artefact was visible in the phase image for velocities in excess of 2 m s−1.

To test the effect of including higher resolution features in the phase image, we simu-

lated a velocity encoded acquisition. This was done by providing an initial phase map

in proportion to the y-velocity component, shown in Figure 4.10 d), prior to performing

the simulated acquisition. A difference map between the initial and final phase maps

is shown in Figure 4.10 e). It is clear that the ringing and blurring artefacts visible in

the modulus image are not present in the phase image. The lack of sharp structures in

the flow is representative of many real physical systems, for which velocity images will

be very robust to flow artefacts. If high spatial resolution velocity features are to be

imaged, the PSF must be considered and blurring will be described by equation (4.4).

Within these considerations it is thus evident that spiral imaging is capable of producing

quantitative velocity-proportionate phase even in the presence of high in-plane velocities.

This is verified experimentally in Section 4.2.4. The robustness of the phase image to

error suggests that, as long as other sources of phase error are small, spiral imaging does

not intrinsically require the subtraction of a reference image. For the removal of phase

accrued due to off resonance effects, eddy currents and reconstruction error it has been

previously suggested that phase reference data may be generated from stationary fluid

included in the imaging region [38, 39].
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As a final note, if flow artefacts are judged too severe they can be further reduced by

the implementation of a variable density spiral sampling trajectory. To demonstrate

this, Figure 4.11 shows a simulation of a 50% undersampled spiral, otherwise identical

to the simulations shown in Figure 4.10, with the image reconstructed using an iterative

compressed sensing procedure [40]. The flow artefacts at the image boundaries in the

modulus image shown in Figure 4.11 b) are greatly decreased from those exhibited by the

fully sampled spiral given in Figure 4.10 b). Note that the application of a compressed

sensing reconstruction for velocity encoded images has been previously demonstrated

[41, 42, 43], and is discussed in detail in Section 4.3.
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Figure 4.11: a) 50% undersampled spiral image trajectory and b) modulus of image
reconstructed using compressed sensing. Note the flow artefacts are greatly decreased
compared to those acquired using a full spiral.

4.2.3 Experimental

The pulse sequence for phase contrast spiral imaging is shown in Figure 4.12. The slice

selection gradient was flow compensated [44], and the velocity encoding lobes (where em-

ployed) were applied simultaneously to the slice gradient flow compensation. The image

readout gradients followed the maximum gradient limited spiral trajectory, determined

as described by Glover et al. [17]. The total acquisition time, AQ, was 12.5 ms obtained

at a rate of 55 frames per second (fps) for 64 × 64 pixel images and 5.4 ms at a rate

of 91 fps for 32 × 32 pixel images (a minimum recycle time of 5.5 ms was imposed by

the spectrometer software). The liquid phase used in all experiments was distilled water

doped with a paramagnetic salt to render the solution magnetic susceptibility matched

to air (as described in Section 3.1.1), and to shorten the relaxation times of the solution

(in the present experiments T1 = 61 ms and T2 = 50 ms at B0 = 9.4 T ). All images

113



were acquired using a low tip-angle 512 µs Gaussian excitation pulse (5.6◦ for 32 × 32

pixel images and 11.25◦ for 64 × 64 pixel images). This low tip-angle permitted rapid

repeat acquisitions with minimal relaxation weighting. To verify that no coherent first

moment phase was being accrued during imaging, x-z plane spiral images (where the

z-coordinate is aligned with the direction of flow) were acquired of laminar flow in a

3 mm tube for comparison with fluid mechanics theory. In a pipe of this diameter lam-

inar flow is achievable for centreline velocities up to 133 cm s−1 (Re = 2,000), although

to maintain fully developed laminar flow we only examined centreline velocities up to

60 cm s−1 (Re = 900). This flow was gravity driven, and controlled using a rotameter

and needle valve. In order to quantify the signal attenuation associated with intravoxel

phase dispersion, spiral images without velocity weighting were acquired of flow in a pipe

of diameter 16 mm for the range Re = 500 to 12,000 (equivalent to superficial velocities

in the range 3.1 cm s−1 to 75.0 cm s−1). Non-velocity encoded EPI images were also

acquired. In addition, velocity encoded images were acquired of flows in this range to

demonstrate the usefulness of spiral imaging for characterising the transient instabilities

associated with turbulent flow. In all experiments, reference phase maps were acquired of

non-flowing systems, and subtracted from the images of flowing systems for the removal

of image reconstruction, eddy-current and B0 inhomogeneity phase errors.

r.f.

Gread

Gphase

Gslice

Gvelo

α

time

δ

∆

Figure 4.12: Pulse sequence for low-angle, snap-shot spiral imaging. For a 32× 32 pixel
image α = 5.6◦, and for a 64× 64 pixel image α = 11.25◦.

All measurements were performed on a Bruker AV-400 spectrometer, operating at a
1H resonance frequency of 400.25 MHz. A three-axis, shielded micro-imaging gradient

system with a maximum strength of 146 G cm−1 was used for zeroth and first gradient

moment encoding, and a 25 mm diameter birdcage r.f. coil was used for excitation

and signal reception. For all experiments involving velocity encoding, the flow encoding
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time (δ) was 416 µs, and the flow contrast time (∆) 516 µs. The k-space trajectory

followed during acquisition was measured using a modified version of the technique of

Duyn et al. [11], as described in Section 4.1.1. To correct for the disparity in the sampling

density of k-space associated with spiral imaging, all acquired data were weighted using a

Voronoi sampling-density compensation function [45] prior to image reconstruction using

a non-uniform fast Fourier transform [25].

4.2.4 Results

The simulations provided in the previous section predicted minimal error in the phase

image due to in-plane flow for spiral imaging. We presently validate this hypothesis

experimentally. Additionally, we explore the degree to which spiral imaging is afflicted

by signal attenuation caused by shear induced turbulence, which is another significant

flow artefact commonly associated with echo-planar type sequences. The error in modulus

and phase images acquired using EPI and spiral imaging are then compared. Finally, we

demonstrate some examples of spiral imaging based velocity measurements on high-shear,

unsteady flow systems.

Error in the phase image

The theory and simulations suggest that the accrual of first moment imaging phase should

not introduce substantial errors into the phase image. We have validated this assertion

experimentally by acquiring longitudinal plane spiral images, with and without velocity

encoding, for laminar flow in a pipe. By using a small diameter pipe (3 mm) we were able

to maintain laminar flow up to a centreline velocity of 60 cm s−1 (Re = 900). Figure 4.13

shows both a phase profile extracted from a non-velocity encoded image and a comparison

of a velocity profile at this flowrate with the theoretical result of Hagen-Poiseuille [46].

That no significant phase shift is present in the former, while good agreement between

experiment and theory is evident in the latter, reinforces that no significant systematic

error due to the imaging gradients is present in the phase image. A small phase offset

of approximately 0.05 radians was noted in the velocity unencoded profile, and also for

images of stationary systems; the origin of this error is most likely to be phase accrual

due to off-resonance effects. The noise level in the profile corresponds to a measurement

error of approximately 2%.
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Figure 4.13: Velocity profile obtained from a phase image for a system with high in-plane
flow with (×) and without (+) flow encoding gradients. The velocity profile expected
from fluid mechanics theory for laminar flow is also shown (line). These images were
obtained with a 5 mm field of view and a resolution of 78 µm. The lack of phase in
the image without flow encoding gradients and the good agreement between theory and
experiment when the flow encoding gradients are turned on suggests that no significant
velocity encoding is occurring due to the imaging gradients and that flow measurement
is quantitative.

Signal attenuation due to high-shear

It is well known that turbulent flow in the presence of a magnetic field gradient (either due

to B0 inhomogenity [47] or applied gradients [48]) leads to localised signal attenuation.

This occurs due to the presence of substantially different velocities in close proximity to

each other, which when combined with some degree of first moment phase accrual, leads

to different phases mixing within individual voxels. These phases add destructively to

attenuate the net signal for a particular voxel. It is clear from the distortion of the PSF,

as shown in Figure 4.9, that the accumulation of first moment imaging phase can have

a significant effect upon the modulus image, and in this section we seek to quantify the

signal attenuation due to intravoxel phase dispersion. In doing this, non-velocity encoded

cross-sectional plane images were acquired of turbulent flow in a 16 mm diameter pipe

up to a Reynolds number of 12,000. By comparing the modulus of these images with a

reference image of stagnant liquid, a measurement of signal attenuation as a function of

Reynolds number was extracted. These data are shown in Figure 4.14. The mean error

present at Re = 0 represents a measurement error due to noise of 0.6%. It is evident

that shear induced signal attenuation is insubstantial for spiral imaging, with a mean

error of approximately 3.5% for a Reynolds number of 12,000. The reason this error is

so small is likely due to the centre of k-space (and hence the bulk of the signal intensity)

being acquired at the start of the sequence, when little or no first moment imaging phase
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exists. Thus spiral imaging overcomes the shear artefact which afflicts EPI images, and is

a propitious basis for the visualisation of bubbly flow. The application of spiral imaging

to our model bubbly flow system is examined in Chapter 5.
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Figure 4.14: Error in the signal modulus as a function of Reynolds number for spiral
imaging of single phase flow in a pipe of diameter 16 mm. A linear trend fitted to the
data is shown to guide the eye.

Comparison of spiral imaging and EPI in application to unsteady flow systems

Given the minor accrual of first moment imaging phase, spiral imaging seems an aus-

picious basis for snap-shot velocity imaging of unsteady flow. Spiral imaging is advan-

tageous compared to EPI in this application, as it removes the systematic error in the

phase image associated with the imaging gradients. This is demonstrated in Figure 4.15,

which shows a comparison of non-velocity encoded blipped-EPI and spiral images of tur-

bulent flow in a pipe at a Reynolds number of 8,800. Both modulus and phase images

are shown. It is clear that while significant shear attenuation is present in the modulus

EPI image (mean error of 24.8%), the spiral image is much more robust (mean error of

2.8%; in accordance with Figure 4.15). Furthermore, significant coherent structures exist

in the EPI phase image, reflecting that flow encoding has occurred in one direction due

to the imaging gradients. Conversely, no phase exists in the spiral image, which reflects

the robustness of the technique to flow. The degree of error present in the EPI images

is, of course, a function of the imaging gradient strength used and transverse plane ve-

locity components. Of course, EPI may still be appropriate for application to unsteady

flow systems as long as the accrual of error within the bounds of these parameters is

acceptable.
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Figure 4.15: Comparison of non-velocity encoded spiral and EPI images of turbulent pipe
flow at a Reynolds number of 8,800 in a pipe of inside diameter 16 mm. Modulus images
are shown for a) spiral imaging and b) EPI. Phase images are shown for c) spiral imaging
and d) EPI. The in-plane shear and velocity result in attenuation of the signal and the
accrual of significant phase shifts during EPI, but not spiral imaging. Note that the slice
selection gradients were velocity compensated for both imaging techniques. The spatial
resolution is 313 µm ×313 µm for a field of view of 20 mm × 20 mm.

Application of spiral imaging to unsteady flow systems

Given the minor accrual of first moment imaging phase, spiral imaging seems an auspi-

cious basis for snap-shot velocity imaging of unsteady flow. Spiral imaging holds several

advantages over EPI in this respect: as discussed it removes the systematic error in the

phase image associated with the imaging gradients, and it also acquires an image directly

from an FID, which significantly decreases the acquisition time and allows smaller tip

angles to be used; permitting rapid repeat excitations without relaxation weighting. This

latter point allows some highly transient flow features to be imaged for the first time.

Consider, for example, Figure 4.16, which shows a number of time sequential velocity

images of unsteady flow in a pipe (Re = 4500). Attention is drawn to the wall region,

where an instability is visible extending from the wall; snaking to and fro in the main

body of the fluid. The acquisition rate of these images (91 Hz) is just sufficient to char-

acterise this highly transient fluid phenomenon.
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Figure 4.16: Cross-sectional maps of the z-velocity of unsteady flow acquired using spiral
imaging (Re = 4,500). The transient behaviour of a wall instability is highlighted. The
acquisition rate of these images is 91 fps. The times shown on the images refer to the
start of the acquisition. The spatial resolution is 625 µm × 625 µm for a field of view
of 20 mm × 20 mm.

An interesting juxtaposition exists between these data and those of Sederman et al. [36],

who acquired multiple sequential images of turbulent flow from the same excitation using

EPI. Whereas they noted the turbulent structures to be relatively constant over an 80 ms

period, from the present images it is clear that the flow field changes substantially over the

course of 10 ms. The reason for this disparity is that the present images (which were each

acquired from a fresh excitation) show an Eulerian velocity represented in an Eulerian

frame of reference, whereas those acquired by Sederman et al. depict an Eulerian velocity

however now in the Lagrangian frame. The difference between these two measurements

lies in the way they observe changes to the flow field; while the sequence of velocity

measurements obtained using spiral imaging are acquired at a fixed spatial location, the

measurements of Sederman et al. were acquired from repeatedly refocused magnetisation

and therefore yield signal from a mobile packet of fluid. To demonstrate this difference,
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consider Figure 4.17, which shows longitudinal plane velocity images of the turbulent

flow system examined above. It is clear from these images that the unsteady features

(that is the regions of fast and slow moving fluid immediately adjacent to each other) are

transmitted along the pipe as coherent and relatively slowly evolving structures. These

structures are seen to move along the pipe at approximately the superficial velocity of the

fluid, and in this context are stable for approximately 80 ms; this observation is consistent

with the findings of Sederman et al. [36]. Figure 4.17 also demonstrates the successful

application of spiral imaging for velocity measurements on a system which contains high

in-plane flows. According to equation (4.4), blurring of the PSF can be expected over a

maximum of 10 mm (approximately 10 pixels) in this image in the direction of flow. This

blurring is substantial, and can only be decreased by shortening the acquisition time. The

combination of undersampled, velocity-encoded spiral imaging and compressed sensing

for high temporal resolution velocity imaging of unsteady flow systems is examined in

Section 4.3.
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Figure 4.17: Longitudinal maps of the z-velocity of fully developed turbulent flow ac-
quired using spiral imaging (Re = 4,500). A slowly evolving turbulent structure is high-
lighted by the rounded white box. The acquisition rate of these images is 91 fps. The
times shown on the images refer to the start of the acquisition. The spatial resolution is
625 µm × 984 µm for a field of view of 20 mm × 31.5 mm.

While in the present work unsteady single phase pipe flow is used as a convenient test case
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for the demonstration of velocity encoded spiral imaging, these data do hold significant

scientific merit. The transition from laminar to turbulent flow is an area of active re-

search in fluid mechanics [49, 50], and quantitative velocity measurements that represent

the formation of turbulent instabilities are insightful for the formulation of models, and

necessary for the validation of computational fluid dynamics codes. MRI holds several

unique advantages over other techniques for the measurement of this type of information,

such as particle imaging velocimetry (PIV) [51] or laser Doppler anemometry (LDA) [52].

In particular, both PIV and LDA require the introduction of tracers or particles to the

system, and assume that motion of these particles accurately represents that of the fluid.

MRI, on the other hand, is completely non-invasive, and obtains a measurement directly

from the fluid. Further, as discussed above, MRI can yield measurements in either an

Eulerian or Lagrangian frame of reference. Finally, being non-optically based, MRI is

capable of producing measurements in opaque systems, and at any orientation.

4.3 High temporal resolution velocity imaging using

compressed sensing

The images shown in Figures 4.16 and 4.17 demonstrate the potential for spiral imaging

to quantitatively characterise highly transient flow features for unsteady systems. These

data, however, represent only single component velocity maps, are of quite low spatial

resolution (at best, 625 µm), and suffer from substantial blurring caused by in-plane flow

(particularly for the vertical plane images, which were blurred over 10 mm). As discussed

in Section 2.5, it is possible to decrease image acquisition times by undersampling, and

as long as the undersampling artefacts are rendered noise-like, they can be removed by

enforcing sparsity in some transform domain. This process is known as compressed sens-

ing, which has been recently demonstrated as a promising avenue for decreasing MRI

data acquisition times [40, 53]. Spiral imaging lends itself well to the implementation

of undersampling schemes, as the density of the spiral revolutions can be tuned to fully

sample the centre of k-space, while sparsely sampling the outer edges. Further, the non-

idealities associated with fast spiral trajectories (which necessitate the use of gradient

trajectory measurement, as discussed in Section 4.1.1) introduce a stochastic element to

the sampled points, which helps maintain the incoherence of the undersampling artefacts.

In this section, compressed sensing is applied to speed up velocity encoded spiral acqui-

sitions: enabling higher spatial and temporal resolutions, and permitting more velocity

information to be obtained. The only previous studies to combine compressed sensing

with velocity encoded acquisitions are those of Gamper et al. [41], Holland et al. [42] and
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Bajaj et al. [43].

4.3.1 Experimental

Undersampled, velocity encoded spiral images have been acquired of flow in a 16 mm

internal diameter pipe at Reynolds numbers of 500 and 4,500. The solution used in these

experiments was 16.86 mM dysprosium chloride. The trajectory used in these experiments

is shown in Figure 4.18. The density of this spiral is weighted by a Gaussian function

such at the central points are almost fully sampled while the outer edges of k-space are

sampled progressively more sparsely. Only 1175 complex data points are sampled on this

trajectory, which is 28.7% of those required for a fully sampled 64 pixel × 64 pixel image.
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Figure 4.18: Variable density spiral used for undersampled acquisitions. This trajectory
samples 1175 complex datapoints, which is 28.7% of those required for a fully sampled
64 pixel × 64 pixel image.

The read-out time of the images was 2.94 ms. To further increase acquisition speed, the

excitation pulse length was decreased to 256 µs, with the flow encoding and contrast

times of 368 µs and 388 µs, respectively. This provides a total time for each image of

5.30 ms. Further, following upgrades to the spectrometer software, the previous minimum

recycle time was removed, and images were acquired at a rate of 188 fps. The tip-angle

used in all experiments was 5.6◦. All other experimental parameters were identical to

those described in Section 4.2.3. Gradient trajectories were measured as described in

Section 4.1.1. Initial image reconstructions were performed using a non-uniform fast-

Fourier transform [25] with a Voronoi density compensation function [45]. A compressed

sensing reconstruction was performed using the MATLAB package of Lustig [54], with

image sparsity enforced in the wavelet domain using the wavelet toolbox of Donoho et

al. [55]. Note that the compressed sensing reconstruction was performed on the real and

imaginary components of the image separately, prior to the calculation of a phase image.
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4.3.2 Results

To demonstrate that quantitative velocity information is preserved throughout the com-

pressed sensing reconstruction, images were firstly acquired of laminar pipe flow (Re = 500).

A flow encoded image is shown in Figure 4.19 a), and an extracted profile in comparison

to the model of Hagen-Poiseuille in b). No undersampling artefact is evident in a), and

good agreement is between theory and experiment is evident in b), which suggests that

the true image is being recovered by the compressed sensing reconstruction procedure,

and quantitative phase information is being retained.
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Figure 4.19: a) An undersampled velocity image reconstructed using compressed sens-
ing. b) A velocity profile extracted from a) in comparison with fluid mechanics theory.
It is clear that the quantitative phase map is being recovered by the compressed sens-
ing procedure. The spatial resolution is 312.5 µm × 312.5 µm for a field of view of
20 mm × 20 mm.

High-spatial (312.5 µm × 312.5 µm) and temporal (188 fps) single component velocity

images of unsteady flow at a Reynolds number of 4,500 are shown in Figure 4.20. Hor-

izontal plane images are shown in a), and vertical plane in b). The flow features here

are resolved in much greater detail than in Figures 4.16 and 4.17; particularly in the

vertical plane. This is aided by both the increased spatial resolution, and reduced blur-

ring associated with the shortened acquisitions time. All of the flow features present in

the fully sampled images are evident, including the fingering wall instabilities and more

slowly evolving turbulent structures. According to equation (4.4), blurring is expected

over a maximum of 2.9 mm in the vertical plane images, which corresponds to 6 pixels.

This represents a significant improvement over the fully sampled images, and is consid-

ered acceptable given the inevitability of some blurring when imaging fast in-plane flows.

Little change is evident in the horizontal plane data over any three sequential images

shown in Figure 4.20 a). To quantify the change between these images it is possible to
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Figure 4.20: a) Horizontal and b) vertical plane velocity images of unsteady flow at
Re = 4,500. The spatial resolution is 312.5 µm × 312.5 µm for a field of view of
20 mm × 20 mm in the horizontal plane images, and 312.5 µm × 492 µm for a field of
view of 20 mm × 31.5 mm in the vertical plane images. The indicated times represent
the start of each acquisition.
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calculate a velocity auto-correlation function (VACF) [56, 36]:

Rv(t2) =
〈v(t1)v(t2)〉
〈v(t1)2〉

(4.7)

where v represents the instantaneous velocity at a given time. Velocity autocorrelation

maps for images acquired between t1 = 0 ms and t2 = 15.9 ms are shown in Figure 4.21.

a) 0 ms – 5.3 ms b) 0 ms – 10.6 ms c) 0 ms – 15.9 ms 2

0

V
A

C
F

Figure 4.21: Velocity autocorrelation functions demonstrating the difference between
images acquired at a) 0 ms and 5.3 ms, b) 0 ms and 10.6 ms and c) 0 ms and 10.9 ms.

It is clear from Figure 4.21 that at most 15% difference exists between images acquired

at 0 ms and 10.6 ms, and in general much less than this. This suggests that by acquiring

images velocity encoded in the z, x and y directions sequentially, that three component

velocity images may be produced that represent an effectively instantaneous ‘snap-shot’

of the flow. Horizontal plane data of this type are shown in Figure 4.22 a). The forma-

tion of vortices in the transverse plane data may clearly be observed at the walls of the

column, and is seen to be coupled with the fingering instabilities previously observed.

While the development and evolution of in-plane flow structures may be observed in the

wall region, fewer coherent velocity structures are visible from image-to-image in the bulk

flow. This is to be expected as the greater through-plane flow in this region conveys the

fluid out of the imaging plane from frame-to-frame.

Vertical plane, three-component velocity maps are shown in Figure 4.22 b). The su-

perficial liquid velocity has been subtracted from this image, and z-component of the

velocity vectors are scaled back to 8% of their original magnitude in order to render the

in-plane flow features visible. It is clear that recirculating vortices were present in the

longitudinal plane as well as the transverse plane, and were conveyed down the column at

the superficial velocity of the liquid. The vortices are seen to accompany through-plane

motion, which in these images correspond to the transverse plane vortices seen in Fig-

ure 4.22 a). This reflects the three dimensional nature of the vortical structures exhibited
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Figure 4.22: a) Horizontal and b) vertical plane velocity three-component velocity images
of unsteady flow at Re = 4,300. Note that the magnitude of the z-component of the
velocity vectors is reduced to 8% of the true length, and the mean liquid flow rate has
been subtracted, to enhance the clarity of the flow features. The spatial resolution is
312.5 µm × 312.5 µm for a field of view of 20 mm × 20 mm in the horizontal plane
images, and 312.5 µm × 492 µm for a field of view of 20 mm × 31.5 mm in the vertical
plane images. The indicated times represent the start of each acquisition.
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by turbulent flows. The through plane velocity map in Figure 4.22 b) also reveals some

information about the evolution of turbulent vortices. The vortices are seen to begin

extended far out into the bulk fluid, before becoming skewed as different parts of the

vortex are conveyed down the tube at different rates. This leads to a long tail of rotating

fluid near the wall, and a ‘puff’ of turbulence being conveyed along the tube. Turbulent

puffs such as this are commonly associated with transitional flows [57], and these data

may provide an interesting new insight into their origin.

These data demonstrate the great potential held by undersampling and compressed sens-

ing for the characterisation of highly transient systems. While further undersampling of

these images was found to introduce artefacts which could not be corrected using com-

pressed sensing, additional increases to the temporal resolution of the technique may yet

be possible. This may be achieved by employing a three-dimensional compressed sensing

reconstruction using time as a psuedo-spatial third dimension. It is noted by Càndes [58]

that sparsity tends to increase with the amount of dimensions sampled, which will be

particularly true for the present system where only very minor changes exist from frame-

to-frame. Thus with further undersampling, and a multidimensional compressed sensing

reconstruction procedure, the spatio-temporal balance of velocity encoded spiral imaging

may be further improved, which will broaden the applicability of the technique.

4.4 Conclusions

Spiral imaging has been assessed as a technique for acquisition of temporally resolved

images of high-shear systems, and for the measurement of quantitative velocity fields of

unsteady flow. In the implementation of fast spiral imaging it is necessary that gradi-

ent trajectories be measured, and used in image reconstruction. Two approaches were

assessed for the measurement of these gradient waveforms: magnetic field monitors and

imaging based techniques. The former proved to be unsuitable for use with a plastic-

lined imaging coil, however good results were obtained with the latter. Spiral imaging

was shown to be more susceptible than EPI to off-resonance effects, which was attributed

to the low effective image bandwidth in both read directions, however as the examined

systems are magnetic susceptibility matched, this was not judged to be problematic for

the present study.

The effect of flow on spiral images was examined in detail. In particular, extent of the

distortion of the PSF due to flow was quantified using simulated acquisitions, however it
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was noted that the impact of this artefact is minimal for many physical systems. This

is because flows near an edge in image space (i.e. corresponding to heavily first moment

weighted high-frequency Fourier coefficients) are boundary affected and thus are often

significantly decreased from the bulk fluid velocity. The shear induced, localised attenu-

ation in the modulus image was also quantified, and errors found to be less than 3.5% for

flows up to a Reynolds number of 12,000 for single phase flow in a pipe. These errors are

likely so small due to the early sampling of the centre of k-space associated with spiral

imaging. Non-velocity encoded images acquired using both EPI and spiral imaging of

turbulent pipe flow were compared, with significant errors in the modulus and velocity

proportionate phase present in the EPI images. Conversely the spiral images were rela-

tively robust in both the modulus and phase images. This demonstrates the superiority

of spiral imaging for the measurement of quantitative velocity fields of unsteady systems.

The acquisition of velocity fields using spiral imaging was then demonstrated on some

example unsteady flow systems. Turbulent flow in a pipe was imaged at a time resolution

of 91 fps, and the behaviour of highly transient wall instabilities were captured using MRI

for the first time.

To reduce blurring and improve the spatio-temporal resolution of these measurements,

compressed sensing was applied to undersampled acquisitions. It was firstly shown that

quantitative velocity information is retained throughout the compressed sensing recon-

struction by application of the technique to laminar flow in a pipe, with good agreement

with fluid mechanics theory evident. Images sampled at 28.7% of the data required for a

fully sampled k-space raster were then acquired of turbulent flow at a Reynolds number

of 4,300. These data were acquired at 188 fps, and at twice the spatial resolution of the

fully sampled images. At this temporal resolution, it was clear that only minor changes

to the flow structure occur over any three subsequent images, which allowed three images,

each with velocity encoding in a different direction, to be acquired for the reconstruction

of three component velocity vectors that represent an effective instantaneous ‘snap-shot’

of the flow. Spiral imaging, particularly when accelerated using compressed sensing, was

thus shown to be a very promising basis for the acquisition of temporally resolved velocity

maps of unsteady systems. The application of spiral imaging to bubbly flow is considered

in the following chapter.
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Chapter 5

Characterisation of high-voidage

bubbly flow

In this chapter the characterisation of high-voidage bubbly flow is examined. In particu-

lar, it is sought to measure the bubble size distribution, interfacial area and liquid phase

hydrodynamics. The measurement of these parameters has been the focus of intense

research for decades, and many different approaches to the problem have been developed

(reviewed in Section 1.3). In general, these experimental techniques may be categorised

as invasive, or non-invasive, and optical or non-optical. Previous studies making use of

experimental techniques from each category are reviewed by Cheremisinoff [1] and Boyer

et al. [2]. Typically, both invasive and non-invasive optical techniques (photography [3],

particle image velocimetry [4] and laser Doppler anemometry [5]) are limited in applica-

tion to low voidage bubbly flow (ε < 5%), as the bubbles in the centre of the column are

occluded for higher gas-fractions. Conversely, while non-invasive, non-optical techniques

(electrical capacitance or radiography tomographies [6]) are applicable to high-voidage

systems, they struggle to find the necessary balance between spatial and temporal reso-

lution, although one exception to this is the electron beam scanning technique recently

proposed by Beiberle et al. [7]. Finally, invasive, non-optical techniques (local phase

probes [8], wire mesh sensors [9], hot wire anemometry [10]) can be applied to low and

high gas fraction systems alike, however these must take into account the interference of

the probe on the measurement [11, 12]. Despite their invasive nature, local phase probes
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are essentially the only technique capable of obtaining measurements in high-voidage sys-

tems, and are commonly employed for measurement of bubble size [13, 14] and interfacial

area [15, 16], while wire mesh sensors are used for their 2D visualisation capability [17, 18].

The present work is the first to attempt the measurement of these parameters using ultra-

fast MRI, with all earlier studies that employ magnetic resonance focusing exclusively

on either spatially or temporally averaged measurements. MRI holds several advantages

over alternate techniques, including being completely non-invasive, and non-optical. In

Chapter 4 it was demonstrated that spiral imaging possesses the spatio-temporal bal-

ance required for the resolution of highly transient flow features in some systems, while

still being robust to the presence of fluid shear. These properties render spiral imaging a

highly auspicious basis for the quantitative imaging of bubbly flow. Previous applications

NMR and MRI to bubbly flow were reviewed in full in Section 1.4. Of most relevance to

the present study is the work of Lynch and Segel [19], who showed that for pulse-acquire

experiments a linear relationship exists between voidage and NMR signal, and Leblond

et al. [20], who demonstrated the use of propagators for characterising the liquid-phase

hydrodynamics of bubbly flow. Leblond et al. showed that the velocity distribution for

bubbly flow is Lorentzian-like, centred around the superficial velocity of the fluid and

broadens with increasing voidage.

In this chapter, methodologies for producing measurements of voidage, bubble size dis-

tribution and interfacial area from MRI images are firstly described. Particular focus is

given to the automated image processing algorithms needed for data extraction, and the

limitations of the MRI technique. Spiral imaging is then demonstrated in application to

gas-liquid flow across the whole range of voidages for which stable bubbly flow was possi-

ble (up to ε = 40.8%), and the developed techniques are applied to extract measurements

of bubble size distribution and interfacial area density. Finally, both propagators and the

quantitative, ultra-fast velocity imaging technique already developed in Section 4.2 are

applied to bubbly flow across a range of voidages to provide a spatially and temporally

resolved characterisation of the system hydrodynamics. Note that all measurements in

this chapter are performed on a magnetic susceptibility matched (16.86 mM dysprosium

chloride) solution, which while rendering the system MRI-friendly, has the additional

effect of electrolytically stabilising bubbly flow (as discussed in Section 3.1.2). The mea-

surements produced in this chapter are used to close a drift-flux hydrodynamic model of

the system in Chapter 7.
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5.1 Theoretical

5.1.1 Measurement of voidage

The major advantage of applying spiral imaging to bubbly flow is that the high-power

centre of Fourier space is acquired at the start of the imaging sequence, and is thus free

from the influence off-resonance and flow errors. As the total image intensity (which is

quantitatively representative of the amount of fluid in the slice [19]) is represented by the

central point of k-space, the voidage of a bubbly flow system may be readily determined

according to [19]:

ε = 1− sbub(0)

sref(0)
(5.1)

where sbub and sref are time domain signals acquired of bubbly flow, and single phase

reference systems.

5.1.2 Measurement of bubble size

As discussed in Section 3.2, in order to obtain a ‘snap-shot’ of bubbly flow, it is necessary

to acquire an image within approximately 20 ms. Using an echo-planar style acqusition,

modern MRI hardware is able to acquire a full-Fourier 64 pixel × 64 pixel image in this

time. While for the column under examination (31 mm diameter) this represents a rela-

tively low spatial resolution (≈ 500 µm), as long as the bubble is represented by several

pixels (typically at least three pixels across the diameter), a circle fitted to the bubble

outline will yield an interpolated projected bubble size, rp, to a subpixel accuracy [21].

The quantitative nature of the MRI signal also provides extra information that enables

a secondary measurement of bubble size. If a bubble is wholly contained within the slice

of excited fluid during the acquisition period, the signal loss due to the presence of the

bubble will be proportional to the bubble volume. A schematic demonstrating this con-

cept is provided in Figure 5.1.

While for an ideal system it is possible to calculate the signal-volume equivalency directly

from equation (2.24), in a real system non-idealities in the hardware introduce errors (such

as B1 inhomogeneity) to the amount of signal present in some regions of the image. These

errors are, however, consistent from scan to scan, and thus it is possible to quantify the

bubble volume by comparison with a single-phase reference image. Thus, a spherically
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Slice of excited 
fluid projected 

onto image plane

Figure 5.1: Demonstration of the nature of MRI images. A slice of fluid is excited, and
spatially encoded in two dimensions perpendicular to the slice plane. The signal from
fluid in the perpendicular direction is projected onto the imaging plane. The local signal
intensity in an image can thus be rendered proportional to the volume of a bubble.

equivalent bubble radius may be calculated according to:

rb = 3

√
3

4π
Vref

(
1− |Ibub|
|Iref |

)
(5.2)

where Vref is the volume of the fluid voxels contained in the region of an identified bubble,

Ibub is the complex image intensity present in this region for the image containing the

bubble and Iref is the complex image intensity for the reference image. By calculating

bubble size from a signal ratio, partial volume effects caused by voxels half filled with

liquid will be accounted for. Additionally, by directly measuring bubble volume, the in-

fluence of bubble shape on the measurement of bubble size is entirely avoided. This effect

is particularly advantageous when considered in comparison to alternative techniques for

the measurement of BSDs; in addition to being non-invasive and not limited by the opti-

cal opacity of the system, the influence of bubble shape upon the measurement of bubble

size (which is highly problematical for techniques that measure only a chord length of the

bubble [16]) is avoided altogether. In fact, by acquiring two independent measurements

of bubble size, some information about bubble shape is also obtained. Assuming the

bubble maintains fore-aft symmetry, the aspect ratio of the bubble will be given by:

α =

(
rb

rp

)3

(5.3)

where rp is the radius of the projected bubble.

Note that it is important that the spatial integrations to yield Ibub and Iref are performed

on complex data to minimise errors generated by the signal-to-noise ratio of the image.
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That is, when summing complex data, the mean value of the noise is zero and the signal-

to-noise ratio scales with
√
np (where np is the number of summed points), whereas when

summing modulus data the noise is always positive in magnitude (with a non-zero mean),

which leads to the introduction of greater errors to the signal. This process assumes that

no significant phase shift exists from pixel to pixel, which was true for the present case

due to the magnetic susceptibility matched system under examination. The error in

bubble sizes measured from signal intensity therefore depends upon the number of pixels

contained in the bubble region. If the image is segmented into bubble regions in the form

of digitised circles of radius rs, the error in bubble size due to the signal-to-noise ratio of

the image, S, is given by:

%E =
3

4

√
dπr2

peν

πr3
sSv

× 100 (5.4)

where ν is the variance of the noise in the difference image, and Sv is the signal per

unit volume of fluid. An additional potential source of error exists in that measurements

based on the signal intensity are dependent upon the signal remaining quantitative in the

presence of large amounts of shear. In Section 4.2.4, it was demonstrated that for spiral

imaging errors of less than 3.5% are present in the image intensity for Reynolds numbers

up to 12,000, which suggests that errors related to shear attenuation ought to be minor

for the present experiments.

It is important to note that a large enough slice thickness must be selected to ensure that

the majority of bubbles will be wholly contained within the slice for the duration of the

imaging sequence. In dispersed flow, most bubbles do not rise faster than 30 cm s−1 [16].

This is equivalent to a rise of 6 mm over the 20 ms course of our established maximum

acquisition time, indicating that the excited slice should be at least 6 mm thick. However,

an excessively thick slice should be avoided as the risk of bubbles overlapping within the

projected pipe cross-section is increased. Care must also be taken to ensure that the

slice excitation profile is rectangular, such that the change in signal intensity due to the

presence of a bubble is independent of its longitudinal position within the slice of excited

fluid. In the present study, both 7.5 mm and 15 mm thick slices are examined; the radi-

ally averaged slice excitation profiles are shown in Figure 5.2.

Possible sources of error in these measurements relate to bubbles which are partially

included in the slice during excitation, or bubbles which overlap in the slice of excited

fluid. For bubbles which are part included in the excited slice the measured spherically
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Figure 5.2: Slice excitation profiles for 7.5 mm thick slice (black) and 15 mm thick slice
(red) used in the current experiments. Note that a rectangular slice shape is necessary to
ensure that the signal loss due to the presence of a bubble is independent of the position
of that bubble within the excited slice.

equivalent radius will always be less than that expected for a given projected bubble

radius. The opposite is true for bubbles which overlap within the projected slice of

fluid, with the bubble volume being in excess of that expected. It is generally true that

0.4 ≤ α ≤ 1 for bubbles with Eo < 10 [22], where the Eötvös number is defined as:

Eo =
4∆ρgr2

b

σ
(5.5)

where ∆ρ is the density difference between the two phases, g is acceleration due to

gravity and σ is surface tension. By discarding bubbles outside of the range 0.4 ≤
α ≤ 1, it is possible to minimise the influence of overlapping and part-included bubbles.

It is important to note that filtering the data in this manner is a potential source of

sampling bias, the influence of which is explored by applying the data analysis procedure

to simulated data in Section 5.3.4.

5.1.3 Measurement of interfacial area

In this section, the quantification of interfacial area is examined as a function of both

vertical and radial position in the column. While the data filtering procedure described

above removes a significant source of potential error from the measurement, it also pre-

vents the direct measurement of total interfacial area (as bubbles which are overlapping

or part included in the slice will still contribute to the net surface area despite having

been removed from the dataset). However as long as the mean interfacial area per bubble

and number of bubbles present are known, the total interfacial area can be calculated.
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The number of bubbles per unit volume can be determined by the relation:

N =
εVslice

Vmean

(5.6)

where Vmean is the mean bubble volume and Vslice is the volume of the excited slice.

Assuming the bubbles to remain oblate ellipsoids, the interfacial area of each individual

bubble may be calculated by numerical integration of the surface integral:

As =

∫ φ

0

∫ 2π

0

sin θ

√
a4 sin2 θ sin2 φ+ a2c2 sin2 θ cos2 φ+ a2c2 cos2 θdθdφ (5.7)

where a and c are the major and minor axes of each bubble, and θ and φ are rotated

spherical coordinates, as shown in Figure 5.3. For computation of the entire surface area

of a bubble, the limit φ = π must be considered. In assigning interfacial area to radial

column bins it is not sufficient to simply consider the location of the bubble centroid.

Rather, because the surface of different bubbles contribute to the interfacial area at each

radial position, it is necessary to quantify the surface area of ellipsoidal segments. This

may be achieved by evaluating the above integral up to the limit given by:

φ =

arctan

(
a
√

1− h2

c2

)
h

(5.8)

where h is the distance between the bubble centroid and the division between radial bins,

as shown in Figure 5.3.

φθ

h

a
a

c A
s

Figure 5.3: Coordinate system employed for the calculation of interfacial area of segments
of the bubble. The bubble’s major and minor semi-axes are given by a and c, respectively,
while h is the distance from the bubble centroid to the plane that separates two radial
locations in the column.

5.1.4 Data analysis

In order to obtain a statistically representative measurement of bubble size and interfa-

cial area, hundreds of images may be required. Clearly, to process this volume of data
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some automated analysis procedure is required for bubble identification and image seg-

mentation. There exist multiple techniques to identify shapes within an image, which are

explored in detail by Petrou and Bosdogianna [23]. The present application is, however,

complicated by the relatively low signal-to-noise ratio associated with ultra-fast MRI. In

such cases a Hough transform is conventionally used to produce a ‘Hough space’: a math-

ematical domain in which the desired shape features are represented by local maxima.

When several maxima are located closely together, however, as in the case with densely

clustered bubbles, peak identification can become problematic. To overcome this, it is

possible to employ an iterative peak finding procedure. In this technique the global max-

imum is located, and the corresponding shape removed from the image domain, prior to

recalculating the Hough space, such that ambiguity in shape locations is progressively

reduced as each bubble is identified and removed. This shape identification procedure is

demonstrated in Figure 5.4. An improved contrast image is first prepared by subtraction

of a single-phase reference image, prior to the generation of a gradient image for edge-

enhancement. A pseudo-Hough space was then generated by normalized cross-correlation

with template images of circles of varying diameter. The maximum in this correlogram

was identified as described above, which permitted the image to be segmented into ap-

proximate bubble locations. Each of these segments was then thresholded at a quarter

of its maximum intensity (in order to remove back ground noise) prior to fitting a circle

using the procedure of Taubin [24]. This process was repeated until a minimum correla-

tion coefficient of 0.7 was reached. The signal in the segmented region for each bubble

was then compared to the signal in the same region of the single phase reference image to

determine a spherically equivalent diameter, in accordance with equation (5.2). The pro-

jected and volumetric bubble sizes were used to calculate an aspect ratio (as per equation

(5.3)), and finally those bubbles identified as having an aspect ratio outside of the range

0.4 ≤ α ≤ 1 were removed from the dataset.

5.2 Experimental

The present experiments were carried out in a Perspex column 2 m in length (L = 2 m),

and of internal diameter 31 mm (R = 15.5 mm). Magnetic susceptibility matched (16.86

mM dysprosium chloride) solution was used for the continuous phase. Bubbles were

generated by sparging air through a porous foam-rubber frit (of the geometry shown

in Figure 3.7 a) with the gas flow rate regulated by an Omega FMA3200ST mass flow

controller for voidages up to 9%, and with a rotameter and needle valve for higher gas

fractions. A flow loop was connected to the top of the column such that a constant
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Figure 5.4: Demonstration of data analysis procedure. A single-phase reference image, R,
is initially subtracted from an image of bubbly flow, O, in order to provide an image with
improved contrast, I. A gradient image, G, is then generated by taking finite differences
of I. The gradient image is segmented into individual bubbles by two-dimensional cross-
correlation with template images of circles of varying diameter. The global maximum
of the correlogram is then selected, and a binary mask, B, generated of the bubble
corresponding to that peak. This mask is then used to extract the bubble outline from
G, from which it is removed, and a circle is then fitted to the isolated bubble to determine
the projected radius. The cross-correlation is then repeated to identify the next global
maximum, and the process is iterated until a threshold correlation coefficient of 0.7 is
reached. From the identified bubble locations, a spherically equivalent bubble diameter
is then calculated from the intensity ratio between the original and reference images. An
aspect ratio is then calculated using the two measurements of bubble size, and the data
are filtered to remove bubbles demonstrating unrealistic proportions.
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liquid height could be maintained, with overflow liquid transported to a reservoir. An

experimental schematic is shown in Figure 3.7 b).

In order to validate the results produced by the MRI technique, sizes were measured of

9.52 mm diameter Perspex beads settling in the column, and BSDs were measured from

a 7.5 mm thick slice at a voidage of 3.5% for comparison with an optical technique. The

optical measurements of bubble size were obtained in Section 3.1.2. MRI measurements

for the low voidage system were also acquired from a 15 mm thick slice to examine the

influence of slice thickness on the produced size distributions.

Spiral images were obtained at 15 increments in superficial gas velocity in the range

4.4 cm s−1 to 71.4 cm s−1 (corresponding to a maximum voidage of 40.8%, above which

stable bubbly flow was not possible). These measurements were performed at a position

25 mm from the sparger (z/L = 0.0125, where z is the vertical direction) and at 10 cm

increments up to a height of 1025 mm (z/L = 0.51). The entire column was shifted

vertically with respect to the spectrometer to allow these heights to be examined. Higher

positions in the column could not be investigated due to the fixed height of the magnet.

The total acquisition time was 15.3 ms for a 64×64 pixel image acquired at a field of view

of 37 mm × 37 mm (to give a pixel resolution of 578 µm × 578 µm). The spiral imaging

protocol used was as described in Section 4.2.3, with the slight modification that a single

spin-echo was used with a Mao refocusing pulse [25] to generate either a 7.5 mm or 15 mm

thick slice of excited fluid of rectangular profile. Images were acquired every 300 ms to

allow complete magnetisation relaxation, and to give time for the sampled bubbles to

leave the imaging region. Two hundred images were acquired for each position and flow

rate. High time resolution velocity encoded images were also acquired of bubbly flow at

each voidage using a 1 mm thick slice. These images were acquired from an FID, had an

acquisition time of 12.5 ms and were obtained at a rate of 55 fps. For x-y plane images the

field of view and resolution were the same as that described above, however for x-z plane

images the field of view was 37 mm × 47 mm for a pixel resolution of 578 µm × 734 µm.

Where velocity encoding was applied the flow encoding time (δ) was 416 µs, the flow

contrast time (∆) 516 µs, and the velocity encoding gradient strength 12.2 G cm−1. Lon-

gitudinal and transverse plane velocity component propagators were also obtained of the

same systems, with 32 increments in velocity encoding gradient between -26 G cm−1 and

26 G cm−1, and with δ = 1 ms and ∆ = 1.4 ms. These measurements were based on

a spin-echo with an echo time of 1.5 ms. Repeat experiments were also performed with

∆ = 5 ms and ∆ = 10 ms.
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All MRI experiments were performed on a Bruker AV-400 ultrashield spectrometer oper-

ating at a 1H resonance frequency of 400.25 MHz. This apparatus is fitted with a 3-axis

mini-imaging gradient system capable of a maximum magnetic field gradient strength of

30.6 G cm−1. A 38 mm diameter birdcage coil was used for r.f. excitation, and subse-

quently, signal detection. All images were acquired at a spectral width of 400 kHz. The

gradient waveform was determined according to the algorithm of Glover et al. [26]. The

modified technique of Duyn et al. (as described in Section 4.1.1) was used to measure

the reciprocal space locations of the sampled points, and these were subsequently used

to reconstruct the images using a non-uniform fast Fourier transform [27].

5.3 Results

5.3.1 Spiral imaging of bubbly flow

Spiral imaging has been used to acquire images of bubbly flow for systems of voidage

up to 40.8%, which was just lower than the transition to slug flow. Example images for

this range of voidages, with photographs of the same systems, are shown in Figure 5.5.

Note that the voidages given as labels in this figure were measured from the MRI signal

as per equation (5.1), with the error on these measurements being ±0.1%. From these

images it is clear that the spatio-temporal resolution of the MRI technique is sufficient

for the identification of individual bubbles for the entire range of gas-fractions for which

dispersed bubbly flow is possible.

The signal-to-noise ratio of these images is approximately 8:1, for which equation (5.4)

predicts an error of 4.7% in the average signal intensity for a circular region of diameter

3 pixels. By measuring the average signal intensity in-between individual bubbles in

small regions such as this, and comparing this value to the average intensity sampled

in the same location in a reference image of a static system, it is possible to test for

the presence of the shear attenuation artefact. In performing this test for images at

all voidages, errors of no greater than 5% were found. This suggests that any shear

attenuation occurring is small relative to the magnitude of noise in the images. The error

in signal intensity, is therefore largely governed by the signal-to-noise ratio of the images

for the present experiments, and it is this error which must be considered during the

volumetric measurement of bubble size.
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Figure 5.5: Example MRI images and photographs of bubbly flow for the range of
voidages examined in the present study. These data were obtained at a vertical posi-
tion of z/L = 0.25. The field of view is 35 mm × 35 mm of the MRI images, and 38 mm
× 35 mm for the photographs. The MRI images have a resolution of 578 µm × 578 µm
and an acquisition time of 15.3 ms.

5.3.2 Gas hold-up response

The voidage as a function of superficial gas velocity for all flow rates examined in the

present study is shown in Figure 5.6. The gas-holdup response is seen to be linear for

low gas velocities, however begins to curve upwards at higher voidages. A transition in

the behaviour of a gas-holdup curve with increasing gas flow-rate is very familiar from

the literature [28, 29, 30], however in pure systems this transition is towards a plateau.

This turning point has been previously attributed to the transition between homogeneous

and heterogeneous bubbly flow, with the greater proportion of larger bubbles present in

the latter leading to lower gas hold up [31]. The opposite transition, with increasing
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hold-up accompanying higher gas flow-rates, has been previously observed by several

authors studying the effect of electrolytes on bubbly flow [32, 33, 34]. In particular,

Jamialahmadi and Müller-Steinhagen [32] showed that their system made the transition

from a plateauing gas-holdup curve to a convex curve upon the addition of 67 mM

potassium chloride. As discussed in Section 1.2 electrolytes have the effect of stabilising

the gas-liquid interface without significantly altering the surface tension. It is likely that

this stabilising effect retards the formation of large bubbles, and thus leads to higher

voidages being maintained at high superficial gas velocities.
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Figure 5.6: Voidage as a function of superficial gas velocity. The convex shape of the
curve at high gas flow rates is characteristic of the presence of electrolytes.

5.3.3 Distribution fitting

Bubble size distributions generated by spargers with a single pore diameter tend to be

unimodal, with a narrow distribution of small bubbles, and a longer tail of larger bubbles,

which lends them well to description using the log-normal distribution [8, 35]. A log-

normal distribution is defined as:

p(r) =
1

rσ
√

2π
exp

(
−(ln r − µ)2

2σ2

)
(5.9)

where µ and σ are the mean and standard deviation of the natural logarithm of bubble

size. These parameters may be calculated using maximum likelihood estimators:

µ =

∑
n

(ln rn)

N
(5.10)

σ =

√∑
n

(ln rn − µ)2

N
(5.11)
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where N is the number of samples taken. The mean bubble size and variance of the

distribution are given by:

rmean = eµ+σ2/2 (5.12)

s = (eσ
2 − 1)r2

mean. (5.13)

The statistical likelihood that any given distribution is an accurate representation of

the underlying dataset may be estimated using Pearson’s chi-square test [36]. This test

defines a squared sum of differences between an expected population, Pe, and an observed

population, Po, as being:

χ2 =
∑

n

(Po − Pe)
2

Pe

. (5.14)

A log-normal distribution (which has 2 parameters), evaluated at 13 increments, has 10

degrees of freedom. In this case a chi-square distribution dictates that if χ2 ≤ 3.94,

95% confidence exists that the fitted distribution is a true representation of the data. A

log-normal distribution is shown in comparison with a histogram for a BSD measured at

a voidage of 10.4% in Figure 5.7. In this case, χ2 = 0.06; reflecting that the distribution

is an excellent fit to the data. In all experiments in this chapter, χ2 was found to be less

than unity. The mean bubble size and variance of log-normal distributions fitted to the

data will be used to describe the measured BSDs in the following sections.
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Figure 5.7: Comparison of a BSD measured for a system of voidage 10.4% (histogram)
together with a log-normal distribution fitted to these data.
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5.3.4 Validation of bubble size measurement procedure

Prior to the application of MRI to the measurement of BSDs for high voidage systems it

is necessary to demonstrate that the developed techniques are capable of producing an

accurate measurement of bubble size. The main possible sources of error in these mea-

surements relate to the localised MRI signal not remaining quantitatively representative

of the amount of fluid present, the selection of a sub-optimal slice thickness and the

potential for the introduction of sampling bias due to over-lapping bubbles, and bubbles

part-included in the slice during excitation. In this section the former is firstly examined

by validating the experimental measurements in application to settling particles and in

comparison to optical bubble size measurements for a low voidage system. The influence

of the chosen slice thickness is then explored by comparing size distributions measured

using both thin and thick slices. Finally, the presence of any sampling bias is explored

by applying the data analysis procedure to simulated images of bubbly flow at a variety

of voidages.

Experimental validation

The veracity of the basic principle of quantifying the volume of an object from local

signal intensity in MRI was first explored by imaging 9.5 mm diameter spherical PVC

beads dropped though a column of water. While the magnetic susceptibility of PVC can

vary substantially, these particular beads, fortuitously, had a magnetic susceptibility very

close to that of undoped water and thus off-resonance artefacts were not present in the

images. The MRI technique produced a measurement of 9.48 ± 0.23 mm diameter for

the spherically equivalent diameter of the beads, and 9.54± 0.46 mm on the basis of its

projected shape. Thus, within the bounds of experimental error, both measurements of

particle size were accurate.

The technique was further validated by comparison between MRI and optically measured

BSDs for a low voidage (ε = 3.5%) bubbly flow system. The distributions produced by

the two measurements are shown in Figure 5.8. Comparison is made on the basis of both

spherically equivalent bubble diameter in a) and projected axis lengths in b) (the minor

axis length was calculated from the MRI measurements using the aspect ratio obtained as

per equation (5.3)). Note that while the MRI technique is capable of directly measuring

bubble volumes, it was necessary to assume fore-aft symmetry in order to obtain a similar

measurement from the optical technique.

While there is a significant difference between the distributions shown in Figure 5.8, this
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Figure 5.8: Comparison of optical (red dashed line) and MRI (black solid line) measure-
ments of BSD. a) spherically equivalent diameter b) major and minor axes. These data
were obtained at a voidage of 3.5% and at a vertical position of z/L = 0.2.

disparity was not unexpected, and does not necessarily reflect a shortcoming of the MRI.

The accuracy of the optical technique is undermined by the nature of projections ob-

tained of a three-dimensional object. As discussed by Lunde and Perkins [37], if one of

the principle axes of a bubble is not aligned with the focal line of the camera (which is

often the case), some error in the projected bubble size is unavoidable. If the bubble is

at some other orientation to the camera, the major axis length will tend to be under-

estimated, while the minor axis is overestimated. These predictions are consistent with

the behaviour shown in Figure 5.8 b). The projections obtained using MRI are more

forgiving, as two measurements of the major axis length are obtained, and (as long as the

angle of attack of the bubble is small) should approach a representative length scale. Ad-

ditionally, the MRI measured minor axis is calculated using information obtained from a

direct measurement of the bubble volume, which decreases the influence of the projected

bubble shape, and is thus a more accurate basis for the measurement. With the above

considerations taken into account, it seems that the MRI technique is capable of produc-

ing accurate measurements of bubble size. Note that MRI measured size distributions

shown in Figure 5.8 were generated from measurements extracted from 200 images (cor-

responding to approximately 1,800 bubbles), which is regarded statistically significant.

As noted in Section 5.3.1, the error in the MRI measurement of spherically equivalent

bubble size is approximately 4.7%.
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Influence of slice thickness

To explore the influence had by the chosen slice thickness on the produced measurements,

BSDs were measured for a low voidage system using two slice thicknesses (7.5 mm and

15 mm). A comparison of these two distributions is shown in Figure 5.9. It is clear

from these data that increasing the slice thickness does not have a significant effect upon

the produced BSD, with only a minor difference present between the two distributions.

The BSD for the larger slice thickness demonstrates a marginally greater proportion of

larger bubbles in the system, with a mean bubble size of 1.07± 0.05 mm, as opposed to

1.05±0.05 mm for the thinner slice. This difference is possibly to due to introduction of a

sampling bias caused by the removal bubbles part included in the slice during excitation,

which will be more significant for data for the thinner slice. As voidage increases, however,

the thick slice will exhibit a large proportion of overlapping bubbles, the removal of which

from the data set will also introduce a sampling bias. Therefore, given that the difference

between the two slice thicknesses lies within the experimental error of the measurements,

any sampling bias introduced by the use of the thinner slice is considered marginal. For

this reason, a 7.5 mm slice will be used in all further bubble size measurements in the

present chapter.
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Figure 5.9: Bubble size distributions measured using MRI with a slice thickness of 7.5 mm
(black solid line) and 15 mm (red dashed line). These data were obtained at a voidage
of 1.5% and at a vertical position of z/L = 0.2.

Analysis of simulated data

Simulated data have been analysed to explore the possibility of sampling biases intro-

duced while filtering from the data overlapping bubbles and bubbles part included in the
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slice during excitation. In generating the simulated data a three-dimensional cylindrical

geometry was created using MATLAB, and populated with bubbles generated according

to a log-normal size distribution (rmean = 1.5 mm, s2 = 0.15 mm2). It was assumed

that all bubbles were ellipsoidal with an aspect ratio of 0.7. The position of the bubbles

within the 3D geometry was random, however bubbles were constrained from occupying

the same volume as each other. Example images of these simulated data are shown in

Figure 5.10.

7.5 mm

a) b)

31 mm 31 mm

Figure 5.10: Simulated data used for testing the data analysis procedure. a) A 3D
geometry is firstly generated, before b) being projected in one direction for the generation
of a simulated MRI image. The data shown here correspond to a voidage of 7.0%.

These data were generated for seven increments in bubbly flow up to a maximum voidage

of 30.7%. Higher voidages could not be simulated with the chosen size distribution due to

the random placement of bubbles preventing the efficient ‘packing’ of the system. Clearly,

at higher voidages, smaller bubbles will tend to occupy the spaces between larger bubbles,

and the assumption of a random distribution of bubble positions is no longer valid. The

present simulations, therefore, will be used to provide only an estimate of the population

of bubbles sampled in a given MRI acquisition. Figure 5.11 a) shows the mean bubble

size and variance of size distributions measured from the simulated data as a function of

voidage, while c) shows the number of bubbles sampled in each distribution compared

with the number of bubbles initially generated.

From these simulations it is clear that the correct mean bubble size and variance were

produced by the data analysis procedure up until a voidage of approximately 22%. The

number of bubbles sampled in these distributions is seen to slowly diverge from the

number of bubbles present in the system, which corresponds to an increasing number

of bubbles being identified as overlapping, and being filtered from the data set. That

accurate measurements of the mean and variance are still being produced, however, re-
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Figure 5.11: a) Mean bubble size (×) and variance (+) measured from simulated MRI
images as a function of voidage. The true mean bubble size and variance are shown as
solid and dotted lines, respectively. b) The bubble number density for each measured
distribution (×) and the true bubble number density (line). Note the decreasing size of the
sampled population occurring at a voidage of 22% corresponds to a loss of accuracy of the
data analysis procedure, reflecting the introduction of sampling bias to the measurements.

flects that the overlapping bubbles are being drawn proportionately from the number of

bubbles of each size present in the BSD. Above a voidage of 22%, the number of bubbles

identified in each image begins to decrease, which corresponds to a significant increase in

the number of overlapping bubbles in the system. This decrease in the sampled popula-

tion corresponds to an increase in both the mean and variance of bubble size; reflecting

that more small bubbles than large bubbles are now being removed from the data set.

In high-enough gas-fraction systems bubbles will begin to overlap irrespective of the slice

thickness chosen (assuming that the slice remains thick enough to completely contain the

bubbles), and the sampling bias observed here is therefore unavoidable for volumetrically

based measurements on high voidage systems.

5.3.5 Measurement of bubble size distributions

BSDs have been measured at a position 2.5 cm from the distributor for fifteen increments

in voidage. The mean and variance of these distributions is shown in Figure 5.12 a) and

b), respectively. Both the mean bubble size and distribution variance are seen to decrease

until a voidage of 4.0% is reached, at which point they begin to increase with increasing

voidage. The reason for this kink at low voidages is related to the residence time of

bubbles on the sparger, with bubbles able to grow for longer before detaching at low

gas-flowrates. At the highest gas flow rates, the mean bubble size approaches a plateau.
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The mean bubble size as a function of voidage is well fitted in the range ε > 4.0% by:

rb = 1.9ε0.23. (5.15)

Figure 5.12 c) shows the bubble number density calculated using equation (5.6), and

the number of bubbles identified by the image segmentation algorithm. The number

of sampled bubbles is seen to slowly diverge from the total number of bubbles up to a

voidage of approximately 20%, at which point the size of the sampled population begins

to shrink. This is in good agreement with the behaviour displayed by the simulated data

displayed in Figure 5.11, with the cause of the decreasing sample size therefore due to the

increasing incidence of bubbles overlapping within the slice, and thus being removed from

the dataset. Figure 5.11 demonstrated that this decreasing sample size accompanies the

introduction of a sampling bias towards the identification of predominately larger bubbles,

with the accuracy decreasing for all volumetric measurements of bubble size at voidages

higher than 22%. Other approaches for the measurements of bubble sizes in higher gas

fractions systems are possible; for example measurements of bubble cross-section may

be obtained by shape identification performed on data obtained using a very thin slice.

This approach, however, reintroduces the influence of bubble shape to the measurement

of bubble size, which is a standing problem for all techniques which only measure chord

lengths or segments of bubbles [16]. The present work will therefore continue with the

proposed volumetric sizing methodology, and further analysis in the present work will be

limited to a maximum voidage of 22%. Figure 5.12 d) shows the interfacial area per unit

volume as a function of voidage. For a uniform distribution of spherical bubbles, it is

known that the interfacial area is given by [38]:

Ai =
3ε

r
. (5.16)

The curve corresponding to equation (5.16), calculated from the measured voidage and

mean radii, is plotted with the measured interfacial area in Figure 5.12 d). While good

agreement is evident for very low voidages, the curves diverge for higher voidages. It

is important to note, however, that as the mean bubble size increases (with increasing

voidage), the aspect ratio of the bubbles will decrease. Therefore, it is to be expected

that the surface area per unit volume of bubbles within the column will be less than that

predicted for a uniform array of spheres.

BSDs have been measured for voidages up to 22%, and at 10 cm increments along the

column starting from 25 mm above the distributor. Within the bounds of the signal-to-
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Figure 5.12: a) Mean and b) variance of BSD as a function of voidage. The fit given
in equation (5.15) is shown (line) c) Bubble number density calculated from the voidage
and mean bubble volume (+) and calculated from the population of bubbles sampled
(×). The divergent section above ε = 22% is due to an increasing number of overlapping
bubbles in the excited slice of fluid. d) Measured amount of interfacial area per unit
volume (×) and the amount expected for a uniform distribution of spheres (line).

noise ratio of the measurements, the voidage was found to be independent of position in

the column. The mean bubble size and distribution variance are given as a function of

vertical position in the column in Figure 5.13 a) and c). By averaging over the column

length, enough bubbles were sampled to also produce size distributions as a function of

radial position. The mean and variance of these distributions are given in b) and d).

The solid lines shown are included only to guide the eye. The dotted line in a) shows the

change in bubble size that would be expected due to the changing hydrostatic pressure

as the bubbles rise up the column, which was calculated using the ideal gas law and

assuming the internal pressure of the bubble is equivalent to the hydrostatic pressure at

any given position in the column (which is valid as the Young-Laplace equation dictates

that capillary pressure becomes insignificant for bubbles greater than a few hundred mi-

crometres in radius [39]).
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Time averaged BSDs, such as these, represent the evolution of bubble size as the bubbles

rise up the column, and reflect the changing rates of bubble break-up and coalescence.

For the lowest voidage, the bubble size is seen to increase at approximately the rate ex-

pected due to the change in hydrostatic pressure, reflecting that little opportunity exists

for bubble coalescence in a low voidage system, and that insufficient turbulent shear is

present for the instigation of bubble breakup. At higher voidages, an inflection begins

to appear, which corresponds to an increasing amount of bubble coalescence giving rise

to larger bubbles at higher positions in the column. A plateau is approached for the

18.1% voidage system at a mean bubble radius of 1.6 mm, which represents an equilib-

rium between bubble break-up and coalescence. The variance is also seen to increase as a

function of both voidage and height in the column; particularly favouring the formation

of larger bubbles for high voidage systems. For low voidage systems bubble size is seen to

be independent of radial position in the column, with the mean and variance relatively

constant. As voidage increases, however, the mean bubble size is seen to peak before

dropping off sharply near the wall. This occurs as each bubble size has been assigned to

the position of the bubble centroid, and thus large bubbles cannot ‘fit’ immediately adja-

cent to the wall. Smaller bubbles tend to accumulate in the space between large bubbles

near the column wall, and thus gives rise to a narrow size distribution of small bubbles.

This observation has important consequences for optical bubble size measurements on

high voidage bubbly flow, which will observe only these boundary affected distributions

and are demonstrably not representative of the bulk flow.

The measurement of BSDs for high voidage systems is desirable because it enables the

prediction of bubble slip velocity, which is necessary for the determination of residence

time distribution and for the use of drift-flux analysis in the design and operation of gas-

liquid unit operations. For this latter purpose closure models are required for mean bubble

size. To provide a set of empirical closures, curves such as that shown in Figure 5.12 a)

can be fitted to the data shown in Figure 5.13 a) for each position in the column. Figure

5.14 shows these data together with fitted curves. Power law curves were found to provide

an adequate fit up to a voidage of 18.1%. For higher gas-fractions, power law curves only

provided a good fit up to a mean bubble size of 1.6 mm, after which the bubble size

is seen to increase at a constant rate. This transition corresponds to the equilibrium

between bubble break-up and coalescence attained in Figure 5.13 a).
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Figure 5.13: Mean bubble size as a function of a) vertical and b) radial position in
the column. The dotted line in a) shows the change in bubble size due to decreasing
hydrostatic pressure as the bubbles rise up the column. The peak in b) near the wall
is likely due to bubbles of size < 1 mm (the radial increment size being to large to
register bubbles of that size in that region). Also shown is the variance of the size
distributions as a function of c) vertical and d) radial position in the column. Voidage
key: • 3.1% ♦ 4.0% I 5.2% O 5.9% + 7.0% 4 8.1% � 9.3% . 10.4% × 13.9% / 18.1%
� 21.9%.

In Figure 5.14, curves are fitted of the form:

rb = aεb rb ≤ 1.6 mm (5.17)

rb = aε+ b rb > 1.6 mm. (5.18)

The coefficients corresponding to the curves fitted in Figure 5.14 are given in Table 5.1.

The measurement of BSDs for high-voidage systems is also useful for the validation of the

population balance approach to the modelling of multiphase systems [40]. The population

balance equation requires closure models for rates of bubble breakup and coalescence [41].

These closures may be validated on the basis of the evolution of the BSD as a function
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Figure 5.14: Mean bubble size as a function of voidage with fitted curves. A power-law
was found to provide an adequate fit for rb ≤ 1.6 mm, with the bubble size increasing
linearly at all larger sizes. The transition in this behaviour corresponds to an equilibrium
between bubble break-up and coalescence being attained. Distance from distributor:
• 2.5 cm ♦ 12.5 cm I 22.5 cm O 32.5 cm + 42.5 cm 4 52.5 cm � 62.5 cm . 72.5 cm
× 82.5 cm / 92.5 cm � 102.5 cm.

of column height, which can provide a measure of the balance between rates of bubble

break-up and coalescence. Alternatively, rates of bubble breakup and coalescence may

also be obtained independently of each other by rapid repeat acquisition of ultra-fast MRI

images in the vertical plane of the column. Such images possess the temporal resolution

sufficient for individual bubbles to be tracked, and for bubble break-up and coalescence

events to be observed. Figure 5.15 shows example images of this type for a voidage of

28.3%: a break-up event is evident in a) and bubble coalescence in b). By providing a

basis for breakup and coalescence models to be validated in high voidage systems, the

MRI technique provides a potential avenue by which the veracity of multiphase models

may be tested. The experimental validation of such models is of the utmost importance

for confidence to exist in the results of numerical simulations of two-phase flows.

While for the present system MRI has provided the necessary balance between spatial

and temporal resolution required for measurements to be extracted of individual bubbles,

for systems of larger diameter, or containing smaller bubbles, this may not be the case.

The applicability of MRI to a wider variety of bubble flow systems may be improved

by implementing a compressed sensing reconstruction procedure (as described in Sec-

tion 2.5). This technique allows the spatio-temporal balance of an image to be improved

by undersampling, with undersampling artefacts then removed using compressed sensing

reconstruction. Bubbly flow is an ideal case for the application of compressed sensing

as a great deal of a priori knowledge exists regarding the shape features present in the
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Table 5.1: Coefficients corresponding to fitted curves in Figure 5.14
Distance from rb ≤ 1.6 mm rb > 1.6 mm

distributor (cm) a b a b
2.5 1.90 0.24 - -

12.5 2.11 0.27 - -
22.5 2.46 0.31 - -
32.5 2.63 0.32 - -
42.5 2.75 0.33 1.59 1.28
52.5 3.04 0.36 1.59 1.33
62.5 2.96 0.35 1.59 1.35
72.5 3.08 0.35 1.59 1.34
82.5 3.33 0.38 1.59 1.36
92.5 3.30 0.36 1.59 1.38

102.5 3.93 0.41 1.59 1.40

image (i.e. the bubbles are mainly represented by circle or ellipses). An image of bubbly

flow may therefore be readily rendered sparse by a shape identification procedure, such

as a Hough transform. While this has not been performed for the present study, as fully

sampled images sufficiently characterise the examined system, it remains an important

consideration for the application of MRI to a wider variety of bubbly flow systems.

5.3.6 Measurement of interfacial area

It is only a slight extension of the quantification of bubble size to obtain a measurement

of the bubble surface area. This information is valuable as rates of interphase transport

phenomena are proportional to the interfacial area. The interfacial area per unit volume

has been calculated as described in Section 5.1.3, and is shown as a function of vertical

and radial position in the column in Figure 5.16 a) and b). While the interfacial area

is relatively homogeneous for lower voidage systems, by comparison with Figure 5.13,

it is clear that the proportion of interfacial area decreases with increasing bubble size.

This is as expected, as (for the same volume of gas) smaller bubbles possess a greater

surface area. The radial distribution of interfacial area displays a more dramatic peak

at the wall, which corresponds to the smaller bubbles which tend to accumulate there.

An interfacial area wall peak such as this has been observed by previous researchers (see

for example Kalkach-Navarro et al. [14]). The measurement of interfacial area may be

useful for the validation of some approaches to the modelling two-phase flows, such as

the interfacial area transport equation of Hibiki and Ishii [41].
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Figure 5.15: High time resolution vertical plane MRI images of bubble flow at a voidage
of 28%. A bubble break-up is evident in a) and coalescence in b). These images have a
field of view of 37.5 mm × 32 mm and spatial resolution of 578 µm × 580 µm. These
data were acquired at a rate of 55 fps.

5.3.7 Measurement of liquid phase hydrodynamics

In addition to the characterisation of the dispersed phase structure of the model bubble

column, the liquid phase hydrodynamics of the system have also been examined. The

hydrodynamics of bubbly flow has been the focus of considerable research, however most

conventional techniques for the measurement of liquid phase velocity fields (particle imag-

ing velocimetry, PIV [42] and laser Doppler anemometry, LDA [43]) are optically based,

and therefore have only limited utility in application to high voidage systems. The high-

est voidage system which has been previously examined using optical velocimetry is that

of Mudde et al. [44] who examined systems of voidage up to 25% voidage using LDA.

They were able to measure velocities at only a single point, however, and found their

sampling rate to decrease exponentially as the sampled point was shifted further from

the column walls. As an alternative, hot-wire anemometry has been applied extensively

to study the of high voidage bubbly flow, however it has been shown that the invasive

nature of the probe changes the system considerably [12]. The only previous study ex-

amining the use of magnetic resonance to characterise bubbly flow hydrodynamics was

that of Leblond et al. [20], who acquired NMR propagators (described in Section 2.3.1)

of bubbly flow up to a voidage of 42%. They noticed the velocity distribution to be

approximately Lorentzian about the liquid superficial velocity of the system, with the
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Figure 5.16: Interfacial area as a function of a) vertical position in the column and b)
radial position in the column. Voidage key: • 3.1% ♦ 4.0% I 5.2% O 5.9% + 7.0%
4 8.1% � 9.3% . 10.4% × 13.9% / 18.1% � 21.9%.

variance increasing as a function of gas-fraction. Similarly to Leblond et al., propagators

have been measured for the present system, and are shown in Figure 5.17.
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Figure 5.17: a) Longitudinal and b) transverse plane velocity component propagators as
a function of voidage. For all measurements Gz = 26 G cm−1. δ = 1 ms ∆ = 1.4 ms.
Color key: black ε = 2.0%, blue ε = 5.9%, red ε = 10.4%, green ε = 13.9% and pink
ε = 21.9%.

The velocity distributions shown in Figure 5.17 closely resemble those previously re-

ported by Leblond et al.; both longitudinal and transverse plane velocity components

are symmetrical about zero (the liquid superficial velocity), which reflects adherence to

the continuity equation. The flow contrast time for these measurements was 1.4 ms. It

is interesting to note that by varying this displacement period different scales of motion

in the system may be probed, with the propagator approaching a Gaussian distribution

(corresponding to molecular diffusion) for sufficiently long flow contrast times. To test

the dependence of propagator shape upon flow contrast time, this parameter was varied
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for propagators measured at a voidage of 10.4%. These data are shown in Figure 5.18.

It is clear from this figure that increasing the flow contrast time lead to a proportion-

ate broadening of the displacement distribution, which demonstrates that the underlying

velocity distribution is relatively independent of the selected flow contrast time.
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Figure 5.18: Longitudinal velocity component propagators as a function of observation
time. All measurements were obtained at a voidage of 10.4%. Colour key: ∆ = 1.4 ms
black, ∆ = 2.4 ms blue, ∆ = 5.0 ms red.

While Leblond et al. produced only spatially and temporally averaged measurements

of the liquid phase hydrodynamics, quantitative ‘snap-shot’ velocity maps have been

acquired of the present system using spiral imaging, as previously demonstrated in Sec-

tion 4.2. This information is useful as the phenomenological nature of multiphase induced

turbulence is still poorly understood, and turbulent shear must be accurately modelled

for the prediction of the rate of bubble break-up. Example temporally resolved veloc-

ity images obtained for a range of voidages examined in the present work are shown in

Figure 5.19. The position of bubbles in the plane of these images has been identified

from the modulus images and masked by the filled white ellipses. Liquid is seen to be

entrained by the rising bubbles while flowing downwards in channels in regions of bubble

sparsity. The large scale circulatory behaviour often associated with bubble columns [45]

was not observed in these experiments, most likely due to the small diameter system

under examination. The average velocity for each dataset was 0 ±1.1 cm s−1 for each

experiment (after the bubble regions have been removed by generating a mask using

the modulus data), reflecting that mass is being conserved in these measurements. The

range of velocities present in these images is in good accord with the propagators shown

in Figure 5.17, with large segments of each image being stagnant, and the majority of

velocities present constrained to the range ±22.4 cm s−1.

While only single component velocity fields are presented herein, it is possible to use com-
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Figure 5.19: Example velocity images of the liquid-phase for different voidages. Cross-
sectional plane and vertical images are shown. The slice thickness in these images was
1 mm. The cross-sectional images have a field of view of 37 mm × 37 mm and a resolution
of 578 µm × 578 µm. The vertical plane images a field of view of 37 mm × 47 mm and
spatial resolution of 578 µm × 734 µm.
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pressed sensing to accelerate the image acquisition, and acquire all information required

for three component velocity maps, as demonstrated in Section 4.3. Unfortunately, this

was not possible for the present system as the mini-imaging gradient set used to accom-

modate the bubble column lacks a temperature monitoring system, and thus could not

safely be used for rapid repeat acquisitions.

5.4 Conclusions

High voidage bubbly flow has been imaged using ultra-fast MRI for the first time. Spiral

imaging proved to possess the spatio-temporal resolution, and robustness to fluid flow

and shear required for high quality images to be obtained for the entire range of voidages

for which bubbly flow was possible. Techniques were described for the extraction of two

measurements of bubble size from MRI images: one on the basis of projected size, and the

other from a direct measurement of the bubble volume. Using these two measurements,

a description of bubble shape was inferred, which allowed the quantification of interfacial

area. Automated data analysis procedures for the extraction of these parameters were

described. All size distributions were found to be well described by log-normal distri-

butions. The measurement technique was validated in application to a settling particle,

and in comparison to optical bubble size measurements for a low voidage (ε = 3.5%) sys-

tem. Using an extracted measurement of aspect ratio, bubbles which were overlapping

or part included in the excited slice during excitation were identified, and removed from

the data set. The possibility of sampling bias introduced by this data filtering procedure

was explored by application of the data analysis procedure to simulated MRI images, and

it was found that the developed techniques are capable of accurately quantifying a size

distribution up to a voidage of 22%, with the sampled population decreasing for higher

gas-fractions accompanied by considerable sampling bias.

Using the developed methodologies, the bubble size distribution and interfacial area den-

sity were measured up to a voidage of 40.8%, the highest gas-fraction system upon which

non-intrusive measurements have been performed to date. However, due to the possi-

bility of sampling bias for measurements above 22% voidage, measurements performed

on the highest gas-fraction systems cannot be considered accurate. For systems of this

voidage and lower, size distributions and interfacial area were obtained as a function of

position in a vertical bubble column. The evolution of the BSD due to bubble break-up

and coalescence was apparent, with the system reaching an equilibrium size distribution

within the examined region of the column at a voidage of 18.1%. Until this equilibrium
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was reached the mean bubble size as a function of voidage was found to be well fitted by

a power-law, however increased linearly once equilibrium was reached. By fitting these

curves a set of numerical closures for bubble size as a function of voidage was provided

for use in drift-flux analysis. Temporally resolved images were also obtained, allowing the

motion of individual bubbles to be tracked, and bubble break-up and coalescence events

to be observed.

The liquid phase hydrodynamics of the model bubble column were also investigated.

Propagators were obtained for a range of voidages, and were found to be in good qualita-

tive agreement with similar systems examined using NMR in the literature. Spatially and

temporally resolved velocity information was also obtained, although due to hardware

limitations only single component velocity fields were measured. These measurements

demonstrate the great potential for ultra-fast MRI in the characterisation of gas-liquid

flows, and for the validation of computational multiphase fluid dynamics codes.
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Chapter 6

Single bubble dynamics

A common approach to the lumped parameter analysis of multiphase systems is to make

predictions about the behaviour of a system on the basis of the dynamics of a single

bubble, droplet or particle. One example of this is drift-flux analysis, which uses the

single bubble rise velocity as a basis for characterising the overall system hydrodynamics.

For this reason, the accurate estimation of single bubble rise velocity is of the utmost

importance in the design of gas-liquid unit operations, and has been the focus of much

research. Models for the rise of small spherical bubbles (< 0.5 mm diameter) and large

spherical caps (> 15 mm diameter) are well known. The former rise at a rate well de-

scribed by Hadamard and Rybczynski [1, 2] in a pure (or non-polar) fluid, and by Stokes

[3] in the presence of surfactants. At the other extreme, the rise velocity of large spherical

cap bubbles is well predicted by the potential flow solution of Davies and Taylor [4]. The

intermediate ellipsoidal bubbles, however, behave in a more complicated manner, and

rise at a rate which has proven difficult to accurately predict.

The difficulty associated with understanding the dynamics of ellipsoidal bubbles stems

from the emergence of a number of complex fluid phenomena as bubble size increases.

Firstly, bubbles in the size range 1 mm < d < 1.5 mm deform into ellipsoids as inertial

forces begin to dominate over surface tension [5]. These bubbles undergo path deviations

as they rise, and the flow field around a bubble begins to have a strong influence as

the boundary layer in the rear of the bubble departs from potential flow and rotational
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vortices form in the bubble’s wake. For bubbles of size d > 1.5 mm, the bubble wake

periodically detaches in a process known as vortex shedding, which is a phenomenon

known to be coupled with the sinuous path followed by these bubbles as they rise [6].

Bubble shape oscillations also begin in this size range, and are also commonly attributed

to vortex shedding [5]. These complications exist in addition to the influence held by any

surface active molecules present. Surfactants act to inhibit surface mobility and decrease

surface tension. Further, they tend to be swept to the rear of a bubble, forming a ‘rigid

cap’, which acts to impart a positional dependence upon the interfacial shear state [7].

The rise velocity of ellipsoidal bubbles is influenced by the complicated mix of all of the ef-

fects described above. This is reflected in the well-known graph showing single bubble rise

velocity as a function of bubble size, given in Figure 6.1 (reproduced from Clift et al. [5]),

where a region of uncertainty exists for bubbles in the range 0.5 mm < rb < 5 mm.

The classical models for determining the rise velocity of bubbles in this region are those

of Mendelson [8], who predicted the upper-bound of the uncertain region, and Clift et

al. [5] who gave a generalised correlation for surfactant contaminated drops and bubbles.
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Figure 6.1: Single bubble rise velocity as a function of bubble size. Reproduced from
Clift et al. [5].

The uncertainty associated with the rise velocity of ellipsoidal bubbles has conventionally

been viewed as being principally dominated by the influence of surfactants. In an inter-

esting recent study, however, Tomiyama et al. [9] demonstrated that for bubbles in a pure

fluid, the initial bubble deformation strongly influenced the rise path and velocity. They

noted that bubbles with a small initial deformation (i.e. that were formed in a capillary of

comparable size to the bubble diameter) rose along a zig-zag path, and closely adhered to

the curve describing the rise velocity of bubbles in heavily contaminated water, whereas
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bubbles with a large initial deformity transitioned from a zig-zag to a helical path after

rising 50 cm from the sparger, and rose at velocities scattered between the upper and

lower bounds of the uncertain region. This trend is demonstrated in Figure 6.2, which is

reproduced from Tomiyama et al. [9].
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Figure 6.2: Influence of initial bubble deformation on single bubble rise velocity. Bubbles
which rose along a zig-zag path had low initial deformation, while bubbles rising helically
were initially highly deformed. This figure is reproduced from Tomiyama et al. [9].

It is clear from Figure 6.2 that the shape of the bubbles is a significant factor in deter-

mining the bubble rise velocity. It is likely that the presence of surfactants in a system

has the dual influence on rise velocity of damping shape oscillations while also altering

the interfacial slip condition. Tomiyama et al. [9] proposed a model for the rise velocity

of bubbles in the ellipsoidal regime which accounts for the effect of bubble shape. Sim-

ilar to the approach of Davies and Taylor, they coupled potential flow about the nose

of the bubble, with the Young-Laplace equation and a model for the bubble curvature.

The model of Tomiyama et al., however, needs to be closed using a separate model for

bubble aspect ratio. Unfortunately, it has proved difficult to produce such a model for

bubble shape, and the rise model of Tomiyama et al. needs therefore to be closed using

experimental data.

Experimentally characterising the shape of single bubbles is itself difficult owing to prob-

lems associated with characterising the 3-D shape of a bubble at any given instant. This

problem arises because a 2-D projection (such as a photograph) of an asymmetrical bub-

ble does not portray an accurate representation of the true bubble shape or orientation.

In fact, as soon as the bubble loses radial symmetry the bubble orientation becomes

ambiguous, and the projected length scales may not be representative of the true shape.

This fact is demonstrated in Figure 6.3, where an arbitrary ellipsoid is shown with three
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Figure 6.3: Demonstration of the problem associated with determining a 3D shape from
2D projections. In the absence of the x-y projection, a poor estimate of the shape is
obtained.

orthogonal projections. From this figure it is clear that the true shape of the ellipsoid

cannot be accurately determined from only x-z and y-z plane projections (which typify

the data commonly collected in the study of single bubbles). This dilemma has lead sev-

eral previous authors to conclude that it is impossible to determine the three dimensional

shape of a bubble [9, 10, 11]. Different approaches have been applied to avoid this prob-

lem: Ellingsen and Risso [12], who acquired two simultaneous orthogonal projections,

assumed their bubbles to remain oblate ellipsoids symmetrical about the direction of the

bubble motion, while Lunde and Perkins [10] suggested that the data may be filtered

to only those occasions where two simultaneous projections are in agreement regarding

the bubble orientation. Uncertainty about bubble shape has also prevented the direct

observation of different modes of shape oscillations. Most studies of bubble shape oscil-

lation resort to Fourier analysis to extract representative oscillation frequencies, which

are then compared with models that predict the frequency of differing modes of shape

oscillation [10, 11]. Note that some models for bubble shape oscillation need to be closed

using information regarding bubble shape (for example, that of Lunde and Perkins [10],

which requires ellipticity), which returns to the original problem of obtaining a represen-

tative description of bubble shape.

While it is well known that the presence of electrolytes has a significant effect upon the

structure of a bubbly flow system (as discussed in Section 1.2), it is not clear whether

the behaviour of a single bubble will be affected. It is contested in the literature whether

the presence of a salt alters the bubble terminal velocity: Sato et al. [13] state that elec-

trolytes have no effect, while Jamialahmadi and Müller-Steinhagen [14] claim that salt
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decreases the bubble rise velocity. Further, it has been speculated that the presence of

salt can change the boundary condition at a gas-liquid interface from slip to no-slip [15],

however Henry et al. [16] have shown that the rise of very small bubbles in salt solutions

is still governed by the Hadamard-Rybczynski law. The influence of electrolytes on bub-

ble rise velocity is particularly important for the present study, as the continuous phase

used was doped with paramagnetic salts in order to render the system suitable the for

application of ultra-fast MRI.

In the present chapter the dynamics of single bubbles rising through an electrolyte so-

lution are examined, with the goal validating a single bubble rise model for use with

drift-flux analysis. Firstly bubble rise models from the literature are reviewed and tested

in comparison to experimental data. As discussed above, some models require closure

using information regarding bubble shape. In order to provide this information, a new

experimental methodology is described for the determination of 3-D bubble shapes. The

reconstructed bubbles allow the direct observation of bubble shape instability, and are

employed to test the validity of different models of bubble shape oscillation. The bubble

shape information is then coupled with the bubble rise model to provide an accurate

description of single bubble rise velocity. To the best of the author’s knowledge, this is

the first time a three dimensional description of bubble shape has been produced.

6.1 Theoretical

6.1.1 Bubble rise models

Many models and correlations have been proposed for the prediction of single bubble

rise velocity, which are reviewed in full by Kulkarni and Joshi [17]. In this section, a

representative selection of these models is examined.

Stokes (1880), Hadamard and Rybczynski (1911)

The earliest attempt to model single bubble terminal rise velocity was provided by

Stokes [3], who balanced drag and bouyancy forces to give:

VT =
2

9

∆ρgr2
b

µl

(6.1)

where ∆ρ is the density difference between the two phases, g is acceleration due to gravity,

rb is spherically equivalent bubble diameter and µl is the viscosity of the liquid phase.
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Note that equation (6.1) is only valid for spherical bubbles in laminar flow conditions

(rb < 0.25 mm). Within this range, equation (6.1) provides accurate predictions for

settling particles and bubbles in heavily contaminated systems (which exhibit a no-slip

boundary condition). For small bubbles rising through pure solution, momentum can

be transferred across the gas-liquid interface, and recirculating vortices will exist inside

the bubble. This has the effect of decreasing drag, and hence increases the rise velocity.

Hadamard [1] and Rybczynski [2] independently proposed a modification to Stokes law:

VT =
2

3

∆ρgr2
b

µl

µl + µb

2µl + 3µb

(6.2)

where µb is the viscosity of the dispersed phase. Note that in the limit µb/µl → ∞
equation (6.2) approaches equation (6.1), while if µb ≈ 0 (as is the case for a gas)

equation (6.2) predicts a bubble velocity 1.5 times greater than that of equation (6.1).

As both equations are only valid for bubbles of size rb < 0.25 mm, which is less than the

smallest bubbles considered in the present study, the equations of Stokes, Hadamard and

Rybczynski will not be further considered.

Mendelson (1967)

An innovative model was provided by Mendelson [8], who suggested that bubbles may

be modelled as surface waves propagating through a fluid, for which the theory was

established by Lamb [18]. By setting a characteristic length of the bubble (an equivalent

circumference) to act as a wavelength, Mendelson gave the equation:

VT =

√
σ

ρlrb

+ grb (6.3)

where σ is surface tension and ρl is the liquid density. Equation (6.3) closely corresponds

to the upper bound of the region of uncertainty for ellipsoidal bubbles, and gives good

results for bubbles in the size range rb > 2 mm rising through a pure fluid. Tomiyama

et al. [9] showed that the model of Mendelson provides a poor fit to bubbles with low

initial deformity, which tend to behave like surfactant contaminated bubbles even in a

pure fluid. Slight modifications to the model of Mendelson have been given for systems

in which the dispersed phase density is not negligible by Lehrer [19] and Jamialahmadi et

al. [20].
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Clift et al. (1978)

Clift et al. [5] gave a generalised correlation for ellipsoidal bubbles rising through surfac-

tant contaminated solution. Those workers defined two dimensionless groups as:

H =
4

3
Eo M−0.149

( µ

0.0009

)−0.14

(6.4)

J = Re M0.149 + 0.857 (6.5)

where the Eötvös, Morton and Reynolds numbers are defined as:

Eo =
4∆ρgr2

e

σ
(6.6)

Re =
2ρlVTrb

µ
(6.7)

M =
gµ4∆ρ

ρ2
l σ

3
. (6.8)

Two correlations were found to be valid over the range M < 10−3, Eo < 40 and Re > 0.1:

J = 0.94H0.757 2 < H ≤ 59.3 (6.9)

J = 3.42H0.441 H > 59.3. (6.10)

The first correlation corresponds to bubbles not undergoing shape oscillations, and the

second to oscillating bubbles. Equation (6.5) may be rewritten as:

VT =
µ

2ρlrb

M−0.149(J− 0.857). (6.11)

Thus by calculating dimensionless group H using equation (6.4), J may be inferred from

either equation (6.9) or (6.10), which permits the bubble rise velocity to be calculated

using equation (6.11). These correlations were noted to be accurate within 15% for

surfactant solutions.

Abou-el-hassan (1983)

Abou-el-hassan [21] found that bubbles rising at low and intermediate Reynolds numbers

could be correlated on a single curve by two dimensionless numbers know as the flow
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number, F, and the velocity number, V. These dimensionless numbers are defined as:

V = VT

(
4ρ2

l r
2
b

σµ

)1/3

(6.12)

F = g

(
256ρ5

l r
8
b

σµ4

)1/3

(6.13)

and were found to be well correlated according to:

V = (log F)2 (6.14)

This correlation achieved good agreement over a wide range of conditions in comparison

to a collection of data from the literature. The concept of using flow and velocity numbers

to propose bubble rise correlations has since been extended to a broader range of Reynolds

numbers by Rodrigue [22].

Tomiyama et al. (2002)

The influence of bubble shape on rise velocity has been examined in detail by Tomiyama

et al. [9], who found that bubbles with a large initial deformation tend to rise along

spiral trajectories and at velocities up to that given by the model of Mendelson [8], while

those bubbles with a small initial deformation tend to rise in zig-zag trajectories, and

at velocities closer to that expected for bubbles in a surfactant contaminated system.

To incorporate the effect of bubble shape into a terminal velocity model, Tomiyama et

al. [9] used the Young-Laplace equation with potential flow theory applied in the region

of the stagnation point at the nose of a bubble. For oblate spheroidal bubbles this model

reduced to:

VT =
sin−1

√
1− E2 − E

√
1− E2

1− E2

√
4σ

ρlrb

E4/3 +
∆ρgrb

ρl

E2/3

1− E2
. (6.15)

This model requires closure for the bubble aspect ratio, E, which must be provided from

experimental data. For surfactant contaminated systems, Wellek et al. [23] state that

the aspect ratio of single bubbles is well correlated by:

E =
1

1 + 0.163Eo0.757 . (6.16)

No holistic correlation exists for the aspect ratio of bubbles in a pure solution, with

bubbles above Eo = 0.5 exhibiting very low aspect ratios (less than 0.6), and there
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being considerable scatter in the data [5]. Tomiyama et al. used the closure of Wellek

et al., and while they conceded that their model produced only modest agreement with

experimental results, they noted that the performance of their model may be improved

with the use of more accurate information for E. The accurate experimental measurement

of bubble aspect ratios is limited by the problems associated with the determination of

the true bubble shape, as previously discussed. The development of a bubble shape

reconstruction procedure for use in supplying a more accurate closure correlation to the

model of Tomiyama et al. is explored in Section 6.1.2.

6.1.2 Development of a bubble shape reconstruction procedure

An ellipsoid of constant density, centred at the origin, with three dissimilar principle axes

each at some orientation to the laboratory reference frame, is described by the equation:

Ax2 +By2 + Cz2 +Dxy + Exz + Fyz = 1 (6.17)

where A ≤ 0, B ≤ 0, C ≤ 0, D2 − 4AB ≤ 0, E2 − 4AC ≤ 0, F 2 − 4BC ≤ 0. The

reconstruction of such a shape from projections was first considered by Karl et al. [24].

They demonstrate that a linear relationship exists between an ellipsoid and orthogonal

projections of that shape. This theory was applied by Noumeir [25] to quantify the ro-

tation of an ellipsoid about a single axis from projections, and by Kayicioglu et al. [26],

who reconstructed a static ellipsoid from two dimensional projections by estimating the

line integral projection. The present reconstruction differs from this latter work in that,

rather more simply, a projection matrix is used to link the equation of an ellipsoid to

its projections. Additionally, it is sought to reconstruct a number of time sequential

ellipsoids, and the labelling of principles axes of these must be consistent from one recon-

struction to the next. The rotation conventions and notation for a projected ellipse with

regard to the original ellipsoid are illustrated in Figure 6.4 a). The coordinate system

employed for describing the orientation, position and shape of the reconstructed ellipsoid

with respect to the laboratory frame is shown in Figure 6.4 b).

After Karl et al. [24], equation (6.17) may be expressed as:

uTXu = 1 (6.18)
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a) b)

Figure 6.4: a) Coordinate system for describing the relationship between an ellipsoid and
an elliptical projection. b) Notation for describing the size, orientation and position of a
reconstructed ellipsoid.

where u = [x y z]T and

X =

 A D/2 E/2

D/2 B F/2

E/2 F/2 C

 . (6.19)

This ellipsoid may be rotated into the reference frame of a given projection ũ = [i j k]T

by the transform:

ũ = Lu (6.20)

where L is the rotation matrix:

L =

 cos θ cosφ − sin θ cosφ sinφ

sin θ cos θ 0

− cos θ sinφ sin θ sinφ cosφ

 . (6.21)

The ellipsoid in its new coordinates may be projected onto the i-j plane by the transform:

ū = P T ũ (6.22)

where P is the projection matrix:

P =

 1 0

0 1

0 0

 . (6.23)
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Substituting (6.20), and subsequently (6.22), into (6.18) yields:

ūTSū = 1 (6.24)

where ū = [i j]T and S = P TLXLTP . The coefficients of this matrix may be evaluated

as:

S =

[
s1 s2

s2 s3

]
. (6.25)

where:

s1 = (A cos2 θ −D cos θ sin θ +B sin2 θ) cos2 φ+ C sin2 φ

+ (E cos θ − F sin θ) cosφ sinφ (6.26)

s2 = 0.5 [((A−B) sin 2θ +D cos 2θ) cosφ+ (E sin θ + F cos θ) sinφ] (6.27)

s3 = A sin2 θ +B cos2 θ +D cos θ sin θ. (6.28)

Equation (6.24) may be rewritten as a projected ellipse:

s1i
2 + 2s2ij + s3j

2 = 1. (6.29)

It is this equation that we seek to fit to measured ellipses (measured using high-speed

photography) for the determination of the parameters of an ellipsoid in the laboratory

frame. If all projections are obtained orthogonal to the x-y plane, and we assume that

the ellipsoid remains oblate at all times, the projected ellipses will be of the form:

anj
2 + bnij + cni

2 = 1 (6.30)

where a and c are the major and minor semi-axes, respectively, and b is the coefficient

containing rotational information of the ellipse. The subscript n represents the projection

number. In order to extract the coefficients of the equation (6.30) from images the

technique of Fitzgibbon et al. [27] may be applied. According to Kayikcioglu et al. [26]

a minimum of three projected ellipses are required for a unique reconstruction of an
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ellipsoid. Equating (6.29) and (6.30) yields:

an − s3n = 0 (6.31)

bn − 2s2n = 0 (6.32)

cn − s1n = 0. (6.33)

Similarly to Kayikcioglu et al. [26], we define an error function as the unweighted sum of

squares in equations (6.31) to (6.33):

h(A,B,C,D,E, F ) =
N∑
n=1

(
(an − s3n)2 + (bn − 2s2n)2 + (cn − s1n)2

)
. (6.34)

By seeking to minimise this error, subject to the constraints imposed upon equation

(6.17), the coefficients of the ellipsoid may be determined. In implementing this tech-

nique we used the nonlinear least squares subroutine of the MATLAB optimisation tool-

box. The reconstruction proved fairly robust to the choice of initial guess for the six

coefficients, however to prevent convergence towards zero, it is helpful to ensure that the

initial guesses are always larger than the expected values of the ellipsoid coefficients.

With the ellipsoid parameters quantified in this way, the orientations of the principle

axes are given by the eigenvectors of matrix (6.19) whilst the semiaxis lengths are given

by 1/
√
λi, where λi are the corresponding eigenvalues [24]. The eigenvectors may be con-

verted to three angles to provide greater lucidity regarding the orientation of the bubble.

In the present work, the z-x-z Euler angle convention will always be used. The present

reconstruction is given for ellipsoids centred at the origin, however the location of the

ellipsoid centre with reference to some laboratory origin may be readily determined by tri-

angulation (via back projection) of the centres of each projected ellipse. For the repeated

application of this procedure towards obtaining a time-resolved shape of a dynamic el-

lipsoid, a complication arises in identifying which of the eigenvalues and eigenvectors

match with those from the previous iteration, as these lengths and directions effectively

result from the roots of a multivariate quadratic equation and hence have no particular

order associated with them. This problem is simplified for the present system as it is

known that the minor axis of the bubble is always orientated towards the positive axial

direction, and that this length will always be the shortest of the three semi-axes. Thus,

the problem reduces to differentiating between the two major axes. This is possible as

the cross-product of the eigenvectors associated with these axes (which is equivalent to

the minor axis) must always have a positive z-component. Using this sorting constraint,
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all three axes may be separated, and the changing length and orientation of the bubble

may be observed as the bubble rises. A more general solution for this problem may also

be reached by examining the dot product of each of the current set of eigenvectors with

those preceding, and using this information to order the eigenvalues and eigenvectors

such that they are most consistent with the previous iteration.

6.1.3 Shape oscillation models

In addition to supplying closure to bubble rise models, the reconstruction of a 3D bubble

shape allows bubble shape oscillations to be directly observed for the first time. This

presents a unique opportunity to validate or challenge models for different modes of

bubble shape oscillation. In this section the two most commonly applied models for

bubble shape oscillation are reviewed.

Rayleigh-Lamb (1895)

The most commonly applied model for bubble shape oscillation is that of Lord Rayleigh

(popularised by Lamb [18]), who derived an analytical expression for the frequency of

bubble shape oscillations which correspond to modes of spherical harmonics:

fn =
1

2π

√
(n+ 1)(n− 1)(n+ 2)σ

ρlr3
b

(6.35)

where n is the mode number. Note that equation (6.35) is not valid for n = 0, which

would correspond to the volume non-conserving radial expansion and contraction of the

bubble. Most often, this model is used to consider mode 2 oscillations, which correspond

to the oscillation of a bubble between prolate and oblate forms (as demonstrated in Figure

6.5 a). Setting n = 2 in equation (6.35):

f2 =
1

2π

√
12σ

ρlr3
b

(6.36)

Lunde and Perkins (1998)

More recently, Lunde and Perkins [10] offered a model that assumes the shape oscillation

to behave as a capillary wave travelling over the surface of the bubble. This approach

uses the same theory (given by Lamb [18]) as the bubble rise model of Mendelson [8].
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Figure 6.5: Demonstration of different modes of bubble shape oscillation: a) mode 2 b)
mode 2,0 c) mode 2,2.

Using wavelengths equivalent to the circumference of the bubble (again, like Mendelson)

they proposed expressions for the frequency of waves travelling between the poles of the

bubble (so-called mode 2,0 oscillations; Figure 6.5 b), and for waves travelling around

the equator of the bubble (mode 2,2; Figure 6.5 c):

f2,0 =
1

2π

√
16
√

2ε2σ

ρl(ε2 + 1)3/2r3
b

(6.37)

f2,2 =
1

2π

√
8σ

ρlεr3
b

. (6.38)

In this model ε is bubble ellipticity, defined as being the inverse aspect ratio:

ε =
1

E
=
rb

rm

(6.39)

where rm is the bubble minor axis, and rb is the equivalent major axis:

rb =
√
rMprMs. (6.40)

6.2 Experimental

All information required to measure the bubble rise velocity and reconstruct bubble shape

was measured for two hundred bubbles in the size range 0.5 mm < rb < 2.3 mm. Kayik-

cioglu et al. [26] demonstrate that three simultaneous projection contours are required for

the reconstruction of an ellipsoid. Three such projections were attained of each bubble

using a high-speed video camera and an arrangement of mirrors, as shown in Figure 6.6 a).

For maximum projectivity it is desirable to have each projection evenly spaced around

the bubble. To this end, the mirrors were arranged such that the camera recorded three

simultaneous projections at 120◦ to each other. In orientating the mirrors, six equidistant

marks were placed on the outside of the column, and the camera and mirrors were then
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adjusted such that the opposite marks for each projection were aligned. This alignment

is demonstrated in Figure 6.6 b). A Photron Fastcam SA-1 model 120K-M2 high-speed

imaging system was used to record data at a rate of 500 fps, which was ten times greater

than the highest frequency of bubble shape oscillation expected. The field of view of the

recorded images was 25 cm × 25 cm, which was sufficient to capture several complete

cycles of the secondary motion of the bubbles at a spatial resolution of 244 µm × 244 µm.

A flood light reflected off a piece of foamed card was used to provide a diffuse light source

for the photography.

a) b)

Figure 6.6: a) Schematic of experimental set up. b) Demonstration of the mirror align-
ment used in the present experiments.

The bubble column used was of inside diameter 50 mm, 1.5 m long and made of Perspex.

The column was washed with ethanol and sealed quickly after drying to minimise surfac-

tant contamination. A solution of 16.86 mM dysprosium chloride was used for the liquid

phase in all experiments for consistency with earlier MRI measurements. The experimen-

tal setup used for the generation of bubbles of controllable size is shown in Figure 6.7.

A modified version of the device described by Ohl [28] was employed, which is shown in

Figure 6.7 a). This apparatus consists of a solenoid valve that permits discrete slugs of

gas to form in a channel of diameter 5 mm prior to being conveyed to the base of the

bubble column, where they detach to form stable bubbles. Steady flow along this channel

was provided at a rate of 12.5 cm3 min−1 by a syringe pump (Harvard instruments 22).

This corresponds to a superficial liquid velocity in the main column of 0.1 mm s−1, which

may be considered to be negligible. A 3 s delay was permitted before the generation of

each bubble to ensure that the wake from the preceding bubble was fully dissipated. Note

that the device of Ohl has been previously employed by Velhuis et al. [11], who used it

to generate highly deformed bubbles. This is desirable for the present study, as it seems
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likely that the bubbles generated in a full scale bubble column will be subject to a high

degree of initial deformation. While the imaging system is not shown in Figure 6.7, it

was arranged such that the centre of the imaging region lay at a position 1 m from the

bubble generator.

50 mm

5 mm

1.5 m

a) b)

compressed 
air

syringe pump

imaging 
region

1.0 m

Figure 6.7: a) Detail of the bubble generator of Ohl [28], which was used in the present
study for the generation of bubbles of controllable size. b) The overall experimental
setup used for the study of single bubbles. The high-speed imaging equipment shown in
Figure 6.6 is not shown here for greater clarity.

To aid in the analysis of the data, a ‘blank’ image consisting of the liquid filled column

(with no bubbles present) was subtracted from all datasets. The bubble images were

then segmented into the three column projections, which were scaled to correct for the

effect of varying focal length and, in the case of the two mirror projections, flipped

horizontally. The images were thresholded at a level sufficient to isolate the bubble

from the background, and ellipses were fitted to these ‘clean’ data using the procedure

described by Fitzgibbon et al. [27]. With the lengths and orientation of the principle

axes of the projections thus quantified, the three dimensional shape of the bubble was

determined by the procedure described in Section 6.1.2. The rise velocity of each bubble

was measured using a central difference approximation of the gradient of vertical bubble

position.
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6.3 Results

6.3.1 Comparison of bubble rise models

The terminal velocity of 200 bubbles in the size range 0.5 mm < rb < 2.3 mm rising

through 16.86 mM dysprosium chloride solution has been measured using high-speed pho-

tography. Rise velocity as a function of bubble size is shown in Figure 6.8 in comparison

with several bubble rise models from the literature. Figure 6.8 a) shows the experimental

data compared to the predictions of the model of Mendelson [8], which is well recognised

to give accurate predictions for bubbles rising in a clean solution. Figure 6.8 b) shows

a comparison with the correlation of Clift et al. [5], which is reported to give results

within 15% error (calculated from the root mean square of velocity) for bubbles rising

in surfactant contaminated solutions. The experimental data are contrasted with the

correlation of Abou-el-hassen [21] in Figure 6.8 c), whose correlation was proposed using

data from the literature across a broad range of conditions. Lastly, a comparison with

the model of Tomiyama et al. [9], closed using the correlation of Wellek et al. [23], is

shown in Figure 6.8 d).
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Figure 6.8: Comparison of measured rise velocities with the models of a) Mendelson [8],
b) Clift et al. [5], c) Abou-el-hassen [21] and d) Tomiyama et al. [9] closed using the
correlation of Wellek et al. [23].
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Interestingly, the bubbles are seen to rise more slowly than predicted by both the model

of Mendelson and the correlation of Clift et al.. It is anticipated that the present bubbles

were generated with high initial deformity as the present method of bubble generation

has been previously employed by Velhuis et al. [11], whose bubbles rose through a pure

solution in spiral trajectories and close to the velocities predicted by Mendelson. This

disparity suggests that it is the presence of the paramagnetic salt that has affected the

bubble rise velocity. The correlation of Abou-el-hassen gives modest agreement, with

an under-prediction of 10% seen for bubbles in the range 1 mm < rb < 2 mm. This

correlation was developed from a great variety of different fluids, and may somewhat

account for the influence of the dopant. Poor agreement is also seen with the predictions

of the model of Tomiyama et al.. This seems unsurprising given that this model was

closed using shape information obtained for bubbles in surfactant contaminated systems.

The accuracy of this model may be improved by quantifying the aspect ratio for bubbles

in the present system, which is examined in the following section.

6.3.2 Bubble shape reconstruction

Information about bubble shape is important both for the characterisation of single bub-

ble dynamics, and to supply accurate closure correlations for use with bubble rise models

such as that of Tomiyama et al. [9]. The 3D shape of 200 bubbles in the size range

0.5 mm < rb < 2.3 mm has been reconstructed, however in order to demonstrate the

type of information produced by the shape reconstruction procedure, data for a single

bubble of size rb = 2.3 mm will first be focused upon. An example image showing the

three simultaneous projections and fitted contours to this example bubble are shown in

Figure 6.9

Figure 6.9: Example image obtained showing three simultaneous projections of a rising
single bubble of size rb = 2.3 mm.

All data quantifying the size, position and orientation of this bubble are given in Fig-

ure 6.10. The lengths of the primary and secondary major axes for this bubble are shown

together with the minor axis in Figure 6.10 a), while the orientation of these axes with
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regard to the laboratory frame is given in b). The position of the bubble’s centroid with

respect to the centre of the column is given in c), from which it is clear that the bub-

ble rose along a zig-zag trajectory (reflected by the in-phase oscillation of the x and y

position of the bubble). This is consistent with the behaviour of low-initial deformation

bubbles observed by Tomiyama [9], however is more likely the influence of the salt in the

present system as our method of bubble generation is identical to that used by Velhuis

et al. [11], who generated bubbles that rose in a spiral trajectory in a pure fluid.
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Figure 6.10: Example data from the three dimensional reconstruction of a bubble of size
re = 2.3 mm: a) principle axes lengths; b) orientation of the primary major axis - note
the differing ordinate for α as opposed to β and γ; c) position of bubble centroid; d)
bubble volume.

Interestingly, the reconstruction reveals that the two major axes have different means,

reflecting that the bubble lacks fore-aft symmetry. This seems intuitive, given that it is

known that bubbles almost, but not quite, align their minor axis with the direction of

their motion [11], and that this slight misalignment will lead some component of the drag

force to act along one of the bubble major axes, and flatten the bubble in its transverse

plane, just as the majority of the drag acting along the minor axis distinctly flattens the

bubble into an ellipsoid. The major axes also oscillate in phase with each other, contrary

to the behaviour apparent in projection based measurements in the literature, where it
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has been suggested that the major axes oscillate in antiphase about a common mean [10].

The reason for this disparity is due to the changing orientation of the bubble confusing

the identification of each major axis. The elevation of the bubble, given by the angle

β, oscillates between −π/2 and π/2 at twice the frequency of the bubble trajectory, as

the bubble somewhat orientates itself with the direction of its motion. The bubble also

undergoes occasional π rotations about the central pole (characterised by the change in

angle α). These rotations correspond to turning points on the bubble trajectory, reflect-

ing the reorientation of the bubble as it turns a corner. The volume of the reconstructed

bubble is shown in Figure 6.10 d), which exhibits an oscillation at a frequency of 12 Hz.

As it is known that bubbles in water shed their wakes at this frequency irrespective of

bubble size [10], this volume oscillation can be speculatively attributed to the changing

pressure field around the bubble associated with vortex shedding.

Figure 6.11 shows a comparison of the axis lengths from the reconstructed bubble with

those measured directly from the projections. This comparison demonstrates that the

primary and secondary major axes of the reconstructed bubble tend to adhere to the

largest and smallest of the major axes measured from the projections. Similarly, the re-

constructed minor axis is bound to the smallest of the three projected minor axes. This

suggests that three simultaneous projections without a three-dimensional reconstruction

are sufficient for an estimation of the bubble axis lengths at any given time, with the

primary major axis able to be estimated by considering the largest major axis length

at any given instant, and the secondary major and minor axes by taking the smallest

apparent major and minor projected axes. The frequency of oscillation in the projections

is also representative of that in the reconstruction; thus Fourier analysis of projected axis

lengths remains a valid avenue for the testing of shape oscillation models. The compari-

son shown in Figure 6.11 also demonstrates that the reconstruction procedure produces

length measurements in good accord with the projections, and thus the error in the bub-

ble size measurements given in the present chapter can be considered equivalent to the

spatial resolution of the projections (±244 µm).

The three dimensional reconstruction has the advantage that the changing orientation of

the bubble major axes can be observed directly, which permits different modes of shape

oscillation to be viewed in isolation of each other. Consider, for example, the equivalent

major axis of the bubble (as defined in equation (6.40)). The oscillation of this length

scale is shown together with that of the minor axis in Figure 6.12. The oscillation of

these two axes is anti-phase and almost exactly complementary; reflecting that these
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Figure 6.11: a) Comparison of the major and semi-major axis lengths from reconstructed
bubble (black and grey points) with those measured in original three projections (blue,
red and green lines). c) Comparison of the minor axis length from the reconstructed
bubble (black points) with those measured in original three projections (blue, red and
green lines).

data contain only information about mode 2 shape oscillations. If mode 2,0 oscillations

were present they would be represented in the angles β and γ as shown in Figure 6.10

b). That these angles do not demonstrate a continuous rotation implies that the bubble

was not experiencing this mode of shape oscillation. Similarly, the existence of mode

2,2 oscillations would be represented by a constant evolution of the angle α. That α is

relatively constant except for when the bubble is turning a corner, implies that mode 2,2

oscillations were not present either. Thus it appears that the present bubble was only un-

dergoing mode 2 shape oscillations. Whether this is some influence of the salt present in

the system, or whether mode 2,0 and 2,2 shape oscillations do not in-fact exist (and it is

the changing orientation of the bubble which has been confused with a mode of shape os-

cillation in earlier studies) is not clear from these data. A clear avenue for future research

is to apply the new bubble shape reconstruction procedure to bubbles in a pure solution.

The rise velocity of the bubble has been extracted from its vertical position in the column

for each point in time. Using the instantaneous bubble size and aspect ratio quantified

from the reconstructed bubble shape, the model of Tomiyama et al. [9] was used to calcu-

late a theoretical rise velocity. A comparison of the experimental rise velocity with theory

is given in Figure 6.13. From this comparison it is evident that the model approximately

captures the mean and the frequency of the transient rise velocity, however consistently

underestimates the extrema of the oscillation. In their original work, Tomiyama et al.

found their model to accurately predict the minima of the oscillation, while underpredict-

ing the mean. It seems likely, therefore, that the more accurate measurement of bubble
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Figure 6.12: Comparison of the minor and equivalent major axes of the bubble. Note
that the oscillation of the two axes is antiphase and also perfectly complimentary. These
data represent mode 2 shape oscillations.

volume and aspect ratio enabled by the 3D reconstruction has improved the prediction

of mean rise velocity, while highlighting that the model underpredicts the extrema of the

oscillation. As noted by Tomiyama et al., their model accounts for neither the added

mass force associated with the bubble wake, nor the lift force associated with vortex

shedding. These transient forces are possibly responsible for the larger oscillation in rise

velocity observed experimentally.
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Figure 6.13: Comparison of experimentally measured rise velocity (points) with that
predicted by the model of Tomiyama et al. [9] (line). The temporally resolved bubble
radius and aspect ratio measured experimentally were used in the calculation. The mean
rise velocity is approximately predicted but the magnitude of the oscillation is not.
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6.3.3 Bubble shape oscillations

The three dimensional shape oscillations of two hundred bubbles have been quantified.

The trends shown by these bubbles are congruent with those discussed in Section 6.3.2:

mode 2 shape oscillations were present, however mode 2,0 and 2,1 were not. Figure 6.14

shows the frequency of mode 2 oscillations as a function of bubble size. The Rayleigh-

Lamb model for mode 2 shape oscillations is also shown. The measured frequencies are

seen to be substantially less than those predicted by the model, and are lower than the

mode 2 oscillations for highly deformed bubbles in both pure and surfactant contaminated

solutions previously reported in the literature [10, 11]. These data imply that the presence

of salt in the solution has a significant effect upon dampening the shape oscillations of

rising single bubbles. It is well known that some salts inhibit bubble coalescence by

rendering thin liquid films more cohesive, and it has been speculated that the presence

of a salt can decrease interfacial mobility [15], however the mechanisms of this effect are

still not clear. Further research is required into the molecular level interactions between

electrolyte and water molecules to determine the underlying physical phenomena that are

responsible for the changes observed in the behaviour of gas-liquid flows on a macroscopic

level.
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Figure 6.14: Comparison of the mode 2 oscillations frequencies for all bubbles measured
in the present study with the predictions of the Rayleigh-Lamb bubble shape oscillation
model.

6.3.4 Closure of bubble rise model using bubble shape

In Section 6.3.1 the bubble rise model of Tomiyama et al. was found to under predict

the rise velocities of bubbles in the present system when closed for aspect ratio using the

correlation of Wellek et al. [23]. Using the reconstructed bubble shapes, it is possible
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to propose a new correlation specifically for the present system, which may improve the

accuracy of the Tomiyama et al. rise model. The mean aspect ratio for all bubbles

reconstructed in the present study is given as a function of the Eötvös number (similiarly

to the correlation of Wellek et al.) in Figure 6.15 a). These data were well fitted by the

correlation:

E =
1

1 + 0.29Eo0.85 . (6.41)

The model of Tomiyama et al. has been closed using equation (6.41), and is shown in

comparison with the experimental data in Figure 6.15 b).
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Figure 6.15: a) Bubble aspect ratio as a function of Eötvös number. A fit to these data
given by equation (6.41) is shown by the blue line. The correlation of Wellek et al. is
shown by the red line. b) Rise velocities calculated using the model of Tomiyama et al.
closed using equation (6.41) (blue line) and the correlation of Wellek et al. (red line). It
is clear that the improved closure model has greatly increased the accuracy of the bubble
rise model.

From inspection of Figure 6.15, it is immediately apparent that the use of an aspect

ratio closure model specifically formulated for the present system has greatly increased

the accuracy of the terminal velocity model of Tomiyama et al., with predictions of rise

velocity now demonstrating a maximum of 9% error across all examined bubble sizes.

The correlation of Wellek et al. is also shown for comparison. It is evident that the

bubbles in the present system uniformly held aspect ratios lower than those expected

from a surfactant contaminated system, but not as low as those expected in a pure so-

lution [5]. It seems then, that the inorganic dopant holds its own unique influence over

bubble shape. It is interesting that the local maximum in bubble velocity which occurs

at a size of rb = 1.1 mm is accompanied by a sharp drop in aspect ratio. This demon-

strates an intimate coupling between bubble aspect ratio and rise velocity, and suggests
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that electrolytes primarily alter the bubble rise velocity by their influence over bubble

shape. The model of Tomiyama et al. is thus validated for use with the present system.

It is unfortunate that the effect of electrolytes on bubble shape, as with that on bubble

coalescence and shape oscillation, remains poorly understood on a theoretical level.

Clearly the ellipsoidal shape assumed in the present reconstruction of bubble shape is

only an approximation, and as bubble size increases modes of shape oscillation emerge

that cannot be described using this simple shape. The fundamental modes of shape

oscillation for smaller bubbles are, however, all represented by simple transformations of

an ellipsoidal shape, and the present reconstruction and analysis should provide useful

tools for investigating shape oscillations in more complex situations than the simplest case

examined herein. In particular, it would be interesting to apply the bubble reconstruction

procedure to bubbles in pure and surfactant contaminated solutions, and to high and

low initial deformation bubbles for the validation of the results found in earlier works

[10, 11]. Alternatively, the new experimental technique may find application in the study

of bubbles which are subject to external pressure fields, and such as in sonochemistry or

the study of cavitation [29].

6.4 Conclusions

In this chapter the terminal velocity of single bubbles rising though a 16.86 mM dys-

prosium chloride solution was examined, with the goal of validating a model for use in

the drift flux analysis of the model bubble column. Firstly, bubble rise models from

the literature were reviewed, and tested in comparison to data obtained by high-speed

photography. Poor agreement was noted with the models of Mendelson [8] and Clift

et al. [5], which suggested that the bubble rise velocity resembles neither that of pure

nor surfactant contaminated systems. Modest agreement was found for the correlation of

Abou-el-hassan [21], which was proposed using data for a wide variety of fluids. The most

sophisticated first principles model in the literature for bubble terminal velocity is that

of Tomiyama et al. [9], which requires an experimental closure for bubble aspect ratio.

This model was, however, found to provide a poor fit when closed using the correlation

of Welleck et al. [23], which was proposed for surfactant contaminated systems.

To improve the accuracy of the Tomiyama et al. model, it was sought to propose a closure

correlation for aspect ratio specific to the present system. In providing this closure, it was

desirable to address the standing problem in the literature relating to the determination of
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true bubble shape. This problem stems from the information lost when two-dimensional

projections (i.e. photographs) are obtained of a three-dimensional shape. To allow three-

dimensional information to be obtained, the relationship between an ellipsoid and its 2D

projections was derived, and applied to determine 3D bubble shapes from projections of

bubbles acquired using high-speed photography. This technique was applied to charac-

terise the shape oscillations of bubbles in the size range 0.5 mm < rb < 2.3 mm. It

was noted that only mode 2 shape oscillations are present, with no evidence of the other

modes commonly observed in the literature (such as mode 2,2). The frequency of the

mode 2 oscillations was seen to be less than both the predictions of well known model of

Rayleigh-Lamb [18], and previously observations from the literature [10, 11].

With the reconstructed bubble shapes used to provide closure for the model of Tomiyama

et al., good agreement was evident with the measured bubble rise velocities. Terminal

velocities were predicted for all examined sizes to within 9% error (root mean square of

velocity). An intimate coupling was evident between the bubble aspect ratio data, and

that of the rise velocity, with a local maximum in bubble velocity occurring at a size of

rb = 1.1 mm being accompanied by a sharp drop in aspect ratio. This suggests that

electrolytes primarily affect bubble rise velocity by exerting some influence over bubble

shape. The model of Tomiyama et al., when closed with the proposed correlation, is

thus validated for use with the present system. The new bubble reconstruction technique

permits fresh insights into the modes of bubble shape oscillation, and should prove useful

for characterising bubble shape oscillations in more complex systems, such as bubbles

with high initial deformation or those subject to a transient pressure field.

194



Bibliography

[1] Hadamard, J.S., 1911. Mouvement permanent lent d’une sphere liquide et visqueuse

dans un liquide visqueux. CR Acad. Sci., 152, p. 1735.

[2] Rybszynski, W., 1911. On the translatory motion of a fluid sphere in a viscous

medium. Bulletin International de l’Académie Polonaise des Sciences et des Lettres,

Classe des Sciences Mathematiques et Naturelles, A, pp. 40–46.

[3] Stokes, G.G., 1880. Mathematical and Physical Papers, 1. Cambridge University

Press, Cambridge.

[4] Davies, R.M. and Taylor, G., 1950. The mechanics of large bubbles rising through

extended liquids and through liquids in tubes. Proc. Roy. Soc., A200, pp. 375–390.

[5] Clift, R., Grace, J.R. and Weber, M.E., 1978. Bubbles, drops, and particles.

Acadamic Press, New York.

[6] Fan, L.S. and Tsuchiya, K., 1990. Bubble wake dynamics in liquids and liquid-solid

suspensions. Butterworth-Heinemann.

[7] Takagi, S. and Matsumoto, Y., 2011. Surfactant effects on bubble motion and bubbly

flows. Annu. Rev. Fluid. Mech., 43, pp. 615–636.

[8] Mendelson, H.D., 1967. The prediction of bubble terminal velocities from wave

theory. AIChE. J., 13, pp. 250–253.

[9] Tomiyama, A., Celata, G.P., Hosokawa, S. and Yoshida, S., 2002. Terminal velocity

of single bubbles in surface tension force dominant regime. Int. J. Multiphase Flow,

28, pp. 1497–1519.

[10] Lunde, K. and Perkins, R.J., 1998. Shape oscillations of rising bubbles. Appl. Sci.

Res., 58, pp. 387–408.

195



[11] Veldhuis, C., Biesheuvel, A. and van Wijngaarden, L., 2008. Shape oscillations on

bubbles rising in clean and in tap water. Phys. Fluids, 20, p. 040,705.

[12] Ellingsen, K. and Risso, F., 2001. On the rise of an ellipsoidal bubble in water:

oscillatory paths and liquid-induced velocity. J. Fluid Mech., 440, pp. 235–268.

[13] Sato, A., Aoki, M. and Wananabe, M., 2010. Single bubble rising motion in aqueous

solution of electrolyte. J. Fluid Sci. Tech., 5, pp. 14–25.

[14] Jamialahmadi, M. and Müller-Steinhagen, 1992. Effect of alcohol, organic acid and

potassium chloride concentration on bubble size, buble rise velocity and gas hold-up

in bubble columns. Chem. Eng. J., 50, pp. 47–56.

[15] Henry, C.L., Dalton, C.N., Scruton, L. and Craig, W.S.J., 2007. Ion-specific co-

alescence of bubbles in mixed electrolyte solutions. J. Phys. Chem. C, 111, pp.

1015–1023.

[16] Henry, C.L., Parkinson, L., Ralston, J.R. and Craig, V.S.J., 2008. A mobile gas-

water interface in electrolyte solutions. J. Phys. Chem. C, 39, pp. 15,094–15,097.

[17] Kulkarni, A.A. and Joshi, J.B., 2005. Bubble formation and bubble rise velocity in

gas-liquid systems: a review. Ind. Eng. Chem. Res., 44, pp. 5873–5931.

[18] Lamb, H., 1895. Hydrodynamics. Cambridge University Press, Cambridge.

[19] Lehrer, H.G., 1976. A rational terminal velocity equation for bubbles and drops at

intermediate and high reynolds. J. Chem. Eng. Jpn., 9, pp. 237–240.

[20] Jamialahmadi, M., Branch, C. and Müller-Steinhagen, H., 1994. Terminal bubble

rise velocity in liquids. Chem. Eng. Res. Des., 72(A), pp. 119–122.

[21] Abou-el hassan, M.E., 1983. A generalized bubble rise velocity correlation. Chem.

Eng. Comm., 22, pp. 243–250.

[22] Rodrigue, D., 2004. A general correlation for the rise velocity of single gas bubbles.

Can. J. Chem. Eng., 82, pp. 382–386.

[23] Wellek, R.M., Agrawal, A.K. and Skelland, A.H.P., 1966. Shape of liquid drops

moving in liquid media. AIChE J., 12, pp. 854–862.

[24] Karl, W.C., Verghese, G.C. and Willsky, A.S., 1994. Reconstructing ellipsoids from

projections. Graph. Model. Im. Proc., 56, pp. 124–139.

196



[25] Noumeir, R., 1999. Detecting three-dimensional rotation of an ellipsoid from its

orthographic projections. Pattern Recogn. Lett., 20, pp. 585–590.

[26] Kayikcioglu, T., Gangal, A. and Ozer, M., 2000. Reconstructing ellipsoids from

three projection contours. Pattern Recogn. Lett., 21, pp. 959–968.

[27] Fitzgibbon, A., Pilu, M. and Fisher, B., 1999. Direct least squares fitting of ellipses.

IEEE T. Pattern. Anal., 21, pp. 476–480.

[28] Ohl, C.D., 2001. Generator for single bubbles of controllable size. Rev. Sci. Instr.,

72(1), pp. 252–254.

[29] Brennen, C.E., 1995. Cavitation and bubble dynamics. Oxford University Press,

Oxford.

197



Chapter 7

Drift-flux analysis

One of the primary goals of this thesis is to provide a hydrodynamic characterisation of

the model bubble column under examination using drift-flux analysis. Drift-flux analysis

is a tool commonly used in the design and operation of gas-liquid unit operations for the

prediction of gas hold-up; it describes the holistic hydrodynamic behaviour of a bubble

column on the basis of the dynamics of a single bubble. In doing this, it is common to

assume a representative bubble size, and choose an appropriate model for single bubble

rise velocity [1]. The bubble terminal velocity is then correlated with a bubble slip ve-

locity, most commonly using a Richardson-Zaki type model [2]. In Chapter 5 ultra-fast

MRI was applied to measure bubble size distributions, and experimental closures were

given for mean bubble size as a function of voidage and position in the bubble column. In

Chapter 6 the terminal rise velocity of single bubbles in the present system was examined

in detail, and it was found that the model of Tomiyama et al. [3], when closed using a

proposed correlation for bubble aspect ratio, gave predictions of terminal rise velocity in

good agreement with experiments. These measurements are applied in drift-flux analysis

in the present chapter.

While drift-flux analysis has previously been applied to the characterisation of systems

as diverse as foam fractionation columns [4] to two-phase flow in a well-bore [5], it has

not been widely applied in the literature to systems containing electrolytes. In fact,

while several previous works have examined the impact of electrolytes on gas holdup,
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with the general consensus being that some inorganic ions increase both hydrodynamic

stability and gas-holdup [6, 7, 8], only the study of Ribeiro and Mewes [9] attempts to

qualify these observations using drift-flux analysis. Those authors, however, deviate from

the conventional, first-principles approach of drift-flux analysis, and directly fit an ex-

pression for slip velocity to their low voidage data. While this approach yielded good

agreement between experiment and theory, it does not, however, test the applicability

of the drift-flux model to electrolytic systems in general. The present study, conversely,

seeks to provide an independently measured model for bubble slip velocity, and therefore

provides an excellent basis for an assessment of the applicability of drift-flux analysis to

electrolyte stabilised systems.

In this chapter, the drift-flux theory is firstly reviewed, with a particular focus on the

assumptions that underpin the calculation of bubble slip velocity. These assumptions

are then tested for the present system by experimentally measuring the slip velocity of

bubbles of an NMR active gas as a function of voidage. Finally, drift-flux analysis is

applied to produce a hydrodynamic characterisation of the model bubble column, and

the applicability of the analysis technique for electrolytic systems is assessed.

7.1 Drift-flux theory

Drift-flux analysis is a procedure commonly applied to the design and operation of gas-

liquid unit operations. It was originally developed by Wallis and Zuber [10, 11], and

has since been applied towards the characterisation of bubbly flow in many contexts [4,

5, 12, 13]. As discussed in Section 1.1, drift-flux analysis defines a ‘slip velocity’ as the

difference between the superficial gas and liquid velocities normalised by phase fraction:

UR =
Ug

ε
− Ul

1− ε
(7.1)

where Ug and Ul are the superficial gas and liquid velocities, and ε is the gas fraction.

The slip velocity is commonly predicted using a Richardson-Zaki correlation of the form:

UR = UT∞(1− ε)N−1 (7.2)

where UT∞ is the single rise velocity of a bubble in an infinite medium and the Richardson-

Zaki index, N , is a function of the Reynolds number and, for low Re, the ratio of the

bubble to pipe diameter [2]. Many values have been proposed for N , which are discussed
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in Section 7.2. Combining equations (7.1) and (7.2):

(1− ε)Ug − εUl = UT∞ε(1− ε)N . (7.3)

In the operation of gas-liquid unit operations this equation may be solved for ε for a

known set of operating conditions. Note that the left hand side of equation (7.3) is a

function only of the gas and liquid superficial velocities, and is commonly known as the

operating line. Conversely, the right hand side is a function only of the physical properties

of the system, and is known as the hydrodynamic curve. The drift-flux of gas is defined

as being the gas flux relative to a volume average velocity, and is therefore equivalent to

either side of equation (7.3):

jg = −jl = (1− ε)Ug − εUl = UT∞ε(1− ε)N (7.4)

where jg is the drift flux per unit area of gas, and jl is the drift flux per unit area of liquid.

Equation (7.3) may be solved analytically, or using a graphical Wallis construction, as

shown in Figure 7.1. The production of a set of curves similar to this figure, describing the

hydrodynamics as a function of position in the model bubble column, is one objective of

the present chapter. Note that flow settings for which the hydrodynamic line lies tangent

to the operating curve represents the transition to slug flow, and in this way drift-flux

analysis can provide a description of hydrodynamic stability. With the hydrodynamic

curve for a given bubble column is established, drift-flux analysis may be used in reverse

to provide an estimate of bubble size in a column. This is achieved by measuring local

voidage (most commonly using a local phase probe), from which a bubble rise velocity,

and hence a bubble size can be inferred. Several approaches to this inverse problem are

discussed by Banisi and Finch [14].

Hydrodynamic curve

Operating line

ε

Ug

Ul

ε = 0 ε = 1

jg

jl

Figure 7.1: A Wallis graphical construction for determining the gas-holdup in bubbly flow
for a given set of operating conditions. The voidage, ε, is determined by the intercept
between the operating line and the hydrodynamic curve.
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For the successful application of drift-flux analysis, an accurate estimation of the single

bubble terminal rise velocity must be made. In Section 6.3.4 the terminal rise velocity

was measured as a function of bubble size for the present system. It was found that a

good fit to the data was provided by the model of Tomiyama et al. [3]:

UT∞ =
sin−1

√
1− E2 − E

√
1− E2

1− E2

√
4σ

ρlrb

E4/3 +
∆ρgrb

ρl

E2/3

1− E2
. (7.5)

when closed for aspect ratio, E, by the correlation:

E =
1

1 + 0.29Eo0.85 (7.6)

where ρl is liquid density, rb is the spherically equivalent bubble radius, σ is surface

tension and Eo is the Eötvös number. In Section 5.3.5, the mean bubble diameter was

found to be given by:

rb = aεb rb ≤ 1.6 mm (7.7)

rb = aε+ b rb > 1.6 mm (7.8)

where the coefficients a and b are given in Table 7.1.

Table 7.1: Coefficients describing mean bubble size as a function of voidage and position
in column.

Distance from rb ≤ 1.6 mm rb > 1.6 mm
distributor (cm) a b a b

2.5 1.90 0.24 - -
12.5 2.11 0.27 - -
22.5 2.46 0.31 - -
32.5 2.63 0.32 - -
42.5 2.75 0.33 1.59 1.28
52.5 3.04 0.36 1.59 1.33
62.5 2.96 0.35 1.59 1.35
72.5 3.08 0.35 1.59 1.34
82.5 3.33 0.38 1.59 1.36
92.5 3.30 0.36 1.59 1.38

102.5 3.93 0.41 1.59 1.40

Thus, equations (7.6) through (7.8) can be used in equation (7.5) to provide an estimate

of the single bubble rise velocity as a function of voidage and position in the column. For

calculation of a slip-velocity using equation (7.2), the Richardson-Zaki index, N , is also

required. The selection of an appropriate value of this index is examined in Section 7.2.
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7.2 Richardson-Zaki index

Much variation exists in the literature regarding the selection of the Richardson-Zaki

index for application to bubbly flow. The original theory, which was proposed for settling

particles, states that the slip velocity is independent of particle size for Re > 500, and is

not affected by the column walls for columns of radius rcol < 10rb [2]. In studies focusing

on bubbly flow N has been found to be constant in the range Re > 500, however the value

this constant has varied substantially. Richardson-Zaki indices proposed for bubbles in

this range in several previous studies are given in Table 7.2.

Table 7.2: Richardson-Zaki indices applied to bubbly flow
N References

1.75 [13]
2 [15, 16]
3 [14]

In this section, N is measured experimentally for comparison with these earlier works.

For a semi-batch system (i.e. with zero superficial liquid velocity) equation (7.1) may be

written as:

UR =
Ug

ε
. (7.9)

This equation is valid for use in systems where the gas slip velocity is represented by a

single mean (i.e. the slip velocity distribution is unimodal). Substituting equation (7.2)

into equation (7.9) and rearranging:

N =
ln
(

Ug

εUT∞

)
ln(1− ε)

+ 1. (7.10)

Thus, for a semi-batch system, only measurements of the gas-fraction and bubble terminal

velocity are required to quantify the Richardson-Zaki index. As noted above, this analysis

does assume that the slip velocity distribution is unimodal. This assumption is validated

experimentally prior to the calculation of Richardson-Zaki indices in the present section.

7.2.1 Experimental

To verify that equation (7.9) is valid for the present measurements it is necessary to

measure the bubble slip velocity and voidage as a function of the superficial gas velocity.

This is possible by performing velocimetric MRI measurements directly on bubbles of an
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MRI active gas as they rise through the bubble column. The main complication that

afflicts MRI measurements of gases is the very low atomic density (relative to a liquid)

which results in a poor signal-to-noise ratio. This is generally overcome by increasing

signal averaging (with proportionately increased acquisition times), which limits velocity

imaging to systems where the geometry of the phase interfaces is at steady state (for

example, in a trickle bed reactor: see the work of Sankey [17]). Due to the dynamic

nature of the gaseous phase in the present study, however, imaging the gaseous phase

is not possible, and spatially averaged measurements must be made. As discussed in

Section 2.3.1, it is possible to acquire spatially averaged velocity distributions known as

propagators, which fully characterise the range of velocities present in an examined sys-

tem. The shape of these propagators will reveal whether the assumption of unimodality in

slip velocity is valid, and will permit the mean slip velocity of the system to be quantified.

Several factors must be considered in the selection of the gaseous phase. Firstly, some

method of isolating the gas signal from that of the liquid is necessary. This is a problem

for gas phase MRI based on the 1H nuclei, as sufficient chemical shift must be present

to separate the signal from the 1H in the water to that of the gas. Secondly, as the

relaxation times and signal attenuation due to molecular diffusion tend to be much faster

for a gas than a liquid, the velocity measurement technique must be optimised for these

constraints. The former problem can be avoided by exciting signal from a nuclei not

present in the liquid phase (for example by performing measurements on 19F). The latter

can be addressed by pressurising the system, which increases relaxation times, until the

relaxation time is long enough to permit a measurement. In the present study bubbles

of sulphur hexafluoride SF6 rising through a magnetic susceptibility matched solution

will be examined. While SF6 is much more dense than air (6.3 kg m−3 [18]), the density

difference between gas and liquid phase remains effectively negligible. The relative signal-

to-noise and relaxation times for SF6 as a function of gas pressure are given in Figure 7.2.

A spin-echo propagator pulse sequence was employed for measurement of a velocity distri-

bution of the gaseous phase. The system was pressurised to 3 bara in a PEEK reactor of

diameter 28 mm using the SF6 compressor apparatus described by Sankey [17]. According

to Figure 7.2, under these conditions SF6 has a T1 of 4.2 ms and a T ∗2 of 2.4 ms. While it

is likely that pressurising the system will have an effect upon the structure of the bubbly

flow [16], this is not considered problematical as the goal of the present experiments is

simply to demonstrate that equation (7.9) can be applied for the accurate estimation of

bubble slip velocity. Bubbles were generated by sparging SF6 through the distributor
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Figure 7.2: a) Relative signal intensity of SF6 as a function of pressure. b) T1 (×) and T ∗2
(+) relaxation time constants as a function of pressure. Reproduced from Sankey [17].

described in Section 5.2. Measurements were performed on bubbly flow systems with 5

equal increments in superficial gas velocity up to a maximum of 1 L min−1. The flow

rate controlled using a needle valve and rotameter, the limit of reading of which was

±10 ml min−1. To demonstrate that the present measurements are largely independent

of observation time (∆), propagators were obtained at observation times of 2.5 ms, 5 ms,

10 ms and 25 ms. At the longest observation time displacements of no more than 1.5 cm

are expected, which corresponds to less than half of the 5 cm long imaging coil used for

these experiments.

All experiments were performed on a Bruker DMX-200 super wide-bore spectrometer

operating at a 1H frequency of 199.7 MHz, and using a 13.9 G cm−1 3-axis shielded

gradient system and 64 mm diameter birdcage coil. For each propagator, the echo time

was equivalent to ∆ and 512 complex data points were acquired at a spectral width of

100 kHz, for a total acquisition time of (2∆ + 10.24) ms. Using a constant flow encoding

time, δ, of 1 ms, q-space was discretised into 32 increments between -6 G cm−1 and

6 G cm−1 for a field-of-flow of 1 m s−1. Each experiment was averaged 64 times. Pulse-

acquire experiments on the 1H nuclei were also acquired, which allowed the voidage for

each flow rate to be quantified according to equation (5.1).

7.2.2 Results

Measurement of bubble slip velocity

Propagators of SF6 bubbles rising through a 16.86 mM dysprosium chloride solution are

shown for several voidages in Figure 7.3. The solid curves are log-normal distributions (as

defined in Section 5.3) fitted to the measured data points. It is clear that the distributions
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are unimodal, and well fitted by a log-normal distributions, which was as expected given

that the underlying bubble size distributions were log-normal in form.
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Figure 7.3: Velocity distributions measured of SF6 bubbles rising through a magnetic
susceptibility matched solution (×). Also shown are fitted log-normal distributions.

These propagators may be juxtaposed with those measured for the liquid phase in Sec-

tion 5.3.7. Whereas the liquid velocity measurements each demonstrated symmetry about

a mean velocity of zero, reflecting that mass of that phase is being conserved, the gaseous

propagators have a non-zero mean, which shows that gas is being continuously passed

through the system, and is representative of the bubble slip velocity. For the higher

voidages examined here, a small proportion of the gaseous phase (approximately 2%) is

seen to have a downward velocity, which likely corresponds to smaller bubbles which are

entrained in the downwards flowing recirculating liquid. As it is the passage of bubbles

which is solely responsible for the motion of fluid in the present system, it would be ex-

pected that the liquid phase propagators must always be broad enough to encompass the

full range of gas velocities. By inspection of Figure 5.17 it is clear that this is the case,

with the tail of the distributions stretching to include liquid flowing in excess of 50 cm s−1.

The unimodality of the propagators shown in Figure 7.3 reflects that the slip velocity of all

bubbles in the system can be represented by a single mean, and hence that equation (7.9)

is valid for use with the present system. To demonstrate this, slip velocities calculated

using equation (7.9) are shown in comparison with the means of the velocity distributions
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in Figure 7.4. From these data, it is clear that good agreement exists between the

measured bubble slip velocities and those calculated from the superficial gas velocity and

voidage. This suggests that equation (7.9) can be applied with confidence to the data

presented in Chapter 5.
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Figure 7.4: Comparison of mean slip-velocities of SF6 bubbles rising extracted from
propagator measurements (+) and slip-velocities calculated from superficial gas-velocity
and measured voidage using equation (7.9) (×). A linear trend fitted to the latter is
shown to guide the eye. An observation time of 5 ms was used for these measurements.

When performing propagator measurements it is important to ensure that a sufficiently

long observation time is used such that a representative average of the system is obtained,

with shorter observation times potentially revealing temporally local flow features. A

possible source for this confusion in the present system is the recirculation of gas within

the rising bubbles. It is anticipated that the 5 ms observation time used for the above

measurements is sufficient to average-out this motion, and hence ensure that the produced

velocity distributions represent only the net motion of bubbles, however to check this

assumption propagators were also measured as a function of observation time. Figure 7.5

shows the mean velocity extracted from these propagators, which were all obtained for

a system of voidage 8.1%. From this figure it is clear that the propagator measurements

are largely independent of observation time; suggesting that the velocity distributions

represent only the motion of the gas due to bubble rise, and are therefore an accurate

depiction of the slip velocity.

Calculation of the Richardson-Zaki index

Having validated equation (7.9) for use with the present system, the bubble slip velocity

can be calculated as a function of voidage for data presented in Chapter 5. For example,

using the data shown in Figure 5.12, the slip velocity has been calculated as a function

of voidage and is shown in comparison to the single bubble rise velocity (calculated using
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Figure 7.5: Variation of the measured mean slip velocity as a function of observation
time. That the measurements appear independent of observation time reflects that it is
the motion of the bubble being represented in the propagator.

equations (7.5) and (7.6)) in Figure 7.6. It is clear from this figure that the slip velocity

in the column was equivalent to the single bubble rise velocity until a voidage of 9.3%

was reached, after which the rise velocity of the bubbles began to drop. This drop away

from the single bubble terminal velocity is due to increasing bubble interactions as the

bubbles begin to hinder each other as they rise.
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Figure 7.6: Bubble slip velocity as a function of voidage for a column position 52.5 cm
from the sparger. The single bubble terminal velocity calculated using the model of
Tomiyama et al. [3] is shown for comparison.

Richardson-Zaki indices have been calculated for the above data using equation (7.10).

These indices are shown as a function of Reynolds number in Figure 7.7. It is apparent

that the Richardson-Zaki index is constant for Re ≥ 450 (which is as expected), with

a value of 1.3. This is substantially less than those values given by the literature (see

Table 7.2), which is most likely the influence of the salt in solution. This conjecture will

be explored in detail in Section 7.3. For Re < 450, which corresponds to systems of

voidage 8.9% and below, the Richardson-Zaki index is approximately unity. This occurs
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because the bubble slip velocity is approximately equivalent to the single bubble rise

velocity for low gas-fraction systems. A Richardson-Zaki index of 1.3 will be assumed

for the hydrodynamic characterisation of the examined column in Section 7.3, where the

influence of electrolytes on the drift-flux model should be more clear.
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Figure 7.7: Richardson-Zaki indices measured as a function of bubble Reynolds number.
The index is seen to be constant with a value of 1.3 for Re ≥ 450. A line representing
this index is shown to guide the eye.

7.3 Application of drift-flux analysis

Equations (7.5) to (7.8) can be substituted into equation (7.2), with a Richardson-Zaki

index of 1.3, which is in turn substituted into equation (7.3) to yield the hydrodynamic

curve characterising the model bubble column. For a semi-batch bubble column (Ul = 0),

the hydrodynamic and operating lines can be combined to give:

Ug = UT∞ε(1− ε)N−1. (7.11)

The accuracy of the developed drift-flux model can be readily tested by comparing the

experimentally observed gas-hold up response (shown in Figure 5.3.2) to equation (7.11).

This comparison is shown for data acquired at a position 52.5 cm from the sparger in Fig-

ure 7.8. It is clear from this figure that the drift-flux model has successfully characterised

the gas holdup behaviour of the bubble column, with the model predicting the experi-

mentally measured voidages within 5% error for all voidages. The effect of the selected

Richardson-Zaki index on the drift-flux model is also demonstrated in Figure 7.8, where

curves are shown which have been calculated using the commonly assumed Richardson-

Zaki indices given in Table 7.2. This comparison clearly demonstrates that it is the

stabilising influence of the electrolytes which is responsible for the lowered Richardson-
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Zaki index measured in Section 7.2, with the convex behaviour of the gas hold-up re-

sponse curve known to be associated with the presence of electrolytes (as discussed in

Section 5.3.2).
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Figure 7.8: Experimental data for superficial velocity as a function of voidage shown in
comparison to equation (7.11) calculated using a range of Richardson-Zaki coefficients.
It is clear that the model calculated using the measured coefficient of 1.3 is in good
agreement with the experimental data.

The hydrodynamic curves characterising the system are shown as a function of position

in column in Figure 7.9. It is clear from this figure that the voidage is relatively indepen-

dent of column height, with the changing bubble size distribution only giving rise to a

change in the maximum of the hydrodynamic curves of 2.2% between the top and bottom

of the column. This is in good agreement with what was observed experimentally in Sec-

tion 5.3.5, where no change in voidage was evident as a function of position in the column

within the signal-to-noise ratio of the images (within an error of 4.7%). The independence

of the gas-holdup behaviour of the column to bubble size stems from the single bubble

terminal velocity, which was observed in Section 6.3.4 to be fairly independent of bubble

size over the range 1 mm < re < 3 mm. This size range covers the majority of bubbles

examined in the present study. Having a wide distribution of rise velocities present in a

system can instigate bubble coalescence, as faster bubbles will tend to collide with those

more slowly rising [19], and it is known that possessing a uniform size distribution (and

hence uniform velocity distribution) greatly aids hydrodynamic stability [20]. Thus, it

seems plausible that the electrolyte may have the dual influence on hydrodynamic sta-

bility of rendering gas-liquid films more cohesive while also moderating the bubble rise

velocity.

A Wallis graphical construction for the present system at a position 52.5 cm from the

sparger is given in Figure 7.10. The point at which the operating line lies tangential to
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Figure 7.9: Hydrodynamic curves for the present system as a function of position in the
column. Note that the evolving bubble size distribution has a limited effect upon the
column hydrodynamics as the bubble rise velocity is largely independent of bubble size
for the range of bubble sizes examined.

the hydrodynamic curve (as shown in this figure; Ug = 10.5 cm s−1) typically corresponds

the transition from bubbly flow to slug flow, and in this case occurs at a voidage of 75%.

This prediction is greatly in excess of the flow regime transition observed experimentally,

which occurred at a voidage of approximately 41%. As discussed in Section 1.2, the

influence of electrolytes on bubbly flow is complex indeed; no effect is had by some salts,

and by others only after a critical concentration is reached, at which point a step-change

in the behaviour of the system occurs [21, 9]. Given that the present system transitions

from stable bubbly flow to slug flow without any apparent change in the behaviour of the

gas hold-up response, it seems likely that some other step-change in the behaviour of the

electrolytic dopants has occurred. This highlights a significant problem for the application

of drift-flux analysis to electrolyte stabilised bubbly flow, which cannot account for the

behaviour of the electrolytic dopants effect other than via the influence asserted over the

single bubble rise velocity and Richardson-Zaki index. Thus, while drift-flux analysis can

be applied for the prediction of gas-holdup during stable bubbly flow, further research is

required into the fundamental nature of the interaction between gas bubbles and inorganic

ions before the hydrodynamic stability of the system can be accurately predicted.

7.4 Conclusions

In this chapter, measurements of bubble size and voidage previously obtained were ap-

plied to the hydrodynamic characterisation of the model bubble column using drift-flux

analysis. In doing this, it was first necessary to quantify the Richard-Zaki index for the
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Figure 7.10: A Wallis graphical construction characterising the hydrodynamics of the
present system. The operating line is constructed to represent the flooding condition.

system, which relates the rise velocity of a single bubble in an infinite medium to the slip

velocity of a bubble in a swarm. While it is possible to determine the mean bubble slip

velocity as the quotient of gas superficial velocity and voidage, this calculation requires

the assumption that the slip velocity can be represented by a single mean. This assump-

tion was verified experimentally by obtaining propagators of SF6 bubbles rising through

magnetic susceptibility matched solution. From these measurements it was clear that

the velocity distribution of the bubbles was log-normal in form, and thus the assumption

of a unimodal velocity distribution was accurate. The Richardson-Zaki index for the

system was thereby determined to be 1.3, which is significantly less than that used in

most previous studies.

By comparing the drift-flux model of the system to the experimental data, it was clear

that the stabilising influence of the electrolytic dopants used for magnetic susceptibility

matching is well represented in the model, with the voidage being predicted as a function

of superficial gas velocity within 5% error. Little change (< 2%) was apparent in the

voidage as a function of column position in both the drift-flux model and experiments.

This is due to the near independence of the bubble rise velocity as a function of bubble

size for the range of bubble sizes examined in the present study. Drift-flux analysis could

not accurately predict the regime transition of the system, with the curve generated for

electrolyte stabilised bubbly flow predicting a transition to slug flow at a voidage of ap-

proximately 75%. This occurs because the simple drift-flux model cannot account for

the more complex effects of the electrolytes, whose stabilising influence becomes ineffec-

tual at a voidage of 41%. Further research is required into the fundamental nature of

the interaction of inorganic dopants with the gas-liquid interfaces before these complex

phenomena can be modelled.
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Chapter 8

Bubble wake dynamics

It is well recognised that the behaviour of a bubble wake has a strong influence on both

the shape oscillations and path deviations of a rising bubble. The tools developed in this

thesis are potentially very useful for characterising fluid phenomena in multiphase flow

systems, and in this chapter are applied to investigate the dynamics of bubble wakes.

The behaviour of bubble wakes is very complicated, with several simultaneous fluid phe-

nomena coexisting, and each exerting an influence on the behaviour of the bubble. By

direct numerical simulation of the Navier-Stokies equations for fluid flow over a constant

spheroidal shape, Mougin and Magnaudet [1] showed that the path deviation of rising el-

lipsoidal bubbles is associated with the formation of a non-axisymmetric double threaded

wake. This asymmetry was evident in the experimental study of Brücker [2], who also

noted the existence of two horizontal plane vortices, which were observed to be coupled

with bubble path deviations. It is also apparent in the experimental results of several

authors [3, 4, 5] that vortex shedding events are coupled with both changes in direction

of the bubble and with some modes of shape oscillation.

To better understand the fluid phenomena that drive these bubble dynamics, it is highly

desirable to obtain quantitative experimental data describing the flow field around a bub-

ble and in its wake. Most early attempts to obtain this type of information were limited

to examination of small spherical bubbles at low Reynolds numbers, where the wakes are

at steady state (as reviewed by Fan and Tsuchiya [6]). Beginning with Brücker [2], several
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studies have employed particle imaging velocimetry (PIV) or laser Doppler anemometry

(LDA) to characterise bubble wake dynamics [7, 8, 9, 10]. Inherent both to PIV and

LDA, however, is the use of small particles as tracers, which can behave in a surfactant

like manner [11]. Further, using optical imaging techniques it is difficult (although pos-

sible, see Brücker [2]) to obtain horizontal plane information in the presence of a bubble

due to optical distortion. MRI overcomes both of these problems, with its sole disad-

vantage being that MRI acquisitions are slow to acquire relative to the highly transient

flow phenomena in the wake of bubbles. In Section 4.2.4 high-temporal resolution, one-

component velocity fields were acquired demonstrating the potential for spiral imaging to

characterise highly transient turbulent flow features. In Section 4.3 these measurements

were further accelerated by undersampling, with a compressed sensing reconstruction em-

ployed to remove under sampling artefacts, which permitted the measurement of three

component velocity vectors with no penalty to acquisition time. In the present chapter

these measurement techniques are applied to elucidate the complex wake behaviours ex-

hibited by rising single bubbles.

To permit the observation of bubble wakes over an extended period, it is desirable to de-

tain the bubbles in some manner. The literature is firstly reviewed for different approaches

to this problem, before applying the spiral velocity imaging technique, developed in Sec-

tion 4.2, to quantify the velocity fields in the wakes of both freely rising and static single

bubbles. The insights into bubble wake dynamics enabled by these new experimental

measurements are then discussed.

8.1 Static bubble apparatus

Bubbles which are allowed to rise freely have a residence time of less than 200 ms in the

imaging region of our MRI spectrometer, which is sufficient for the observation of only

a single full period of the bubble secondary motion. In order to observe bubble wake

behaviours for longer than this it is necessary to detain the bubble in some fashion. A

bubble can be held vertically stationary, or ‘levitating’, in several ways. Firstly, using the

technique of Bjerknes et al. [12], bubbles can be held static in a fluid subject to vibrations

at a certain resonant frequency, which generates a downward force on the bubble that can

be rendered equal to the buoyancy force [13]. Alternatively, it is possible to hold a bubble

stationary against a downward flow such that the buoyancy and drag forces acting on the

bubble are balanced. Brücker [2] achieved this by allowing bubbles to rise a short way

into a vessel before opening a valve controlling the downward flow. Alternatively, if the
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bubble rises through a contraction against a downward flow, the superficial liquid velocity

becomes a function of height in the column, and the bubble will be held static at some

constant position. In this chapter this latter device is used as it does not introduce an

invasive pressure field to the system, and it allows the bubble to be accurately positioned

in the MRI spectrometer. This technique has featured in several previous works (see,

for example, the work of Davidson and Kirk [14]), and was recently applied by Amar et

al. [15, 16], who held an oil droplet static and used MRI to obtain quantitative, though

time-averaged, velocity fields of the internal flow within the droplet.

The principle problem associated with holding a bubble static against a downward flow

is the influence of the velocity profile of the affronting fluid. Assuming laminar flow in

the contraction, the parabolic velocity profile will assert a lift force on the bubble which

will push it to the wall region of the tube, as shown in Figure 8.1 a). It is desirable to

impose a uniform flow profile (except at the walls were a no-slip boundary must exist),

such that the dynamics of the bubble are governed by its wake behaviours alone as shown

in Figure 8.1 b).

Fb

Fd

Fl

Fb

Fd

a) b)

Figure 8.1: Schematics of a) the interaction of a bubble held static in a contraction and
the parabolic velocity field of the downward flow and b) an ideal uniform flow profile in
which the bubble wake dynamics could be observed without influence from the affronting
velocity profile.

Davidson and Kirk [14] suggested an innovative device for the manipulation of the flow

profile. They inserted a tube bank upstream of a contraction, with the longest tubes

in the middle, and the shortest at the edge, as shown in Figure 8.2. The pressure drop

is therefore greatest through the central tubes, and the velocity profile exiting the tube

bank has a local minimum. Davidson and Kirk used their device to stabilise the nose of

a Taylor bubble, the internal circulations of which could then be studied in the absence

of shape oscillations. There will be some entry length associated with the manipulated

velocity profile as the natural parabolic flow profile begins to reassert itself. At some

intermediate position, therefore, the flow profile will go through a transitional state in

which it is approximately uniform. By suspending a bubble in this region, it is therefore
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possible to observe the bubble behaviours without the influence of the downward flow

profile.

a)

b)

c)

d)

e)

Figure 8.2: Schematic demonstrating the concept of manipulating a velocity profile using
a tube-bank. a) The velocity profile is initially assumed to be laminar. b) The fluid
enters a tube bank with the longest tube in the centre and shortest tubes at the wall.
c) the larger pressure drop along the longer tubes leads to a decreased velocity in the
centre of the column. d) As the fluid flows down the column the natural parabolic profile
begins to reassert itself (as shown in e), however at some transitionary region the fluid
demonstrates a radially uniform velocity profile.

8.2 Experimental

Using a magnetic susceptibility matched solution, vertical-plane velocity encoded spiral

images were acquired of single bubbles of spherically equivalent radius 1.4 mm rising in a

16 mm diameter pipe. Bubbles were generated by sparging air through a glass capillary of

radius 1 mm using a syringe pump (Harvard Apparatus 22). Bubbles of this size were also

investigated held static in a contraction against a downward flow. A schematic showing

the dimensions of the static bubble apparatus is given in Figure 8.3 a). The column

was constructed from a rotameter tube bonded to glass pipes with epoxy resin. The

flow profile manipulation device described in Section 8.1 was manufactured from a piece

of monolith reactor, as shown in Figure 8.3 b). This monolith contained 1 mm square

channels, and tapered in diameter from 20 mm to 4 mm over the course of 30 cm. The

liquid flow rate was gravity fed under a constant pressure head (which ensured smooth
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flow), and was controlled using a needle valve at the column outlet. Fluid was recycled

from a reservoir at the base of the column to one at its head using a Watson-Marlow 330s

peristaltic pump.

a) b)

20 mm

12 mm

18 mm

2
0
0

 m
m

Figure 8.3: a) schematic of static droplet apparatus with dimension. b) Photograph of
the flow profile manipulation device.

Prior to the examination of static bubbles, the single phase flow field through the con-

traction was quantified by taking velocity encoded spiral images at 2 cm increments in

height (by shifting the position of the column with respect to the magnet). Using these

measurements, the region in the column corresponding to a relatively uniform flow profile

was identified. A bubble of spherically equivalent radius 1.4 mm was then introduced to

the column, and the liquid flow rate was set to maintain the bubble at the desired posi-

tion. Highspeed photography footage was obtained of this static bubble using a Photron

Fastcam SA-1 model 120K-M2 high-speed imaging system operating an acquisition rate

of 500 fps. The column was then raised such that the bubble was in the imaging region

of the magnet and MRI data were acquired. Vertical plane velocity encoded images of

the static bubble and the bubble wake were acquired, as were horizontal plane images

immediately under the bubble. Images were also obtained of the bubble with increasing

liquid flow rate, as the drag force began to overcome buoyancy, and for falling bubbles,

which are dominated by drag. All images were sampled to a 64 pixel × 64 pixel raster,
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with fully sampled, single velocity-component images acquired at a rate of 83 fps, and

28.7% undersampled images acquired at a rate of 188 fps. Using the latter, 3-component

velocity images could be generated at a rate of 63 fps. The velocity encoding gradient

used in these experiments was of magnitude 29.2 G cm−1 in the vertical (z) direction,

and 73 G cm−1 for the transverse plane components (x and y). The flow contrast and ob-

servation times used were 368 µs and 388 µs, respectively. Horizontal plane images were

acquired at a field of view of 20 mm× 20 mm, for a spatial resolution of 313 µm × 313 µm,

while vertical plane images were acquired at a field of view of 20 mm × 30 mm, for a

spatial resolution of 313 µm × 469 µm. For all experiments phase reference images were

acquired of uniform, stationary liquid for the isolation of phase imparted during veloc-

ity encoding. Note that this procedure can only be applied to a magnetic susceptibility

matched two-phase system, as otherwise phase shifts due to B0 inhomogeneity will occur

at the phase interface.

All measurements were performed on a Bruker AV-400 spectrometer, operating at a 1H

resonance frequency of 400.25 MHz. A three-axis, shielded micro-imaging gradient system

with a maximum strength of 146 G cm−1 was used for zeroth and first gradient moment

encoding, and a 25 mm diameter birdcage r.f. coil was used for excitation and signal

reception. Unless stated above, all MRI parameters employed were identical to that used

for the quantification of velocity fields for turbulent flow, described in Section 4.2.

8.3 Results

8.3.1 Rising single bubbles

Velocity encoded spiral images were acquired of single bubbles rising through stagnant

solution in a 16 mm diameter pipe. Eight sequential frames acquired at a rate of 83 Hz

of a bubble of radius 1.4 mm rising through the imaging region are shown in Figure 8.4.

The approximate position and shape of the bubble (identified from the modulus images)

is represented by the filled ellipses. An air bubble of spherically equivalent diameter

1.4 mm can be expected to rise at a rate of approximately 20 cm s−1 in surfactant free

water (see Figure 6.1) and have velocities exceeding this in the bubble’s wake. From the

modulus images, the rise rate of the bubble was measured to be 18.3± 0.5 cm s−1, with

velocities in the range -29.2 cm s−1 to 29.2 cm s−1 in the bubble wake, which is consistent

with the theory [17].
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Figure 8.4: Vertical maps of the z-velocity for a single bubble freely rising through a
magnetic susceptibility matched dysprosium chloride solution. The approximate location
of the bubble is highlighted by the filled white ellipses. A vortex shedding event is
highlighted by the rounded white box. The acquisition rate of these data was 83 fps. The
times shown on the images refer to the start of the acquisition. The spatial resolution is
390 µm × 586 µm for field of view of 20 mm × 30 mm.

The structure of the wake is clear in these images, as is the liquid displaced downward

at the sides of the bubble (indicated by the negative velocities). Also visible are periodic

vortex shedding events, wherein the wake of the bubble detaches and a region of liquid

flows upward independently until its momentum has been dispersed throughout the fluid.

It is known that these wake shedding events occur at a frequency of 12 Hz independent

of bubble size [4]. Each bubble was present in the imaging region for 150 ms, which is

long enough for one complete cycle of wake shedding to occur. The frequency of wake

shedding was observed to be constant within the temporal resolution of the technique

(± 1.1 Hz) for ten consecutive bubbles, and occurs at a rate of 12.8 Hz, which is consis-

tent with the expected frequency.

Liquid is displaced upward at the nose of the bubble is evident in Figure 8.4, as is down-

flowing liquid recirculating at the slides of the bubble. This behaviour is as expected for

potential flow in a moving frame of reference [18]. Interestingly, however, it is clear that

as the bubble adopts an angle of attack as it rises, the velocity of the recirculating liquid
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is greater at the lower extremity of the bubble, with the fluid readily slipping across the

angled face of the bubble. This may give rise to an interesting fluid phenomenon, as

the faster moving fluid over one side of the bubble will exert a lift force not unlike that

experienced during flow over an aerofoil, which will pull the bubble in that direction.

Thus, it seems possible that potential flow over the nose of the bubble may be in part

responsible for the path deviations of rising bubbles.

Three component velocity images of a freely rising single bubble are shown in Figure 8.5.

The structure of the bubble wake is more clear in these images, as is the potential flow

condition about the bubble nose. The double threaded nature of the wake is evident, and

it can be seen that the entire wake undergoes a transverse plane rotation (seen here as

a steady rolling of the wake into and out-of the imaging plane). A wake shedding event

may be observed, and is accompanied by a ‘kink’ in the bubble wake which is apparent

in both the in-plane and through-plane velocity components. Here, as in Figure 8.4, the

recirculating vortex on the downward side of an angled bubble is seen to be faster flowing

than its counter-part.

8.3.2 Static bubbles

Prior to imaging the velocity field around a static bubble, it was necessary to determine

the position in the contraction which corresponds to a uniform velocity profile, as de-

scribed in Section 8.1. In doing this, the velocity field was quantified at all positions in

a contraction downstream of the flow profile manipulation device. These velocity images

have been appended to form a single image, which is shown in Figure 8.6. Also shown are

flow profiles extracted from this image at key points. It is clear that the velocity profile

entering the contraction approximated that expected, with a local minimum present at

the centre of the column. The flow profile is then seen to invert over a distance of 6 cm

before approaching fully developed laminar flow. The desirable flow condition occurs

between approximately 1.5 cm and 3.5 cm from the inlet of the contraction.

Single bubbles were then introduced to the system and suspended in the uniform flow

region. Bubbles of radius 1.4 mm were examined. These bubbles were undergoing shape

oscillations and path deviations, as demonstrated by highspeed photography shown in

Figure 8.7. The bubbles were noted to oscillate slightly off-centre, and are perhaps still

somewhat affected by the velocity profile of the down-flowing liquid. While the path

deviation of these bubbles is clearly inhibited by the walls of the column, the manner in

which the bubbles orientate themselves with the direction of their motion is reminiscent
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Figure 8.5: Three component velocity map for a single bubble freely rising through
a magnetic susceptibility matched solution of dysprosium chloride. The approximate
location of the bubble is highlighted by the filled white ellipses. The acquisition rate of
these data was 63 fps. The times shown on the images refer to the start of the acquisition.
The spatial resolution is 390 µm × 586 µm for field of view of 20 mm × 30 mm.
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of the unrestricted secondary motion of a rising bubble, as seen in Section 8.3.1, which

suggests that the underlying fluid phenomena driving this instability is still present.

The column was then raised such that the suspended bubble was positioned in the imag-

ing region of the magnet, and velocity images were obtained of the flow field around the

bubble using spiral imaging. Three-component velocity images showing the dynamics of

the bubble wake over a 143 ms period are shown in Figure 8.8. Note that the mean z-

velocity has been subtracted from this flow field, and the magnitude of the z-component

of the velocity vectors has been scaled back to 5% of its original value in these images

to render the in-plane rotations of the wake visible. The potential flow condition (for a

stationary frame of reference) is clear about the bubble nose, and two counter-rotating

vortices are apparent in the bubble wake. Vortex shedding events are evident at a fre-

quency of 12.6 Hz ± 1.1 Hz, which is in agreement with that observed for freely rising

bubbles, and the expected frequency of vortex shedding. The shed wake is observed to

continue rotating as it is washed away down the column.

Interestingly, in some images in Figure 8.8 there exists the suggestion of two counter

rotating vortices in the transverse plane (particularly in the data acquired between times

79.5 ms and 95.0 ms), in addition to those evident in the longitudinal plane. These

secondary rotations of the bubble wake have been previously observed by Brücker [2], who

suggested that they might be linked to the zig-zag motion exhibited by bubbles as they

rise. The horizontal plane vortices, apparent in the through-plane velocity component,

are seen to reverse direction following the observed wake shedding event, in a manner

reminiscent of a von Kármán street. To explore this phenomenon, velocity maps were

acquired of the horizontal plane immediately under the static bubble, at the position

shown by the dotted grey box in Figure 8.8. Three-component velocity maps are shown

in Figure 8.9 a), while the x-velocity component (extracted from the same data) is shown

in b). Note that the x-velocity maps correspond to the through-plane velocity shown in

Figure 8.8.

The formation of two counter rotating vortices is apparent between 0 ms and 47.7 ms in

Figure 8.9 a), which clearly circle about local minima in the z-velocity. This suggests an

intimate coupling between the transverse plane vortices, and the longitudinal rotations

of the bubble wake. The instability of the transverse plane rotations is evident between

63.6 ms and 110.9 ms, where the vortices seem to merge before two fresh vortices form,

this time rotating in the opposite direction. Between 126.8 ms and 174.5 ms the vortices
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Figure 8.6: a) z-encoded velocity image of central slice in a contraction following the
outlet of the flow profile manipulation device. Flow profiles are shown extracted at
positions b) 3 mm c) 2.2 mm and d) 9.2 mm from entry to contraction.
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Figure 8.7: Highspeed photography footage of a bubble suspended in a contraction against
a downflowing liquid.
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Figure 8.8: Vertical maps of the z-velocity for static bubbles of spherically equivalent
radius 1.4 mm. The location of the bubble is highlighted by the filled white ellipses.
A vortex shedding event is highlighted by the rounded white box. The location of the
horizontal plane imaged is shown with respect to the bubble by the dotted grey box. The
acquisition rate of these data is 63 fps. Note that the z component of the velocity vectors
has been scaled back to 5% of its original value in order to render the in-plane rotations of
the wake more visible. The times shown on the images refer to the start of the acquisition.
The spatial resolution is 313 µm × 469 µm for field of view of 20 mm × 30 mm.

are seen to merge and reverse again, returning to their original direction. The period

of stability for the two vortices is 79.5 ms ± 15.9 ms, which corresponds to a frequency

of 12.6 Hz ± 1.1 Hz: the frequency observed for vortex shedding in the present system.

The coupling of the reversal of the transverse plane vortices with wake shedding can be

observed directly in the vertical plane data given in Figure 8.8, where the newly formed

wake at 15.9 ms is seen to be of opposite direction to that just shed. The bubble also is

seen to shift during the formation of the transverse plane vortices, which suggests that

this rotation either influences or is influenced by the path deviations, concurrent with

the observations of Brücker [2]. While it is clear that the transverse plane rotations of

the bubble wake are closely related to both vortex shedding and the bubble secondary

motions, the causal relationship between these phenomena remains uncertain.

225



x

y

z

x

y

z

26.9

-8.9

z-velocity (cm
 s

-1)

in-plane velocity: 14.4 cm s-1

14.4

-14.4

x-velocity (cm
 s

-1)
0 ms 15.9 ms 31.8 ms 47.7 ms

63.6 ms 79.5 ms 95.0 ms 110.9 ms

126.8 ms 142.7 ms 158.6 ms 174.5 ms

0 ms 15.9 ms 31.8 ms 47.7 ms

63.6 ms 79.5 ms 95.0 ms 110.9 ms

126.8 ms 142.7 ms 158.6 ms 174.5 ms

a)

b)

Figure 8.9: a) Horizontal plane, three-component velocity maps acquired immediately
under a static bubble, at the position shown by the dotted grey box in Figure 8.8. The
formation and periodic reversal of two counter-rotating transverse plane vortices is evi-
dent. b) x-component velocity maps extracted from the data which more clearly demon-
strate the periodic nature of the inversion of the two vortices. The spatial resolution is
313 µm × 313 µm for field of view of 20 mm × 20 mm.
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Note that the wake exhibited by the freely rising bubble shown in Figure 8.5 differs

somewhat to that of the static bubble examined above, with an overall rolling motion

being apparent rather than two counter rotating vortices. It is possible that the static

bubble, which can only be viewed in a constrained geometry is not able to display the

full range of wake behaviours seen by an unhindered bubble. The rolling motion of the

freely rising bubble wake does suggest some rotational transverse plane behaviour; it

is possible that the two counter-rotating transverse-plane vortices do exist behind this

bubble, however are rendered heavily asymmetrical by the large angle of attack adopted

by the freely rising bubble; similar to the asymmetry demonstrated by the potential flow

about the bubble nose. Two such asymmetrical vortices would experience a significant

lift force between them, which would drive an over-all rotation of the wake as observed.

Further experimentation of both freely rising and static single bubbles is required for

validation of this hypothesis.

8.3.3 Falling bubbles

An interesting phenomenon was observed while performing the static bubble experiments.

When the downward flow around a static bubble was increased to the point that drag

just began to overcome buoyancy, the bubble drifted downward while still undergoing

shape oscillations and path deviations. When the downward flow was further increased,

however, both forms of bubble secondary motion were seen to cease entirely, and the bub-

ble fell along a straight line without shape oscillations. Velocity maps for both cases are

shown in Figure 8.10 a) and b), respectively. Note that single component z-velocity maps

are shown to highlight the difference in the wakes of the two bubbles. It is clear that the

recirculating wake evident by the upward flowing fluid in Figure 8.10 a) (represented by

the yellow pixels) is not present in Figure 8.10 b), where it is apparently ‘washed-away’

from the underside of the bubble by the increased flow rate. This concisely demonstrates

that it is the recirculating wake that is responsible for bubble secondary motions, as op-

posed to potential flow about the nose of the bubble. Bubble secondary oscillations have

long been attributed to the asymmetry of the bubble wake and vortex shedding [1, 6], and

the present observation supports that conclusion. As noted in Section 8.3.2, while the

causality between the transverse plane rotations of a bubble wake and bubble secondary

motions is not certain, given that the falling bubbles clearly indicate that no secondary

motion occurs without the presence of the wake, it may thus be hypothesised that it is

the horizontal plane rotations of the bubble wake which instigates the path deviations

exhibited by rising single bubbles.
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Figure 8.10: Vertical maps of the z-velocity for falling bubbles. a) Downward flow rate
just sufficient to shift bubble downwards: bubble wake still apparent as are bubble shape
oscillations and path deviations. b) Downward flow rate sufficient to wash bubble wake
away. Note that both forms of bubble secondary motion have ceased. The spatial reso-
lution is 313 µm × 469 µm for field of view of 20 mm × 30 mm.
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Velocity encoded spiral imaging has proved to be a potent tool for experimentally quanti-

fying bubble wake behaviours. The true nature of bubble wakes remains elusive, however,

and further experimentation and analysis of numerical results is required to conclusively

characterise the full range fluid phenomena influencing the system. By applying the de-

veloped methodology to a range of bubble sizes and under different flow conditions, it

may be possible to construct a clearer picture of this most complex system. Spiral imag-

ing may also prove useful in application to systems beyond the investigation of bubble

wake dynamics. In particular, the behaviour of single oil droplets is of interest, and while

these have been studied using MRI before [15, 16], time resolved measurements such as

those enabled by the present technique have not yet been produced. Further points of

interest may be to modify spiral imaging to exploit the chemically selective nature of

MRI, and examine mass-transfer within a two-phase system, or surfactant spread across

a droplet interface.

8.4 Conclusions

Spiral imaging has been applied to quantify the dynamics of single bubble wakes. Tem-

porally resolved, three-component velocity maps were acquired of freely rising single

bubbles, bubbles held static and falling bubbles. For the freely rising bubbles, vortex

shedding events were evident, and were noted to coincide with changes in the bubble

orientation. The bubble wake was seen to undergo a continuous rolling motion as the

bubble rose. To enable the extended observation of bubble wakes, bubbles were held

static in a contraction against a downward flow, such that the buoyancy and drag forces

experienced by the bubble were equivalent. To minimise the influence of the flow profile

of the counter-current flow, a bank of channels of radially decreasing length was inserted

upstream of the contraction, which had the effect of flattening the parabolic flow profile.

In studying the static bubble, images of both the vertical plane and the horizontal plane

immediately behind the bubble were used. In these data, two counter rotating transverse

plane vortices were visible, which appear linked with the two well-known longitudinal

vortices. These horizontal vortices were seen to form and become unstable in sync with

wake shedding in the system, and inverted their direction of rotation following each shed-

ding event. In this way, the change in transverse plane velocity components appeared

reminiscent of a von Kármán street. The transverse plane rotations also showed evidence

of being related to the direction of path deviations of the bubble. In performing these

experiments it was noted that both bubble shape oscillations and path deviations cease
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when the downward liquid flow rate is sufficiently increased to convey the bubble down

the column. MRI velocimetry measurements on such a ‘smooth falling’ bubble revealed

that the wake for these bubbles is entirely washed away, which, indicates that the bubble

secondary motions are entirely instigated by flow in the recirculating wake. Thus while

the exact causal relationship between the transverse plane vortices and bubble secondary

motions remains unclear, it is hypothesised that the rotations of a bubble wake in the

horizontal plane govern the sinuous path exhibited by bubbles as they rise.
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Chapter 9

Conclusions

This thesis describes the first applications of ultra-fast magnetic resonance imaging (MRI)

towards the characterisation of bubbly flow systems. The primary goal of this study was

to provide a hydrodynamic characterisation of a model bubble column using drift-flux

analysis [1, 2] by closing the model using experimental data obtained using MRI. To

achieve this, it was sought to: measure bubble size distributions, interfacial area and

liquid phase hydrodynamics; validate a model for single bubble terminal rise; and apply

the developed techniques towards the study of single bubble dynamics.

The first challenge in applying MRI to bubbly flow lay in determining a workable balance

between the highly transient nature of the system and the relatively slow data acquisi-

tion associated with MRI. To enable the fastest acquisition techniques it was necessary

to render the magnetic susceptibility of the dispersed and continuous phases equivalent

by doping the liquid with a paramagnetic salt. Using the technique of Sains et al. [3],

it was determined that a 16.86 mM dysprosium chloride solution was required for this

purpose. In addition to altering the magnetic response of the fluid, this salt was found to

have a strong stabilising influence on the structure of bubbly flow, which was desirable

in order to enable the present measurements across as wide range of conditions, and all

further measurements were performed on a magnetic susceptibility matched solution.

In the first instance, the MRI protocols FLASH, RARE and EPI were applied to low
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voidage bubbly flow. It was found that FLASH and RARE acquisitions were simply too

slow to capture the highly transient structure of bubbly flow, with the slice of excited

fluid changing greatly over the course of the acquisition period. Conversely, EPI, the

fastest conventional imaging technique, proved capable of producing non-temporally av-

eraged images. EPI, however was found to suffer from heavy signal attenuation for all

voidages greater than 3.5%. The cause of this was identified as the accrual of a velocity

proportionate (‘first moment’) phase shift generated by the imaging gradients used in

EPI. The combination of a heavily mixed, high-shear system and velocity proportionate

phase accrual leads to strongly dissimilar phase shifts being generated in close spatial

proximity, which when then dispersed, leads to net signal attenuation in the high-shear

region. The accrual of first moment phase also undermines quantitative nature of phase

contrast MRI velocimetry; preventing accurate velocity information from being obtained.

An EPI based velocity imaging technique which overcame the problems associated with

the accrual of first moment phase during imaging was proposed. This technique acquires

both reference and velocity encoded phase maps following a single excitation, which are

therefore exposed to similar velocity fields, allowing first moment imaging phase to be

removed. While the technique cannot be applied to bubbly flow due to the shear atten-

uation artefact, it may still be applied to less heavily mixed, unsteady flow systems. In

particular, the technique was demonstrated on the flow around an impeller, and on rising

droplets of oil.

For measurements on high voidage bubbly flow systems it was necessary to consider al-

ternate EPI-style acqusitions that minimise the accrual of first moment phase during

imaging. A technique known as spiral imaging was selected on this basis, as it samples

the high-power centre of reciprocal space at the start of the sequence, before spurious

phase shifts have the chance to accrue, and as it uses oscillatory read gradients in both

directions, which equips spiral imaging with a significant amount of first moment refo-

cusing. Accurate knowledge of the sampled k-space points is a necessity for the success

of spiral imaging, and two techniques for the measurement of gradient waveforms were

examined. The first, based on the use of a specialised magnetic field monitor [4], was

found to be inappropriate for use with imaging hardware. The second, an imaging based

approach [5], produced good results, and was adopted for all further applications of spiral

imaging in the study. Velocity measurements on unsteady systems using spiral imaging

were examined in detail. Using simulated acquisitions, it was shown that the accrual

of first moment phase shifts during imaging are minimal for spiral imaging. While it

is well acknowledged in the literature that in-plane flow has an adverse effect upon the
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point-spread function for images obtained using spiral imaging [6, 7], it was found that in

application to physical systems these artefacts are minimised by the presence of bound-

ary affected flows. Single-velocity component spiral images were then obtained of single

phase unsteady flow in a pipe (Re = 4,500), with 32 pixel × 32 pixel images acquired

at a rate of 91 frames per second (fps). The high temporal resolution of these measure-

ments allowed highly transient wall instabilities to be captured. By under-sampling and

employing a compressed sensing reconstruction the technique was accelerated to permit

the acquisition of 64 pixel × 64 pixel images at a rate of 188 fps, which allowed the

production of three-component velocity vector maps at a rate of 63 fps.

Using spiral imaging, images of bubbly flow in a vertical pipe of diameter 31 mm were

successfully produced up to a voidage of 40.8%, which corresponds to the whole range for

which dispersed bubbly flow was possible. Spiral imaging proved to be so robust to fluid

shear (error in signal intensity less than 3.5% for Reynolds numbers of upto 12,000) that

bubbles could be volumetrically sized using signal intensity, in addition to the projected

measurement of bubble size obtained directly from the images. These two measurements

of bubble size were combined to yield a measurement of bubble shape, which in turn

permitted the quantification of interfacial area. Thus, both the evolution of the bubble

size distribution and interfacial area were quantified as a function of position in the col-

umn. A set of experimental closures for bubble size as a function of voidage and position

in the column were produced for use with drift-flux analysis. The spiral imaging veloc-

ity measurement technique was applied to bubbly flow across the full range of voidages,

with one-component velocity fields successfully produced. Unfortunately 3-component

velocity maps could not be produced of this system due to hardware limitations. The

produced velocity maps compared well with propagators also measured for the system.

Measurements such as these should prove useful for validation of increasingly prevalent

gas-liquid computational fluid dynamics codes.

For the hydrodynamic characterisation of bubbly flow using drift-flux analysis it is of crit-

ical importance that the single bubble rise velocity be accurately calculated. A number of

models for bubble terminal velocity from the literature were compared with experimental

rise velocities measured for the present system using highspeed photography. Adequate

agreement was reached for the model of Abou-el-hassan [8], however it was hypothesised

that more accurate predictions could be made using the model of Tomiyama et al. [9],

which must be closed using information about bubble aspect ratio. Obtaining an accu-

rate description of bubble shape is a standing problem in the literature [10, 11, 9], as 2D
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projections (i.e. photographs) of a 3D bubble are not representative of the true bubble

shape or orientation. To overcome this problem, the relationship was derived between

an ellipsoid and the ellipses obtained by projecting this shape onto a given plane. Using

this model, an experimental methodology for measuring bubble projections, and fitting

the 3D shape equation to these contours was proposed. In this way, the first true 3D

description of bubble shape was produced. Bubble shapes were reconstructed for bubbles

in the size range 0.5 mm < re < 2.3 mm. Using these measurements, an empirical closure

for bubble aspect ratio as a function of bubble size was proposed for the present system.

When closed using the developed correlation, the model of Tomiyama et al. produced

predictions within 9% of those measured experimentally. The reconstructed 3D bubbles

also permitted different modes of shape oscillation to be viewed in isolation of each other.

While the well known prolate-oblate (‘mode 2’) oscillations were evident (although at a

frequency less than that predicted by literature models [12], which was likely the influence

of the paramagnetic dopant in the system), other modes of shape oscillation commonly

observed in the literature (such as capillary waves travelling over the bubble [10]) were

not present. The bubble shape reconstruction should provide a useful tool for the future

study of single bubble dynamics.

Using the measurements of bubble size, the proposed aspect ratio closure correlation, and

the validated bubble rise model of Tomiyama et al. [9], a hydrodynamical model of the

system was proposed using drift-flux analysis. In doing this it was necessary to determine

the Richardson-Zaki index for the system, which is a parameter that relates the single

bubble rise velocity to the hindered bubble rise velocity in high voidage systems [13]. For

a semi-batch system, this parameter can be calculated from the superficial velocity of

the gas, and a measurement of the voidage. This calculation, however, assumes that the

bubble slip velocity can be represented by a single mean. In verifying this assumption,

propagators were obtained of bubbles of sulfphur hexafluoride rising through magnetic

susceptibility matched solution. The mean of these velocity distributions was found in ac-

ceptable agreement with the slip velocity calculated from the superficial gas velocity and

voidage, which indicates that for the present system the slip velocity can be determined

for a given set of operating conditions directly from a measurement of the gas-fraction.

On the basis of the calculation, it was determined that the Richardson-Zaki index of the

present system was 1.3 for all bubbles examined in the present study. A drift-flux model

of the system was then proposed. This model was found to accurately predict liquid

hold-up as a function of gas superficial velocity (within 5% error for all measurements),

however failed to predict the transition from bubbly flow to slug flow. This was attributed
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to the inability of the drift-flux model to account for the more complex behaviour of the

present electrolyte stabilised system, in which the voidage increased monotonically with

superficial velocity until unpredictably making the transition to slug flow at a voidage of

41%.

Finally, the effect of bubble wake behaviours upon single bubble dynamics was investi-

gated using the newly developed spiral imaging velocimetry technique. Three-component

velocity vector fields around single rising bubbles were measured, with all expected wake

behaviours (i.e. vortex shedding) evident. The bubble wake dynamics were investigated

in more detail by obtaining velocity measurements around a bubble held static in a con-

traction (such that the buoyancy and drag forces on the bubble were balanced), with the

velocity profile of the counter-current flow rendered uniform by means of a tube bank

of varying radial length upstream of the contraction. Both vertical and horizontal plane

velocity images were acquired of the wakes of static bubbles, where it was noticed that pe-

riodic and unstable, counter-rotating vortices exist in the transverse plane. The vortices

were noted to be coupled with the well-known longitudinal plane vortices, which were

also apparent. The transverse plane vortices became unstable and were lost during each

vortex shedding event, only to subsequently reform rotating in the opposite direction.

These changes in the direction of rotation of the were noted accompany the changing di-

rection of the bubble’s motion. The transverse plane vortices were thus seen to be coupled

with both vortex shedding, and the secondary motions of the bubble, though it remains

unclear which phenomena instigates which. It was noted that when the downward flow

around the bubble was sufficiently increased to ‘wash’ the wake away from the underside

of the bubble, all secondary motions of the bubble rapidly ceased. This concisely demon-

strates that the bubble wake dynamics are responsible for the shape oscillations and path

deviations exhibited by bubbles as they rise (as opposed to potential flow about the nose

of the bubble). These observations provide a new avenue by which the mechanisms of

vortex shedding may be modelled, and demonstrate the great potential of spiral imaging

for the phenomenological characterisation of single bubble dynamics.

9.1 Future work

Over the course of these experiments many interesting avenues for future research have

emerged. Clearly, the principle objective of the present measurements is to provide a

basis for which multiphase computational fluid dynamics (CFD) codes can be validated.

A comparison of the measurements presented in this thesis, and the results of CFD sim-
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ulations is therefore a clear direction for future research. In particular, the nature of

multiphase induced turbulence remains poorly understood, as is the coupling of momen-

tum between gas and liquid phases. By performing simulations using common closures

for these terms, and comparing the results to the present measurements, some insight

may be gained to the accuracy of each approach.

Further, the present measurements provide a firm basis for the testing of individual

closure models. In particular, as noted in Section 5.3.5, periodic bubble breakup and

coalescence events are visible in the high temporal, vertical plane images of bubbly flow.

To be able to quantify rates of bubble break-up and coalescence in high gas-fraction sys-

tems is valuable, as a common approach to the numerical modelling of multiphase flows

involves coupling a population balance equation with CFD [14]. This approach needs to

be closed using models for break-up and coalescence rates (as reviewed by Hibiki and

Ishii [15]); the veracity of which has proven difficult to test due to a lack of experimental

information. Validating these models in the past has been limited to either low voidage

systems (where the amounts of break-up and coalescence are likely very different to high

gas-fraction systems) or using invasive local-phase probes [16]. The invasive effect of the

probe aside, local phase probes cannot isolate rates of bubble break-up and coalescence

from each other. This makes the individual validation of the closure models difficult,

unlike in the MRI data, where-in either event can be visually identified. As the ex-

perimental procedures are already in place, the challenge here lies in developing image

processing procedures which can accurately identify bubble break-up and coalescence in

data of the form shown in Figure 5.15. This would require some form of bubble tracking

procedure that can account for the bubbles entering and leaving the slice of excited fluid.

A good approach to developing this technique would be to acquire both optical and MRI

data of a low voidage, high Reynolds number system (i.e. with a high superficial liquid

velocity), and demonstrate that in this case the image processing procedure produces

break-up rates in agreement with the optical data. It is also interesting to note that

the same break-up/coalescence closures are applied to both gas-liquid and liquid-liquid

systems [17]. By applying the developed methodology to both oil-water and gas-liquid

systems, it may be possible to suggest alterations to the closure models that account for

the differences between the two.

Much opportunity also exists to study single bubble dynamics. The bubble shape re-

construction procedure should be very useful for studying bubble shape oscillations in a

wider range of conditions that those examined in the present thesis. In particular, char-
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acterising the shape oscillations of both low and high initial deformity bubbles in both

pure and surfactant contaminated fluids would be of interest. Additionally, the study

of shape oscillations of bubbles exposed to an external pressure field may be beneficial.

Much potential also exists for the study of single bubbles using the developed MRI tech-

niques. This was demonstrated in Chapter 8, where new insights about the behaviour of

bubble wakes were are enabled using spiral imaging. More experimentation is required

to apply the developed techniques to a wider range of bubble sizes and flow conditions

before the full range of fluid phenomena occurring in bubble wakes can be characterised.

Further, it would be interesting to compare the present measurements with simulations

of the same systems obtained using a volume-of-fluid CFD [18].

The presence of the electrolytic dopants used in the present study for magnetic sus-

ceptibility matching had a strong influence on every area of the system; from stabilising

bubbly flow to permit higher voidages to be reached, to slowing bubble rise velocities and

dampening shape oscillations. It is well known in the literature that electrolytes have

a strong influence on gas-liquid flows [19, 20], however the underlying physical mecha-

nisms for many of these effects remain poorly understood. While it is generally agreed

that the effects are ion specific [21] and that electrolytes inhibit bubble coalescence by

slowing the drainage of gas-liquid films, there are conflicting results regarding the impact

of salts on bubble terminal velocity [22, 23], and little work exists on the effect had on

bubble shape. Thus to build up a large enough dataset for a clear picture to emerge,

more experimental work is needed to quantify the effect of different ions on the gas-liquid

interface. Further, the proposed hypotheses for the origin of these effects range from

the formation of ionic bonds between salt ions and water molecules [24], to some form

of hydrophobic attraction [25]. These hypotheses require testing and validation, which

may involve such experiments as the quantification of local ionic concentrations, or the

modelling of molecular dynamics.

In an interesting recent study, workers in Aachen [26] presented MRI measurements of

the time-averaged flow-field within a droplet of oil, which was held steady in a contraction

as described in Section 8.1. These measurements could be advanced by using an MRI

technique capable of producing temporally resolved information. While spiral imaging

may not be appropriate for this task due to its poor response to off-resonance effects,

radial EPI [27] is noted to be strongly robust in this regard, and may be an appropriate

basis for these measurements. The examination of static droplets of oil using ultrafast

MRI would allow the dynamics of the drop-side flow field to be quantitatively captured
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for the first time. Further, other transient transport phenomena in the system may be

studied using the proposed technique. In particular, it may be possible to image droplet

side mass transfer by introducing an oil-water soluble compound to the system. The

chosen species would need to have some form of chemical resolution associated with it,

and would probably need to be fluorinated. These measurements would be of great value

for the validation of mass transfer models, as it is known that the droplet-side mass

transport can have a great influence on the overall rate of mass transfer [28].

Another transient phenomena which may now be studied for the first time is the ad-

sorption and spread of surfactant over a fluid interface. Due to the very small localised

concentrations of surfactant associated with this process, it would be necessary to in-

troduced some strong MRI contrast mechanism to the system. In particular, it may be

possible to use a surfactant molecule chelated with a paramagnetic nuclei, which would

affect the relaxation rates of nearby water molecules aswell as the surfactant itself. The

distribution of surfactant over a drop is phenomenologically interesting, as it is generally

hypothesised that the surfactant is swept to be rear of the drop, forming a ‘rigid cap’,

which imparts a positional dependence to the interfacial shear state [29]. Alternatively,

if high-enough spatial resolution velocity fields could be measured it may be possible to

extract shear rates, which would directly reveal the surface shear condition. The amount

of surface shear is one of the great unknowns in the modelling of multiphase systems,

and the proposed measurements could be used suggest realistic boundary conditions.
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