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The drive to reduce carbon dioxide emissions has led many countries to invest
heavily in wind turbines. At the currently low level of penetration, fluctuations in wind
power output that result from changing weather conditions can easily be managed
using existing arrangements. However, as the share of wind power in the overall
generation mix increases, variations in output of wind turbine generators are likely to
cause large fluctuations in electricity prices and may compromise system stability.

One commonly suggested solution is to strengthen electrical connections between
neighbouring regions, so that uncorrelated shocks in those regions can at least
partly offset one another. The recently completed 700MW merchant interconnector
between South Norway and the Netherlands, known as NorNed, is a particularly
interesting case study in this regard. It connects a market characterised by price
shocks due to changing demand and fuel prices to one which is dominated by
reservoir generation, where generators arbitrage away significant price fluctuations.
In theory, a reservoir system can act as a battery when connected to a system with a
fluctuating electricity price, importing and storing electricity when the electricity price
in the neighbouring system is low and running down its stocks when the price in the
neighbouring system is high.

Much of the existing work on this topic seems to suggest that private investment in
interconnector capacity is likely to be below the socially optimal level because of
economies of scale in building transmission cables. It is claimed that the marginal
investment decision is distorted by the effect of additional investment on profits from
existing transmission capacity. The argument is equivalent to the
explanation of why monopoly output is below the competitive level. PSS REE
Increasing transmission capacity reduces price differences between EC 0""“{"{1
markets, driving down the profits of existing transmission capacity. {3 E
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Since economies of scale in transmission investment mean that it cannot be
provided competitively, i.e. in small increments by different parties, the actual
capacity built is likely to be below the socially optimum level.

This paper takes an empirical approach to examining the economic effects of
NorNed. It concludes that arbitrage over the interconnector has had a low effect on
prices in the Netherlands and South Norway. This implies that the majority of welfare
gains resulting from trade across the interconnector are likely to be accrued to its
owners, undermining the practical validity of the theoretical argument that
economies of scale in transmission investment lead to a divergence between social
and private benefits of transmission investment. On the scale of NorNed, there is
little evidence to suggest that transmission capacity between different markets
cannot be provided competitively.

The paper also estimates the effect of arbitrage over NorNed on price volatility in the
Dutch day-ahead electricity market. It finds little support for the proposition that
merchant interconnectors with capacity similar to that of NorNed can achieve a
substantial reduction of price volatility in the connected markets. Given that NorNed
connects the Dutch market to a reservoir system characterised by stable prices,
NorNed represents an upper bound on such capability for interconnectors of its size.
This suggests that the effectiveness of interconnectors in reducing price fluctuations
caused by changing wind power output in a system otherwise dominated by thermal
power generators may have been overstated and capacity considerably greater than
that of NorNed may be required to achieve the desired effect.
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Abstract
This paper estimates the effect of the merchant interconnector between

Norway and the Netherlands on the level and residual volatility of hourly
day-ahead electricity prices in the two connected markets. The price
effects are estimated using single equation ARMA models and the
volatility effects are estimated using EGARCH models with multiplicative
heteroskdasticity. Both the level and volatility effects on prices are found
to be modest. This result implies that the majority of welfare gains
resulting from trade across the interconnector are likely to be accrued to
its owners, undermining the practical validity of the theoretical argument
that lumpiness in transmission investment leads to a divergence
between social and private benefits of transmission investment. This
paper finds that, on the scale of NorNed, there is little evidence to
suggest that transmission capacity between different markets cannot be
provided competitively.
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Can Merchant Interconnectors Deliver Lower and
More Stable Prices? The Case of NorNed

Vladimir Parail*

October 21, 2009

1 Introduction

The drive to reduce carbon dioxide emissions has led many countries to invest heavily in wind
turbines. Whilst the share of wind power in total world generation is only around 1.5% as of
2008, this share had doubled between 2005 and 2008!. At the currently low level of penetration,
fluctuations in wind power output that result from changing weather conditions can easily be
managed using existing arrangements. However, as the share of wind power in the overall gen-
eration mix increases, variations in output of wind turbine generators are likely to cause large
fluctuations in electricity prices and may compromise system stability.

One commonly suggested solution is to strengthen electrical connections between neighbour-
ing regions, so that uncorrelated shocks in those regions can at least partly offset one another.
The recently completed 700MW merchant? interconnector between South Norway and the Nether-
lands, known as NorNed, is a particularly interesting case study in this regard. It connects a mar-
ket characterised by price shocks due to changing demand and fuel prices to one which is dom-
inated by reservoir generation, where generators arbitrage away significant price fluctuations.

*Twould first of all like to thank my supervisor, David Newbery, for providing the inspiration for this paper and for
reading and discussing the numerous drafts that landed on his desk. I would also like to thank Arina Nikandrova
for helping me to get to grips with some of the econometric models used in the paper and for coming up with
suggestions that made the progress of my work so much smoother. Finally, I would like to thank Nicholas Vasilakos,
Michael Pollitt, Steve Satchell and the anonymous referee for commenting on and helping to improve this paper at
the various stages of its development.

I"iworld Wind Energy Report 2008," World Wind Energy Association (Feb. 2009)

2The capacity to transmit power over NorNed is auctioned in the day-ahead market



In theory, a reservoir system can act as a battery when connected to a system with a fluctuating
electricity price, importing and storing electricity when the electricity price in the neighbouring
system is low and running down its stocks when the price in the neighbouring system is high.

The resulting gains from trade would likely be even greater when a power system with a signif-
icant proportion of wind generation is connected to a reservoir system. Because output from
wind turbines is highly variable, the benefits from storing surplus wind energy when it is abun-
dant and drawing on reserves when it is scarce are likely to be very high. Whilst a similar effect
can be achieved by relying on reserves of thermal generation capacity in periods when wind en-
ergy is scarce, this may be a lot more expensive than building additional transmission capacity.

Generally, economic gains from connections between neighbouring electricity markets can come
from two sources. Firstly, there could be a consistent difference between prices in the two con-
nected markets. Secondly, since electricity prices in day ahead markets are generally volatile,
economic gains can be realised without a consistent difference in prices. If price shocks in
the two connected markets are not perfectly correlated, an interconnector can be a substitute
for peaking generation capacity in both markets. Since interconnector capacity can be used
to arbitrage price differences between connected markets, private investors should be able to
recoup their investment through price arbitrage. However, much of the existing work on this
topic seems to suggest that private investment in interconnector capacity is likely to be below
the socially optimal level because of economies of scale in building transmission cables. This is
discussed in more detail below.

The most often cited papers that deal with the economic effects of connecting different elec-
tricity markets via high capacity cables have been theoretical rather than empirical. They tend
to treat the formation of prices as a deterministic process and derive static oligopoly equilib-
rium outcomes in the presence on an interconnector. This applies to Joskow and Tirole (2000),
who show that allowing generators to hold physical rights to transmission capacity may give
them the incentive to create network congestion. It is also true of Borenstein et al. (2000), who
model the effects of connecting two identical monopolistic electricity markets with determin-
istic demand and constant marginal cost on the behaviour of incumbent monopolists. Their
model predicts that when the capacity of the transmission line is above a certain threshold, the
two firms act as a duopoly and prices in both markets are lower than the monopoly price. This
happens without any power flowing through the interconnector, which is a direct consequence
of perfect symmetry between the two markets. From this result, the authors conclude that the
social value of transmission capacity may not be closely related to the actual flows of electricity
across the interconnector.

One theoretical paper that is closer in spirit to this one is Joskow and Tirole (2005). It studies
interconnectors in a dynamic setting by examining the decision to invest in transmission capac-
ity. The authors argue that private investment in transmission capacity is likely to be below the
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socially optimal level due to lumpiness in transmission investment. The marginal investment
decision is distorted by the effect of additional investment on profits from existing transmission
capacity. The argument is equivalent to the explanation of why monopoly output is below the
competitive level. Increasing transmission capacity reduces price differences between markets,
driving down the profits of existing transmission capacity. Since lumpiness in transmission in-
vestment means that it cannot be provided competitively, i.e. in small increments by different
parties, the actual capacity built is likely to be below the socially optimum level.

The same argument is also employed in papers that straddle the line between theoretical and
empirical work on the economics of interconnectors. De Jong and Hakvoort (2006) use a sim-
ple calibrated supply and demand model to predict that socially optimal transmission capac-
ity is likely to be double the capacity that would maximise profits for a merchant transmission
investor. Brunekreeft (2003) also makes the argument that, because of economies of scale in
transmission investment, private provision of transmission capacity would be below first-best.
However, quoting statistics on the relationship between total transmission capacity and average
cost, Brunekreeft notes that, for interconnectors with capacity upwards of 750MW, economies
of scale are likely to be minor. Finally, Newbery (2006) deals directly with the issue of the impact
of interconnectors on price levels and volatility with respect to the 1,000MW interconnector be-
tween the UK and the Netherlands, which is under construction at the time of writing. There,
the estimated profits from the proposed interconnector are halved after accounting for its effect
on price levels and volatility in the connected markets.

This paper takes an empirical approach to examining the economic effects of NorNed. By esti-
mating its effect on the level of day-ahead electricity prices in the Netherlands and South Nor-
way, it helps to characterise the economic gains attributable to the interconnector. It concludes
that arbitrage has had a low effect on prices in the Netherlands and a slightly greater effect on
prices in South Norway. This result is surprising in two respects. Firstly, NorNed could be ex-
pected to have a significant effect on prices in the Netherlands given that short-run price elas-
ticity of demand for electricity tends to be low and the capacity of NorNed is equal to approxi-
mately 5% of average total available generation capacity in the Netherlands. Secondly, electricity
is a storable commodity in a reservoir system and flows over NorNed would not be expected to
impact South Norway prices immediately. Instead, that effect would be expected to be spread
across a large number of hours. Hence the effect of exports from South Norway on the price in
that market would be expected to at least partly offset the effect of imports into South Norway
in other hours. Since this kind of dynamic is not possible in a market characterised exclusively
by thermal generation and both the Netherlands and South Norway electricity markets are sim-
ilar in size, the effect of arbitrage over NorNed on South Norway prices could be expected to be
considerably lower than on prices in the Netherlands.

These results imply that the majority of welfare gains resulting from trade across the intercon-
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nector are likely to be accrued to its owners, undermining the practical validity of the theoretical
argument that lumpiness in transmission investment leads to a divergence between social and
private benefits of transmission investment. On the scale of NorNed, there is little evidence
to suggest that transmission capacity between different markets cannot be provided competi-
tively. The question of whether this result is at least partly due to the failure to implement mar-
ket coupling with respect to NorNed or the response of incumbent generators and any resulting
implications for market power in the Dutch electricity market are left for future research.

This paper also estimates the effect of arbitrage over NorNed on price volatility in the Dutch day-
ahead electricity market. It finds little support for the proposition that merchant interconnec-
tors with capacity similar to that of NorNed can achieve a substantial reduction of price volatility
in the connected markets. Given that NorNed connects the Dutch market to a reservoir system
characterised by stable prices, NorNed represents an upper bound on such capability for inter-
connectors of its size. This suggests that the effectiveness of interconnectors in reducing price
fluctuations caused by changing wind power output in a system otherwise dominated by ther-
mal power generators may have been overstated and capacity considerably greater than that of
NorNed may be required to achieve the desired effect.

The rest of the paper is organised as follows. Section 2 describes the data set. Section 3 goes
through the methodology used in estimating the price level effect of NorNed. Section 4 sets
out and interprets the results of this estimation exercise and extends that analysis to test how
the price effect of NorNed varies with market conditions. In particular, it tests whether the price
effect of NorNed is stronger during peak hours when spare generation capacity is scarce. Section
5 sets out a model of volatility in electricity markets and how this model is used to estimate the
effect of NorNed on residual volatility. Section 6 presents and interprets the results of volatility
analysis and Section 7 concludes.

2 Data

The span of the data set is between 01 January 2006 and 12 March 2009. This is chosen delib-
erately so as to include sufficient observations before and after 6 May 2008 when NorNed was
activated and enable a fair before and after comparison. The analysis presented in this paper re-
lies on high frequency hourly data wherever possible, resulting in 28,008 separate observations
for every such variable. When hourly observations are not available, average daily or weekly val-
ues are entered for each hour of the corresponding day or week. A full list of variables and their
descriptions is given in Appendix B.



Hourly log Amsterdam Power Exchange (APX) and log South Norway day ahead electricity prices
are the dependent variables in the analysis presented here and their properties are described in
detail at the end of this section. The South Norway nodal price is deemed to be more appropriate
than the Nord Pool® system price because the former is the price at which any imports from the
Netherlands would be sold and any exports to the Netherlands would be paid for. The Nord Pool
system price and the South Norway nodal price are only equal when none of the transmission
constraints within the Nord Pool area are binding*. Day ahead rather than spot prices are used
because the vast majority of trades occur in the day ahead market. The auction for transmission
rights over NorNed is likewise conducted one day ahead of those rights being exercised.

Log coal and gas prices represent the determinants of the cost of generating electricity from
those fuels. The log EU Emission Trading Scheme (ETS) price also reflects part of the cost of
generating electricity from fossil fuels. Natural logarithms of all sample price data, including
electricity and fuel prices, are taken for the purposes of econometric analysis. This is done in
order to linearise any non-linear relationships in the data and results in a distribution which
resembles a normal more than a log normal. Histograms of the two log electricity price series
may be seen in Appendix A.

Hourly and week-day dummies are introduced to account for regular variations in demand be-
tween different hours of the day and different days of the week. The dummy variable for public
holidays accounts for lower demand during those days. Monthly dummies account for seasonal
variations in demand, and in the case of South Norway, seasonal variations in reservoir levels,
which determine generators’ willingness to supply electricity. The latter effect is also accounted
for directly by variables that capture the average historic reservoir levels in Norway for any given
week® together with variables that capture the difference between average historic and actual
reservoir levels.

Weather observations play a dual role. For the Netherlands, average wind speed observations
account for the influence of wind generators on the system price and average daily temperature
observations account for the components of electricity demand related to heating. For South
Norway, temperature observations also play a similar role. However, both temperature and pre-
cipitation observations are instruments for reservoir levels, which determine the willingness of
hydro generators to supply electricity. Thus daily weather observation may capture some infor-
mation that is missed by average weekly reservoir level observations.

3Single power market for Norway, Denmark, Sweden and Finland

“In the 28 months prior to NorNed coming online, the South Norway nodal price was the same as the Nord Pool
system price 18% of the time. In the 10 months after that date, this proportion was only 2.6%.

5Averaged for the period between 1990 and 2003



The variable that captures flows over the NorNed interconnector, measured in units of 100MW?,
is added to each regression together with a dummy variable that takes a value of 1 when NorNed
is operational and 0 otherwise. This is done to make sure that the estimated effect of trading over
NorNed on log APX and South Norway prices is not biased by changes to the log electricity price
that are not directly attributable to NorNed during the period after its opening. The variable that
takes a value of 1 when NorNed is operational and 0 otherwise captures the effect of NorNed on
residual price volatility in the two regressions. This variable is employed in the models that
specify multiplicative heteroskedasticity.

Whilst the degree of market power in the Dutch and Norwegian electricity markets is one of the
key determinants of prices, there have been no significant changes in market structure in these
markets in the last four years, which covers the length of the sample period. This means that
the measured level of market power is likely to remain broadly the same for the duration of the
sample period and adding a measure of market power into a time series regression would simply
mean that it drops into the constant’. Measures of market power are therefore omitted from the
analysis presented in this paper.

Figure 1 plots average weekly APX and South Norway prices for the entire sample period. A plot
of the average weekly APX gas price is added as a benchmark for the APX electricity price. Like
electricity prices, this is also quoted in €/ MWh for comparability.

6The variable is not weighted by demand as this would make it endogenous to the price. Section 4.4 provides
evidence to suggest that the effect of NorNed on the APX price is not significantly different in peak and off-peak
hours.

"NorNed would add a competitive fringe to the importing market, thus reducing market power in that market.
This effect could be expected to be captured by the variable representing flows over NorNed.
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Figure 1: Average weekly prices

APX and South Norway prices can be seen to be following a broadly similar trend around 50% of
the time, with significant deviations lasting several months at a time. APX prices are higher and
more volatile than South Norway prices almost throughout the sample period. After the activa-
tion of NorNed, there appears to be some convergence between APX prices and South Norway
prices. However, it does not occur immediately and, as can clearly be seen from the graph, APX
and South Norway prices have tended to be close to one another more often than not. Hence
the apparent convergence may be attributable to other factors. Given the prevalence of gas tur-
bine generators in the Netherlands, one would expect a significant relationship between APX
gas and electricity prices. They appear to be highly correlated in the long run. However, most of
the short run volatility in average weekly APX prices seems to be explained by other factors.

Figure 2 characterises the average daily pattern of APX and South Norway prices throughout the
sample period.
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Figure 2: Daily pattern of electricity prices

The pattern of significantly higher prices during peak hours is considerably more pronounced in
APX prices than in South Norway prices, where this pattern is barely visible. This is consistent
with the effect of a high proportion of reservoir generation in Norway. Reservoir generators
would be expected to arbitrage any consistent and significant intra-day variation in prices.

A simple visual test of the effect of NorNed on price differences between the two market is to
plot the average hourly difference between the APX price and the South Norway price before
and after NorNed coming online®. This is given in Figure 3 below. Two things become apparent
by observation. The first is that the average price difference has increased since NorNed came
online compared to the 26 months in the run-up to that date. The second is that the daily pattern
of price differences has remained remarkably similar after the activation of NorNed.

8This is calculated by subtracting the South Norway price from the APX price.
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Figure 3: Average hourly price difference

3 Estimating the price level effects of NorNed

3.1 Methodology

The purpose of this section is to determine the best method for estimating the effect of NorNed
on prices in the two connected regions and then to carry out that estimation. The analysis pro-
ceeds by adopting the simplest possible technique to begin with and then subsequently refining
that technique if it is found to be inadequate. The first step is to fit two linear regressions to the
data, with log APX and South Norway electricity prices as the dependent variables, and then
examine the residuals from those regressions to see if they satisfy the Gauss-Markov conditions.

The condition of zero autocorrelation in the residuals is found to be violated with respect to both
sets of residuals, though the null hypothesis of a unit root in log APX or South Norway price is
also rejected. In order to deal with the specification error that produces this autocorrelation,
a model with an autoregressive error structure is adopted. Finally, the variable that represents
electricity flows across the NorNed interconnector is tested for potential simultaneity bias. Test



results show that such bias is unlikely to be present in the coefficients estimated by the ARMA
model.

3.2 Gauss-Markov conditions

If a time series regression equation is given by

K
ye=)_ xitBi+er,
i=1
the Gauss-Markov assumptions in the context of this regression state that:

1. E(e;) =0,
2. Cov(es, €4) =0, i.e. the residuals are not autocorrelated, and

3. Var(e;) = 0% < o0, i.e. the residuals are homoskedastic with a finite variance.

Assuming for the time being that the above conditions are satisfied, two linear regressions are
fitted for log APX and log South Norway prices using the Newey-West estimator. This is an OLS
estimator using a heteroskedasticity and autocorrelation consistent (HAC) covariance matrix?,
which means that the estimated standard errors are robust to the effects of heteroskedasticity
and autocorrelation of lag up to 1,000 periods. In all other respects, it produces the same results
as OLS. All relevant explanatory variables are included in each regression to start with'?, and any
variables that are not significant at the 90% confidence level are eliminated from the regression
equations. The R? values for both regressions are 0.60. Full results are reported in Appendix D.

3.3 Autocorrelation

Although the presence of autocorrelation in the regression residuals means that Gauss-Markov
conditions are not satisfied, autocorrelation on its own does not make OLS estimates biased
or inconsistent as long as lagged values of the dependent variable are not present on the right
hand side of the regression equation. It merely makes OLS estimates inefficient, distorting their
associated t-statistics'!. However, significant autocorrelation in the residuals indicates that the
model is incorrectly specified. With all significant explanatory variables included'?, the R? val-

9See Newey, W. K. and West, K. D., "A simple, Positive Semi-Definite, Heteroskedasticity and Autocorrelation
Consistent Covariance Matrix," Econometrica, Vol. 55 (1987), pp. 703-708
10The full list of explanatory variables is given in Appendix B
1See Greene, W.H. Econometric Analysis, 5th ed. Chapter 12
12Gignificance tests are based on a 90% confidence level.
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ues for both regressions are 0.60, which means that a significant proportion of the variation in
log electricity prices is unexplained. In combination with the presence of autocorrelation in the
residuals, this could mean that the explanatory variables omitted from the regression are auto-
correlated. These omitted variables may introduce substantial bias in the estimates of the OLS

coefficients exogenous variables included in the regression'3.

The test of the Gauss-Markov assumption of zero autocorrelation in the regression residuals
is carried out by implementing the LM test for the joint significance of N lags of the residuals
in the regression of the least squares residuals on all independent explanatory variables and
lagged least squares residuals. The result is a strong rejection of the null hypothesis of zero
autocorrelation for N of anywhere between 1 and 100 for both regressions. Figures 4 and 5 below
confirm that strong autocorrelation is present in the residuals from both regressions.
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Figure 4: Autocorrelation function for log APX price OLS regression residuals

13See Greene, W.H. Econometric Analysis, 5th ed. pp148-149
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Figure 5: Autocorrelation function for log South Norway price OLS regression residuals

The extent of autocorrelation in regression residuals is clearly much greater in the case of South
Norway. This is due to the fact that much of the electricity generation in Norway is reservoir
based. A reservoir generator must make an optimal inter-temporal choice on when to produce
energy as generation in one time period is a substitute for generation in another time period.
This would mean dynamic optimisation of output decisions on an hourly basis. If there is a
shock to the electricity price in any given hour, even if the shock is transient, it will induce gener-
ators to either reduce or increase reservoir levels compared to their expected levels. This change
would in turn affect the willingness of generators to supply electricity in subsequent periods.
The same would not be the case for a transient shock in a thermal system because there are no
electricity reserves to draw on in a thermal system. However, a thermal system can be slow to
respond to shocks because even if spare generation capacity is available, it may take some time
to get a plant up and running. This could generate persistence in price shocks on an hourly
basis.

Figure 4 also reveals that cyclical autocorrelation patterns with daily and weekly periodicity are
present together with hourly autocorrelation in the residuals from the regression of log APX
prices. This suggests that unexplained shocks to the electricity price level tend to be persistent
on an hourly, daily and a weekly basis in a thermal system, with hourly persistence being the
strongest factor. One example of a shock that is likely to display both hourly and daily persis-
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tence is a plant outage lasting several weeks. If the plant in question only comes into operation
during peak hours, the shock to the price due to its outage is likely to persist only during the
remaining peak hours of that day and to have a recurring effect during peak hours of subse-
quent days until it is brought back into operation. The ability of a thermal system to dampen
such shocks may be limited because most plants can be expected to be operating at full capacity
during peak hours.

The weekly pattern of autocorrelation in the residuals of log APX prices is more difficult to ex-
plain. It is likely to be due to contracting and electricity derivatives trading. Assume, for ex-
ample, that a significant number of contracts are created, specifying delivery of electricity on a
certain day of the week for a number of months. Assume further that all parties’ positions are
not perfectly hedged, meaning either that some of the parties with a long position do not require
all the electricity they are contracted to buy or that some of the parties with a short position do
not have all the electricity required to meet the terms of their contract. Any shock that affects a
period under the contract is likely to display persistence with weekly periodicity.

Strong autocorrelation in the dependent variable could also indicate the presence of a unit root,
meaning that the time series is not stationary, or in other words, not mean reverting. This could
mean that the probability distribution of the dependent variable is not the same for all observa-
tions but changes over time. The consequence for regression results would be that standard er-
rors of estimated coefficients would be distorted and inferences based on standard significance
tests would become invalid!#. A significant relationship between two or more variables could
simply mean that they are following the same trend without any further underlying relationship
between them, a phenomenon more commonly known as spurious correlation.

We test for the presence of a unit root using the Elliott-Rothenberg-Stock efficient test. This is
similar to the Augmented Dickey-Fuller test but is adjusted for heteroskedastic errors. The null
hypothesis of a unit root at lag one is rejected at the 99% confidence level for both log price
series. However, keeping in mind the cyclical pattern of autocorrelation in hourly electricity
price series, we also test for a unit root at longer lags. The maximum order of the lag for the
purposes of this test is 49, chosen by using the Ng-Perron sequential t-test'®. For log APX prices,
the null hypothesis of a unit root is rejected at the 99% confidence level for all lag lengths up
to 49. For log South Norway prices, the null hypothesis of a unit root is rejected at the 95%
confidence level for all lag lengths except 19-23 and 46-47, for which it is rejected at the 90%
confidence level, in some cases only marginally. This result suggests that log APX prices are
stationary, but the stationarity of log South Norway prices cannot be completely ensured. This
is the result we would expect after observing the frequency distributions of the two log price

l4gee Greene, W.H. Econometric Analysis, 5th ed. Ch. 20, pp632-635
I5Knittel & Roberts (2005), who also use an hourly time series of electricity prices, only test for a unit root up to
an order of 4
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series in Figures 10 and 11 in Appendix A. The distribution of log APX prices looks a lot like a
normal distribution with the same mean and variance parameters, whereas the distribution of
log South Norway prices is characterised by significant skewedness and kurtosis.

3.4 ARMA

Econometric literature generally recommends specifying a model with autoregressive distur-
bances if the residuals from an OLS model are found to be serially correlated'®. Therefore, in
order to correct for this specification error, the estimation technique is refined to incorporate
autocorrelation in the disturbances. This is formulated as follows

K
Ye= thiﬂi + U
i=1

P Q
M= Z Ppli—p+ Z 0g€¢—q+Er.
p=1 q=1
The first equation is a structural equation and the second equation specifies the ARMA structure
of the disturbances. The explanatory variables in the structural equation are as in the original
linear regression with Newey-West standard errors. This model is estimated using conditional
maximum likelihood, which, given the large number of observations, should yield the same
results as unconditional maximum likelihood. The results may be seen in Appendix E.

Figures 12 and 13 in Appendix C plot the autocorrelation functions of residuals from the ARMA
models of log APX and log South Norway prices. They demonstrate that, in both cases, model
misspecification has been corrected and model residuals resemble white noise.

3.5 Endogeneity

The focus of this paper is on the effect of trading over the NorNed interconnector on prices in
the two connected regions. However, putting flows over NorNed directly into a regression where
the log electricity price is the dependent variable may result in inconsistent estimates. This is
because the direction of electricity flows is determined by the price difference between the two

16gee, for example, Godfrey (1987)
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connected regions, making it likely that flows over NorNed are endogenous to the electricity
17

price*’.
One simple test for endogeneity is the augmented Durbin-Wu-Hausman test'8. This test is per-
formed in three stages. Firstly, the potentially endogenous variable that represents flows over
NorNed is regressed on all exogenous variables. Secondly, the residuals from that regression are
saved as a new variable. Thirdly, the original regression with log APX or log South Norway prices
as the dependent variable is carried out with the new variable added to the list of explanatory
variables in that regression. If the coefficient of that new variable is significant, this is taken as
an indication that simultaneity bias may be present.

The test is carried out with respect to both log South Norway and log APX prices. The null
hypothesis that flows over NorNed are exogenous to log prices cannot be rejected at the 90%
confidence level in either case!. This result suggests that simultaneity bias is unlikely to be
a problem. The reason that flows over NorNed are not significantly endogenous to prices is
because those flows are determined by the sign of the difference in prices between the two con-
nected regions and not the magnitude of that difference. Electricity typically flows from the low
price region to the high price region up to the full capacity of the interconnector. This means
that most unexplained shocks to the electricity price either in South Norway or the Netherlands
have no effect on flows over NorNed.

Note also that, because there is no single market mechanism that simultaneously determines
day-ahead electricity prices and power flows over the interconnector, a process otherwise known
as market coupling, electricity does not always flow from the region with lower day-ahead prices
to the region with higher day-ahead prices. Between 6 May 2008, when NorNed became fully op-
erational, and 12 March 2009, which is the last date on our data set, electricity actually flowed
from the higher price market to the lower price market 12.7% of the time. This market imper-
fection is another reason why the case for electricity prices and flows over NorNed being simul-
taneously determined is weak.

70Other ways of entering flows over NorNed into the regression were attempted, such as entering one dummy
variable for periods when electricity is being exported from Norway and another for when electricity is being im-
ported into Norway. The estimated coefficients gave broadly the same results as the specification opted for here,
except that the variable corresponding to imports into Norway was mostly insignificant.

18Davidson, R. and MacKinnon, J. G., Estimation and Inference in Econometrics, New York: Oxford University
Press (1993)

9The test of significance is carried out on the basis of Newey-West standard errors, ensuring that the results of
the test are not affected by heteroskedasticity or serial correlation in the residuals
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4 Results: price effect of NorNed

4.1 ARMA estimates

The primary aim of this paper is to estimate the effect of electricity flows over NorNed on elec-
tricity prices in the Netherlands and South Norway. Separate regression models are estimated
for each of the two markets. In order to test the robustness of the results, each model is esti-
mated for two different data samples. They are firstly estimated for the entire sample period,
which includes observations from before and after May 2008 when NorNed came online. Sec-
ondly, they are estimated for the sub-sample of observations beginning on 6 May 2008 when
NorNed came online. Assuming that NorNed is used up to its full capacity, the estimated aver-
age effect of flows from Norway to the Netherlands is to reduce the APX electricity price by 2.6%
and to increase the South Norway nodal price by 4.2%2°.

The ARMA regression estimates of the average effect of flows over NorNed on electricity prices
in the Netherlands and South Norway are both significant at the 90% confidence level and con-
sistent with respect to the sample used?!. Re-estimating both regressions for the sub-sample of
observations since NorNed came online produces very similar estimates of the price effect of
NorNed.

4.2 Interpretation

These results suggest that, since NorNed was activated, the average sensitivity of APX prices
to electricity flows across the interconnector has been low, and indeed lower than for South
Norway prices. This result is surprising in two respects. Firstly, NorNed could be expected to
have a significant effect on prices in the Netherlands given that the capacity of NorNed is equal
to approximately 5% of average total available generation capacity in the Netherlands and that
the short-run price elasticity of demand for electricity tends to be very low. If the supply of
electricity is independent of flows over NorNed, the short-run price elasticity of demand implied

20The regression coefficient of norned gives the estimated effect of 100MW of exports from Norway to the
Netherlands on the log APX price. Translating from logarithms to actual prices, the absolute estimated effect of
exports over NorNed on prices will differ depending on the starting price, but the estimated percentage change will
always be the same. A coefficient -0.01 implies that exports from Norway to the Netherlands up to the full capacity
of NorNed can be expected to reduce the APX price by 6.8%.

21n the EGARCH model with multiplicative heteroskedasticity, corresponding estimates of the price effect of
NorNed on both sets of prices are significant at the 99% significance level.
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by the estimated price effect of NorNed is around -222. This is an order of magnitude higher
than the short-run price elasticity of demand for electricity estimated in most empirical studies,
which tends to be around -0.3%%. Another way to look at it is that, if the average short-run price
elasticity of demand for electricity in the Dutch market is -0.3, the implied average short-run
price elasticity of supply in the Dutch electricity market is 2.22, which is reasonably high and
suggests a relatively flat short run electricity supply curve.

Secondly, the effect of NorNed on the APX price could be expected to be greater than its effect
on the South Norway price given that the two markets are of comparable size?®. The Norwegian
generation base is characterised by a large share of reservoirs in overall generation capacity.
When electricity is imported or exported by a reservoir system, the impact of those flows on the
system price is unlikely to be restricted to that hour because electricity is storable in a reservoir
system. Generators are willing to supply electricity up to the point where their marginal cost is
equal to their marginal revenue. The largest component of marginal cost for a reservoir genera-
tor is the shadow price of production, i.e. the ability to sell that electricity in another time period.
Unless reservoirs are overflowing, this would be positive for any given period because produc-
tion in the current period reduces the generator’s ability to take advantage of higher prices in
another period. In other words, the option value of unused reservoir capacity is generally posi-
tive. Hence imports into a reservoir system in a given time period are unlikely to cause a signifi-
cant drop in the market price in that period because reservoir generators would be unwilling to
supply electricity at a significantly lower price. The same would not be the case for the Dutch
electricity market, which is dominated by thermal generation, because production in one hour
is not a substitute for production in another hour for a thermal generator.

One possible explanation, which is tested in Section 4.4, is that the low price response of the
Dutch electricity market is determined by the behaviour of generators. This section tests whether
the system price is more responsive to flows over NorNed when the system is operating near full
capacity. Another explanation is that the Dutch electricity market is closely integrated with its
neighbouring markets and NorNed capacity is small relative to the total available generation
capacity in those markets. This is explored in Section 4.3.

It is also worth remembering that market coupling has not been implemented between the

Oxi(p,m) _ pi

opr T where m

22price elasticity ex(p) of Marshallian demand x(p, m) for good k is given by ex(p) =
denotes income
23Gee [3], [5], [8], and [26] among numerous other studies

0xi(p,m) _ pi 0yk(p) _pi )

24The total change in equilibrium quantity Q of good k is given by dQy = d pk( o wpm T op e

where the second term inside the brackets is the price elasticity of supply for good k

25Both markets also have links with neighbouring markets, which, depending on transmission constraints at any
given time, can expand the definition of a domestic market. South Norway is directly connected with the rest of
Norway, as well as Sweden and Denmark.The Netherlands is directly connected with Belgium and Germany.
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Netherlands and Norway. As stated earlier, one result of the current market arrangements is
that electricity does not always flow from the region with lower day-ahead prices to the region
with higher day-ahead prices. It would be interesting to know what difference market coupling
between Norway and the Netherlands would make to the effect of flows over NorNed on prices
in the two markets. It is possible that the apparent lack of sensitivity of the APX price to flows
over NorNed is due to imperfections in the market mechanism that is currently in place. Unfor-
tunately, this counter-factual cannot be checked using existing data.

4.3 Market integration

All national electricity markets in Europe are connected to some extent, either directly or in-
directly through other countries. Unless those links are permanently constrained, individual
markets may effectively be merged with other neighbouring markets some of the time, with a
single market price for electricity prevailing in both. Since imports into a large market can be
expected to have less of an impact on the market price than exports into a similar but smaller
market, the coupling of two or more markets may reduce the price impact of imports into any
one of them. The low average sensitivity of electricity prices in the Netherlands to flows over
NorNed may therefore be due to the fact that the Dutch electricity market is coupled with large
neighbouring markets much of the time. The Dutch electricity market is connected to the Bel-
gian and German markets, and also to the French market indirectly via the Belgian market. The
interaction with French and German markets is of particular interest in this respect because
they are large relative to the Dutch market.

By inserting an appropriate dummy variable into the regression equation, it should be possi-
ble to test this theory. This variable should be correlated with binding transmission constraints
that separate the Dutch market from neighbouring markets. This exercise is much more easily
carried out with respect to the French market because market coupling has been implemented
between the French, Dutch and Belgian markets. This means that a single system price is cal-
culated for all three markets, assuming that there are no transmission constraints, and if those
constraints turn out to be binding for that price, those are priced explicitly so as to balance
supply and demand in each zone. When markets are effectively merged, the electricity price in
those markets will be the same. This is not the case for German and Dutch markets because the
auctions for transmission capacity and electricity in the two countries are held separately and at
different times, making it more difficult to tell when the transmission constraints between the
two markets are binding.

The regression for the log APX price is run using the ARMA model as before. The results are
checked for consistency by also running the regression using a sub-sample of observations for
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the period after NorNed was activated. The only difference is that one extra variable is added to
this regression. The additional variable takes the following values

norned; if apx;# powernext;
coup; = ) .
P 0 otherwise

This means that coup equals the quantity of exports from Norway to the Netherlands in any
period where the transmission constraints between the French and Dutch markets are binding
(i.e. the APX price is different from the Powernext (French) price) and a value of 0 otherwise?.
The regression then takes the following general form.

N

Ye=a+ finorned;+ facoup; + Z Xitfi+e€r,
i=3
where x; are other explanatory variables. When electricity prices in the French and Dutch day
ahead markets are different, the regression equation effectively becomes

N

yi=a+(f1+P)norned;+ Y xitfi+er,
i=3

and when the two markets are effectively merged, it becomes

N
Yi=a+ finorned; + Z Xitfi+e€r.
i=3
Thus if norned and coup are both significant, the effect of market coupling on the sensitivity
of electricity prices to flows over NorNed is given by the ratio of §; to f; + 2. If the value of that
ratio in absolute terms is not significantly different from 1, this indicates that coupling between
the French and the Dutch day ahead electricity prices makes no significant difference to the
sensitivity of the APX price to flows over NorNed.

When the modified ARMA regression is run, coup turns out not to be significant at the 90%
confidence level. Its coefficient is also small relative to the coefficient of norned, such that that
the ratio /(81 + B2) is 1.04. This result is stable to running the regression for the sub-sample
of observations beginning with NorNed coming online. The ratio ,/(f; + 2) in this case is 1.01
and coup is also not significant at the 90% confidence level.

Putting aside for a moment the result that coup is not significant at any reasonable confidence
level, a ratio §,/(f; + fB2) of 1.04 would indicate that, when the French and Dutch markets are
effectively merged, the sensitivity of the APX price to flows over NorNed is actually slightly higher
than when the prices prevailing in those markets are different. All this points to the conclusion
that the effect of electricity flows over NorNed on the APX price is unlikely to depend on whether
the connections between French and Dutch electricity markets are constrained.

26Exports in the opposite direction are represented by negative numbers as before
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4.4 Price spikes

The ability of an interconnector to dampen significant price spikes determines its contribution
to price stabilisation and ultimately to system stability. For this contribution to be significant, it
would have to be the case that the effect of trading over NorNed in terms of the price movement
it produces is considerably greater during a price spike than during a period of relative price
stability. Otherwise, given the sensitivity of the APX price to flows over NorNed estimated in
Section 4.1, NorNed is unlikely to make a significant contribution to electricity price stability in
the Netherlands.

The reaction of a thermal system to imports over an interconnector may depend on how tight
market conditions are in any given period. If most generators are not operating near full capac-
ity, the merit order curve is likely to be flat locally because generators would be able to increase
their output without bringing less efficient generation units into play. Unless the market price
is significantly above marginal cost, imports are unlikely to push prices down under these con-
ditions because domestic thermal generators would be unwilling to supply electricity at below
marginal cost. Thus imports would simply crowd out domestic generation, leaving the market
price virtually unchanged.

For similar reasons, exports out of this market would be unlikely to push domestic prices up
under these conditions. Domestic generators would simply increase production without in-
creasing their marginal cost. If, on the other hand, most generators are operating at or near full
capacity, their marginal cost curve is likely to be very steep or even vertical locally. If marginal
cost pricing prevails, imports into this market are likely to push the market price down signif-
icantly because some generators will have been supplying electricity at marginal cost which is
very high and imports would push those generators out of the market by lowering the system
marginal cost.

This theory can be tested by interacting an appropriately chosen dummy variable, which would
be correlated with tight market conditions, with flows over NorNed and adding the resulting
variable into the model. The methodology would be as in Section 4.3. The dummy variable
must be exogenous to the regression residuals. If the dummy variable is correlated with the
regression residuals, which would be the case if it was chosen on the basis of the price level
in a given period, results are likely to be spurious. A simple way to get around this problem is
to use a dummy variable which is exogenous to the regression residuals but is still positively
correlated with tight market conditions and above-average prices. The variable chosen here
is equal to flows over NorNed during peak hours, defined as all week-day hours excluding the

period between 9pm and 7am, and equal to 0 otherwise?”’.

27The Dutch, Belgian and French markets are marginally less likely to be coupled during peak hours than during
off-peak hours as defined here, though the difference is very small.
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The regression for the log APX price is run as before using the ARMA model. The only difference
here is that one extra explanatory variable is added to the regression equation. This variable
takes the following values

norned; if Zglng(St;éO

eak; =
peats { 0 otherwise

where Hd; is an hourly dummy variable that takes a value of 1 when ¢ corresponds to hour
and a value of 0 otherwise (e.g. H23, takes a value of 1 if # corresponds to the penultimate hour
of a day and a value of 0 otherwise). This means that peak; is equal to norned in any period
defined as a peak hour, and equal to 0 otherwise. The regression then takes the following general

form
N

Y =a+ pinorned; + Bopeak; + Z XitPi+e€r,
i=3
where x; are other explanatory variables. For peak hours, the regression equation effectively

becomes
N

ye=a+ 1+ P)norned;+ ) xitfi+e;,
i=3

and for off-peak hours, it becomes

N
ye=a+pinorned;+ ) xifi+er.

i=3
When the modified ARMA model is run, the coefficient of peak is not significant at the 90%
confidence level. The relevant coefficients of norned and peak are such that that the ratio
B1/(B1 + B2) is 0.79. A qualitatively similar result is obtained after running the regression for the
sub-sample of observations beginning with NorNed coming online. The ratio /(8 + B2) in
this case is 0.90 and peak is also not significant at the 90% confidence level?®. When the ARMA
model is run excluding the norned variable and including the peak variable, the coefficient of
peak is likewise not significant at the 90% confidence level.

Overall, there is little evidence to suggest that the effect of flows over NorNed on the APX price
may be greater for peak hours than for off-peak hours. Setting aside for the moment the lack
of a statistically significant result, given the low estimated average sensitivity of the APX price
to electricity flows across the interconnector, the corresponding effect in peak hours is still rela-
tively small. If §,/(B1 + B2) is 0.79, this implies that the effect of trading over NorNed on the APX
price is only 27% greater in peak hours than off-peak hours. This result would still imply that the

28Note that significance tests may be affected by the presence of heteroskedasticity. See Section 5.2 for more
details
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effectiveness of NorNed in terms of smoothing out electricity price spikes in the Netherlands is
fairly limited.

This result could also have implications for the behaviour of generators in the Dutch market. In
the standard Cournot model with N playerszg, linear demand and constant marginal cost, total
industry output is given by

N N(a-c)
l.zzlq’  N+1

Any imports or exports over NorNed would be treated as a competitive fringe, expressed as a
change in parameter a. It immediately follows from this formula that industry output is more
responsive to flows over NorNed when N is large. Therefore the result that the APX price is
slightly more sensitive to flows over NorNed in peak than off-peak hours could imply two things.
Firstly, it could imply that generators’ behaviour is slightly less competitive during peak hours
than during off-peak hours. Secondly, it could imply that the merit order curve is upward sloping
for peak hours.

Neither of these two implications would be surprising. One would expect both of them to hold.
It is surprising that their cumulative effect appears to be fairly modest in quantitative terms
and is not statistically significant. A more detailed study of the effect of NorNed on competitive
behaviour of incumbent generators in the Netherlands is beyond the scope of this paper and is
left for future study.

5 Estimating the effect of NorNed on residual volatility

5.1 Methodology

The estimation technique set out in Section 3 can help to measure the effect of flows over
NorNed on the expected APX and South Norway prices. However, in order to test the hypothesis
that NorNed has changed the volatility of prices in the Netherlands and South Norway since it
has come into operation, it is also necessary to estimate the effect of NorNed on residual price
volatility. The variance of residuals from the ARMA model of log APX prices makes up around

29The Cournot model is useful in this context because it behaves like a monopoly when N = 1 and like perfect
competition as N — co
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60% of total variance of log APX prices and 62% of total variance of APX prices®’. This suggests
that residual volatility contains a slightly greater share of price spikes compared to its share of
overall volatility.

This section sets out the framework for estimating the effect of NorNed on residual variance of
electricity prices in the two connected regions. It supplements Sections 3 and 4 by calculating
the dampening effect of NorNed on volatility that is not explained by the model. The first step
is to test the assumption of homoskedastic errors in the ARMA models of log APX and South
Norway prices, which is found to be violated in both cases. More detailed examination reveals
that heteroskedasticity partly results from autocorrelation in the variance of residuals.

To model autocorrelation in the variance of regression residuals, an EGARCH model with mul-
tiplicative heteroskedasticity and an autoregressive error structure is proposed3!. This involves
modelling volatility of regression residuals with exogenous explanatory variables whilst also ac-
counting for persistence in volatility. The coefficient of the variable in the volatility equation
that indicates the availability of NorNed is used as an estimate of the effect of NorNed on resid-
ual volatility of electricity prices. In justifying the choice of methodology, this section reviews
more traditional models of conditional heteroskedasticity as well as EGARCH and EARCH. A
summary of their main properties for the purposes of this paper is given below.

30The residual variance as a proportion of total variance of log APX prices is calculate directly from the structural
model. For APX prices, this proportion is calculated by generating predicted log APX prices from the structural
model, converting them to predicted APX prices by taking the natural exponent and then calculating residuals as
the difference between actual and predicted APX prices. The proportion of residual variation in total variation of
APX prices is then calculated from this result directly.

3lyolatility of log APX prices is modeled as an EARCH process given the lack of clear cyclicality in the autocorre-
lation function for square errors.
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Multiplicative heteroskedasticity Can be specified Can be specified Can be specified Can be specified

MA terms in volatility equation Vs Yes Yes Yes
AR terms involatility equation No Yes No Yes
Symmetric shocks Symmetric shocks Asymmetric shocks Asymmetric shocks
Asyvmmetric shodks Symmetric shocl mmetric shocl wsymmetric shock: wsymmetric s hock

only only allowed allowed

Coefficients may Coeflicients may
Unrestricted coefficients imply negative imply negative Unrestricted Unrestricted
volatility volatility

The advantage of being able to specify autoregressive (AR) as well as moving average (MA) terms
in the volatility equation is that it allows the modelling of repeated patterns of autocorrelation
in square returns. This is found to be relevant in the case of South Norway prices but not APX
prices. Asymmetric shocks represent added model flexibility by which positive and negative
shocks can persist in different ways. This is found to be relevant in the case of both APX and
South Norway prices2. Finally, EARCH and EGARCH models, by specifying volatility in loga-
rithmic form, avoid the possibility of volatility being negative for some periods depending on
estimated model parameters. Since this is a real possibility for ARCH and GARCH models, this
implies restrictions on parameters in those models that may be difficult to work out and imple-
ment.

5.2 Heteroskedasticity

The first step is to check if the Gauss-Markov condition of homoskedastic errors is satisfied.
The most general test for heteroskedasticity is the White test. For the purposes of this test, no
assumptions need to be made about the specific nature of the heteroskedasticity. The null hy-
pothesis is that regression residuals are homoskedastic and the test statistic is asymptotically
distributed as chi-squared. The test is carried out on the residuals from both ARMA regressions.
The null hypothesis of homoskedastic errors is rejected for both with P values of 0 in each case.

32See Appendix F for details.
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For the log South Norway price ARMA regression, the test statistic is 10,694 with 361 degrees of
freedom, and for the log APX price ARMA regression, the test statistic is 9,626 with 748 degrees
of freedom. This result suggests that heteroskedasticity in the residuals from both regressions is
likely to be significant.

Heteroskedasticity does not cause coefficient estimates from an ARMA model to be biased.
However, it does cause the estimates of the variance of those coefficients to be biased, mean-
ing that those coefficient estimates are not efficient and their associated t-statistics are likely to
be distorted. This means that selecting which variables to keep in a regression and which to
eliminate on the basis of their associated t-statistics may lead to the elimination of some vari-
ables that are in fact significant and to retaining some that are insignificant. In order to obtain
efficient estimates of the coefficients of all relevant explanatory variables, an adjustment to the
estimation technique is required. This is discussed further in subsequent sections.

5.3 Persistence in volatility

All we know so far from carrying out the White test is Section 5.2 is that price volatility has not
been constant in either of the connected markets throughout the span of our data set. The
disadvantage of the White test for heteroskedastic errors is that it does not specify the exact
form of heteroskedasticity found in the residuals. However, some information may be obtained
by observation from a plot of regression residuals against time. The plots of residuals against
time for the two ARMA regressions are as follows.
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A quick glance reveals that, particularly for the residuals from the ARMA model of log South Nor-
way prices, periods of high volatility tend to be bunched together, as are periods of relative calm.
This indicates that volatility may contain a strong element of persistence. In that case, squared
errors from the ARMA model could be expected to display a significant degree of autocorre-
lation. It is possible to check for persistence in squared errors by examining their associated
autocorrelation function. These are plotted below for both ARMA models.
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Figure 8: Autocorrelations of squared errors from log APX price ARMA model
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Figure 9: Autocorrelations of squared errors from log South Norway price ARMA model

It is possible to tell by observation that squared errors display a significant degree of persistence
in the ARMA model of log South Norway prices, with hourly and daily patterns of autocorre-
lation. For log APX prices, there appear to be clusters of autocorrelation in square errors cor-
responding to hourly, daily and weekly persistence in volatility. A more formal test for serial
correlation in squared errors is the LM test proposed in Engle (1982). The test involves regress-
ing squared residuals on a constant and q lagged values. The null hypothesis is that there is no
autocorrelation in squared errors. The alternative hypothesis is that at least one of the estimated
coefficients of the lagged squared error terms is significant. For a sample of T residuals, the test
statistic T R? follows chi-squared distribution with q degrees of freedom. Applying the test to the
residuals from both ARMA models results in a strong rejection of the null hypothesis for both.
This confirms what could be gathered from observing the plots of autocorrelations of squared
€errors.

Persistence in the volatility of electricity prices can occur for different reasons. In a reservoir sys-
tem, when reservoir levels are low, the shadow price of generation in the current period is high
because it removes the option to produce in another time period. Thus periods of volatility are
likely to coincide with low reservoir levels when generators are less willing to arbitrage volatility
in the electricity price. Since reservoirs cannot be replenished quickly, volatility is likely to be
characterised by persistence. In a thermal system, a supply or a demand shock can be expected
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to have a greater effect on the price level when market conditions are tight. Since periods when
market conditions are tight tend to be bunched together during peak hours and separated by
periods of 24 hours or weekly intervals, persistence in volatility is likely to be characterised by
the same pattern.

5.4 ARCH

A commonly observed property of many economic time series and especially high frequency
financial time series is that the volatility of the time series is not constant through time. Rather,
periods of low volatility and periods of high volatility tend to be grouped together. Autore-
gressive Conditional Heteroskedasticity (ARCH) models estimate time-dependent volatility as
a function of observed prior volatility. The volatility model may also include regressors that
account for a structural component of volatility. ARCH models were first introduced by Engle
(1982). They model the variance of regression residuals as a linear function of past residuals. An
ARCH(m) model can be written as

K
V=) Xfi+er
i-1

2 _ 2 2
O =YotY1€i1+ - T Ym€Ei—m

where
g:~N(0,09)

€2 are the squared residuals for period ¢ and y j are the ARCH parameters. The model specifies
the conditional mean and the conditional variance, where variance is a function of the magni-
tude of past unanticipated shocks £7. This model was generalized in Bollerslev (1986) to include
lagged values of the conditional variance. The GARCH (m,]) model can be written as

K
Ve = thiﬁi +&;
i=1

07 =Yo+ V1€ 1+t YmEr_p + 0105 +.. 48,07,

where y; are the ARCH parameters and 6 are the GARCH parameters. The GARCH model of
conditional variance can be considered an ARMA process in the squared residuals. Both ARCH
and GARCH models are calculated from the underlying data using conditional maximum likeli-
hood, which means that the likelihood is calculated based on an estimated set of starting values

for the squared residuals €2 and variances o7.
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The GARCH model revolutionised the modelling of returns on financial instruments, which had
previously assumed that those returns were normally distributed, and has since then found ap-
plications in other fields. It has been applied to the modelling of electricity prices in a number
of papers, some of which are mentioned below. It’s major advantage is that it enables the persis-
tence in volatility, which we observe in the case of hourly log APX and log South Norway prices,
to be modeled explicitly.

However, the GARCH model has a number of limitations which create difficulties with applying
it to the modelling of volatility in electricity prices. These are described in Nelson (1991). The
first such limitation is that both positive and negative shocks are assumed to affect the condi-
tional variance of the residuals in exactly the same way. Knittel and Roberts (2005) find that
the effect of shocks to hourly electricity prices on future volatility depends on the sign of those
shocks as well as their magnitude for the price series that the examine. This paper also finds this
to be the case for log South Norway and log APX prices.

Another limitation of the GARCH model lies in the non-negativity constraints on the GARCH
terms, which are designed to ensure that o remains positive with probability 1. These con-
straints imply that increasing shocks will always increase o2 in future periods. This rules out
oscillatory behaviour in the 0% process and creates problems for applied researchers, who of-
ten find that the parameters of their model that provide the best fit to their data actually violate
those constraints. This has certainly been the case for modelling electricity prices, with Duffie
et al. (1998) amongst others finding that the GARCH terms estimated for daily electricity prices
violate the non-negativity constraints.

A third drawback of GARCH models is that the estimated process for conditional volatility is
often non-stationary and indeed explosive. This is because in GARCH models, the conditional
moments of GARCH may be explosive even when the underlying process is strictly stationary.
Escribano et al. (2002) and Goto and Karolyi (2003) find this to be the case with GARCH models
fitted to average daily electricity prices. They deal with this problem by introducing jump pro-
cesses into the equation governing conditional volatility. We find that, in the case of log South
Norway and APX prices, using a variation on the GARCH model can help to overcome this prob-
lem.

5.5 EGARCH

The Exponential Generalised Autoregressive Conditional Heteroskedastic (EGARCH) model, first
proposed in Nelson (1991), addresses all three of the concerns about the GARCH model set out
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above. Conditional variance is modeled in logarithmic form as
2 _ % < / 2
In(o}) = kzl Brzi—k+ mzl)fm |z —V2IT |+ 215]- ln(at_j)
= = Jj=

z; ~ N(0,02).

Thus the logarithm of the conditional variance can be negative without the underlying con-
ditional variance being negative. This means that the non-negativity restrictions on the co-
efficients in the above equation are not required. The model allows for positive and negative
shocks to have differing effects on conditional variance, which are captured by the first term on
the RHS of the above equation. The symmetric effect of shocks is captured by the second term.
Finally, because now conditional variance is determined by a linear process, its stationarity can
be checked in the same way as for a normal ARMA process. This is done by checking whether
any of the roots of the characteristic polynomial lie outside of the unit circle®3.

5.6 Multiplicative heteroskedasticity

ARCH family models, including EGARCH, assume a form of path-dependence in volatility that
does not rely on a particular explanation for volatility levels. Whilst they have been used suc-
cessfully to model electricity prices, it is likely that modelling conditional volatility using ex-
ogenous determinants in addition to ARCH effects would yield more efficient estimates than a
plain ARCH family model. Also, since the main aim of this paper is to test the effect of NorNed
on the level and volatility of prices in the two connected markets, it is essential for us to be able
to add an explanatory variable associated with NorNed into the equation governing conditional
volatility.

The last refinement to the methodology adopted in this paper is to model the equation govern-
ing the conditional variance of log electricity prices as an Exponential Generalised Autoregres-
sive Conditional Heteroskedastic process with additive exponential terms that model volatility
using exogenous explanatory variables. It therefore extends the EGARCH modelling approach
adopted by Knittel and Roberts (2005) by adding explanatory terms to the mean and conditional
variance equations. Mean log electricity prices are modeled with an extensive set of exogenous
explanatory variables and residuals that follow an ARMA process as before.

The general specification of the EGARCH models of log South Norway and log APX prices is as
follows.

K
V= Xtifi+ e
i-1

331t can be easily checked that both EGARCH processes estimated in this paper are stationary
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z;~ N(0,0%),
where w,; are exogenous explanatory variables and a, are their corresponding coefficients.
Because volatility is specified in logarithmic form, taking the exponent of both sides of the above
equation results in the following specification of actual volatility of log prices.

o2 = eao+2§:1 AqgrtEpoy Brze-it Loy YmlZe-m—v2Il+ L], 6;In(0% s

Hence each explanatory variable has a multiplicative effect on variance.

The explanatory variables added into the mean equation as well as the specification of the resid-
uals are as in the ARMA models presented in Section 3.4. The specification of EGARCH terms in
the conditional volatility equation is derived from the corresponding autocorrelation function
of squared residuals. This may be seen in Section 5.3. Any such terms that are not significant at
the 90% confidence level are removed from the equation.

The EGARCH model with multiplicative heteroskedasticity makes it possible to check directly
whether NorNed has made a difference to residual volatility, i.e. price shocks that cannot be
explained by any exogenous explanatory variables. The effect of NorNed is incorporated in the
volatility equation through a dummy variable that takes a value of 1 when NorNed is opera-
tional and a value of 0 otherwise. So that the estimate of the volatility effect of NorNed is not
completely spurious and does not capture any differences that are attributable to other fac-
tors, week-day, monthly and time-of-day dummies are also added into the volatility equation
together with a dummy variable that takes a value of 1 after NorNed came online. Different in-
dicators of reservoir levels are also added into the volatility equation in the log South Norway
price model.

The full estimation results for both models may be seen in Appendix F.
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6 Results: residual volatility effect of NorNed

6.1 EGARCH estimates

Applying the definition of multiplicative heteroskedasticity from Section 5.6 to EGARCH regres-
sion results®*, NorNed is estimated to lower the residual variance of log APX prices by 17%.
This estimate is obtained after accounting for any time of day, week-day or seasonal effects and
also any unknown factors that would have affected residual volatility for the entire period after
NorNed came online. To translate this into the estimated effect of NorNed on APX prices, some
preliminaries are required. Note that the mean of a log-normally distributed variable is given by

E(X) — e[J+0'2/2

and its variance is given by
Var(x)=(e” - 1) &%+,

where p and o2 are the mean and variance of that variable’s natural logarithm. Given estimates
of pand 02, that is the mean and variance of log APX prices estimated from the subset of the data
sample for the period since NorNed came online®® and applying the above formulas, a 17% drop
in the residual variance of the log APX price translates into a 20% drop in the residual variance
of the APX price3®. Since o2 also enters the expression for the mean APX price, a reduction in
the variance of the log APX price will also affect the mean of the APX price. However, given the
values of y and o2 estimated from the data sample and the fact that that residual variance makes
up around 60% of total variance of log APX prices, this effect is found to be very small.

In the case of the log South Norway price, the estimated coefficient of the variable that repre-
sents the operating status of NorNed in the volatility equation is tiny and statistically insignif-
icant at any reasonable level of confidence. It is therefore concluded that NorNed has had no
effect on the residual variance of the log South Norway price.

6.2 Interpretation

In theory, a reservoir system should act as a battery when connected to a thermal system, im-
porting electricity when the thermal system price is low and exporting when it is high. This

34See Appendix F. The estimated coefficient of the variable that represents the operating status of NorNed in the
volatility equation is -0.1847.

35, is estimated at 4.101 and o is estimated at 0.256

36In order to obtain this result, note that residual variance makes up around 60% of total variance of log APX
prices
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should dampen both positive and negative price shocks in the thermal system with one signifi-
cant qualification. This would only occur if there is no permanent difference in prices between
the two systems such that electricity only ever flows in one direction.

The pattern of electricity flows over NorNed has been fairly stable since it was activated, go-
ing from Norway to the Netherlands in all but a few night-time hours when electricity in the
Netherlands tends to be very cheap. This means that, unless the effect of flows over NorNed is
significantly greater during price spikes, NorNed is unlikely to make much difference to electric-
ity price volatility in the Netherlands. Section 4.4 provides little evidence to support the theory
that the effect of NorNed during peak hours is greater than during off-peak hours. Given this
result, it is unlikely that NorNed is effective in eliminating significant price spikes.

The results set out in Section 6.1 suggest that, whilst NorNed has contributed to a reduction in
volatility in the Dutch electricity price, this effect has not been dramatic. The estimated 20%
reduction in residual volatility would translate into a 12% reduction in overall volatility of APX
prices given the split between explained and unexplained variation in the ARMA model of APX
prices. To put these numbers into perspective, given the properties of APX and South Norway
prices, if the residual volatility in APX prices falls by 20%, this translates into a 5% drop in the
average absolute price difference between the two markets3”. This could be expected to be pro-
portional to the drop in interconnector profits resulting from the effect of the interconnector on
volatility.

Finally, the result that the operating status of NorNed has made no statistically significant dif-
ference to the volatility of the South Norway electricity price is not surprising. Since it is in the
interest of domestic reservoir generators to arbitrage any significant price spikes, the addition
of an interconnector is unlikely to either increase or decrease price volatility in that market.

7 Conclusion

This paper uses statistical inference to estimate the effect of the recently constructed intercon-
nector between the Netherlands and South Norway on the level and volatility of electricity prices
in those two markets. Its main purpose of is twofold. Firstly it is to check whether the incentives
for private transmission operators to invest in transmission capacity are below the socially opti-
mal level because additional transmission capacity by any player reduces the profits from exist-
ing transmission capacity belonging to that player. This argument relies on economies of scale
in transmission investment. Secondly it is to check whether interconnectors can be an effective

37This figure is calculated using a simulation, which may be obtained from the author on request.
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means of reducing electricity price volatility in the connected markets, something that is likely
to be increasingly important as the proportion of wind capacity in the overall EU generation mix
increases.

Whilst the focus of this paper is on the NorNed interconnector, the results are more widely ap-
plicable to the issue of connecting electricity markets by merchant interconnectors. On the first
question, the results presented here suggest that lumpiness in transmission investment is un-
likely to introduce any serious distortion into the investment decision of private transmission
operators. Since NorNed consists of two 350MW cables, one such cable can be considered to be
the smallest increment beyond which economies of scale can be expected to be small. Given the
estimated average effect on the APX price of NorNed as a whole, the vast majority of the benefits
from additional interconnector capacity is likely to be accrued to its owners. There is nothing to
suggest that merchant interconnectors with capacity on the scale of NorNed cannot be provided
competitively by private profit-maximising operators.

On the second question, the results presented here suggest that the effectiveness of merchant
interconnectors on the scale of NorNed in reducing electricity price volatility is likely to be lim-
ited. Given that NorNed connects the Dutch market to a reservoir system characterised by sta-
ble prices, NorNed represents an upper bound on such capability for interconnectors of its size.
It must therefore be concluded that interconnector capacity considerably greater than that of
NorNed would be required to achieve significant electricity price stabilisation.

It is important to note that this paper measures the static effects of the interconnector on the
two connected markets. It does not consider the dynamic effect on investment resulting from
the change in the deterministic and stochastic properties of prices. Finally, it must be noted
that these results are obtained under conditions where interconnector capacity is sold in an
explicit auction and market coupling is not implemented between the two connected markets.
It is possible that the results are driven partly by the market inefficiency resulting from failure
to implement market coupling. Since it is impossible to check that counter-factual at this stage,
the question of whether market coupling would make a difference to the results presented here
is left for future research.
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A Frequency distributions of log electricity prices

Figures 10 and 11 plot the frequency distributions of sample log APX and log South Norway
prices. These distributions are compared against a plot of a normal distribution with mean and
variance parameters calculated from the corresponding log sample price data.
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Figure 10: Frequency distribution of log APX prices
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Figure 11: Frequency distribution of log South Norway prices

The distribution of log APX prices displays only a moderate amount of skewedness and kurtosis
compared to a normal distribution with identical mean and variance parameters. The distribu-
tion of the log South Norway price is skewed and displays a more significant amount of kurtosis.
It is also not characterised by a single peak in frequency around the mean.
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B List of variables

lapx

Inwp
powernext
Igas

Icoal

lets

nicap

norned

op

break

coup

peak

H1 - H23
mon-sat

hol

jan - nov
nnw1 - nnw34
nww1 - nww36
hres1 - hres3

dres1 - dres3

Log APX electricity price (EUR)

Log South Norway nodal price (EUR)

Log French electricity price (EUR)

Log APX gas NL price (EUR per MWh)

Log coal 3 month future price (EUR per ton)

EU ETS log cabon price (EUR)

Planned available generation capacity in the Netherlands

Power flows from NO to NL (MW)

Dummy variable indicating the availability of NorNed

Dummy variable indicating the construction of NorNed

Instrumented power flows from NO to NL when lapx powernext (MW)
Instrumented power flows from NO to NL in peak hours (MW)

Hourly dummy variables

Week day dummy variables

Dummy variable for public holidays in the Netherlands (non-weekend)
Monthly dummy variables

Regional temperature and wind observations for the Netherlands
Regional temperature and precipitation observations for Norway
Average historical regional reservoir levels in Norway (%)

% deviation in Norway's regional reservoir levels from historical average
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Hourly
Hourly
Hourly
Daily
Daily
Daily
Hourly
Hourly
N/a
N/a
N/a
N/a
N/a
N/a
N/a
N/a
Daily
Daily
Weekly

Weekly

Bloomberg
Nord Pool
Bloomberg
APX

EEX
Bloomberg
Tennet
Statnett
N/a

N/a

N/a

N/a

N/a

N/a

N/a

N/a

KNMI
eKlima
NVE

NVE



C Autocorrelations of ARMA residuals
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Figure 12: Autocorrelations of residuals from log APX price ARMA model
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Figure 13: Autocorrelations of residuals from log South Norway price ARMA model
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D Newey-West regression outputs

Regression with Newey-west standard errors Number of obhs = 28008
maximum Tag: 1000 Fi 4%, zFags) = 297.44
Frob = F = 0. 0000

HeEwey—wWes t
Tapx Coef. std. Err. t F=|t] [28% Conf. Interwal]
H1 —-1434873 - 0109667 -13.08 0. 000 —« 1649826 —=121992
H2 —-3104861 -0210163 —14.77F 0. 000 —.351679 -« 2692932
H2 —- 4667947 -0321484 —14.52 0. 000 —.5298071 —.4037822
H4 —.6388303 -0403788 -15.82 0. 000 —. 7179748 -.5596850
HE —.6F7827e - 0398182 =17.02 0. 000 —. 7558731 —.509782
He& —- 4740845 - 0329796 —14.38 0. 000 —. 538726 —. 409443
H7 —.300603 - 0345816 —8.69 0. 000 —. 3683847 —.2328214
HE -0616014 -031241 1.97 0.049 - 0003675 -1228352
H= -2320033 -D0256358 9.05 0. 000 -181756 -2822507
H1O -39L783 -0224287 16.89 0. 000 - 349842 - 441724
H11 - 4793297 0262737 18.24 0. 000 -4278321 -5308274
H1z -5612929 -0335724 16.72 0. 000 - 4954804 -6270963
H132 -4479082 -0233527F 19.18 0. 000 - 4021357 - 4936807
H14 -4017055 -0248205 16.18 0. 000 -3520561 -4503548
H1E -3305881 -0229423 17.81 0. 000 - 2826581 3775182
H1& -2420131 0232677 10.40 0. 000 = 1964072 - 287619
H17 -2200674 -0272491 5.08 0. 000 -1666578 -273477
H1& -340879 -0531703 6.41 0. 000 -2366627 -4450953
H13 -397191 - 054988 F.22 0. 000 - 2894119 - 5049702
HzO -3520708 - 0454414 F. 7L 0. 000 - 2620024 -4411381
Hz1 -2909399 - 0314407 9.25 0. 000 - 2293146 -3525652
Hz 2 -1670318 -0194154 .60 0. 000 -1289766 - 2050869
Hz3 -1254234 - 0109981 11.40 0. 000 -102 8666 -1469801
jan -1032524 - 0469806 2.20 0.028 - 0111506 -1953543
Teb -1111076 - 0471048 2.36 0.018 01878 -2034353
many —-1500304 - 0454006 -3.30 0.001 — 2390179 —. 0610429
aug —.1281545 - 0744399 -1.72 0. 085 —. 2740603 -0177513
oct -2220203 -D75 483 2.94 0.003 - 0740699 -3E99707
o 1755718 050324 3.49 0. 000 - 0769342 - 2742094
man -1549904 - 0285989 5.42 0. 000 - 0989351 -211045&
tue -1463913 - 0307799 4.76 0. 000 - 0860612 2067214
wied -1454671 -0269786 5.39 0. 000 -0925878 -1983464
thu -105390& -0279103 3.78 0. 000 - 0506852 -1600961
fri —.0557504 0291742 -1.921 0.05& —=1129232 -0014324
sat —-3690219 - 0254375 —-14.51 0. 000 —« 4188807 —-«3191631
hal —-.1582435 - 0489919 -3.23 0.001 —. 25427 —-.0622169
Tgas -4411542 -072844 6.06 0. 000 -2983765 -583932
lets -4708047 - DE71805 5.40 0. 000 2999287 -6416827
norned —.0110671 - 0052178 —2.08 0.037 —. 0214902 —. 0004290
break -2417231 - 0574644 4.21 0. 000 = 1290901 -354356
Arw3 —.0075188 - 0026964 —2.79 0. 005 —. 0128039 —-.0022338
MG -0044179 - 0023703 1.86 0. 062 —. 000229 - 0090649
[aly "'l -0066478 - 0022843 2.91 0. 004 - 0021705 -011125
Arwll —.0035067 - 0012158 —2.67 0. 008 —« 00E0857F —. 0009277
AMWl1s —.0065158 - 0024274 —2.68 0. 007 —. 0112736 —. 001758
AWz 0 - 0048165 - 0018807 2.56 0.010 -0011302 -0085027
Az 2 —.0059753 -0D1FF7E -3.36 0.001 —. 0094593 -.0024913
Frwz 2 -0053953 - 0014453 3.73 0. 000 - 0025625 -0082281
_Cons -5879848 = 2492301 2.36 0.018 - 0994817 1.076488
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Regression with Newey-west standard errors Number of obhs = 28008
maximum lag: 1000 FiL 24, 27373) = 20.44
Frob = F = 0. 0000

Hewey—wes t
T hwp Coef. std. Err. t F= |t [95% Conf. Interwal]
H2 —. 0102536 - 0060224 -1.70 0.089 —. 0220579 - 0015507
H2 —.0255269 0127777 -2.00 0. 046 —.0505718 —. 0004821
H4 —.0388766 -0172753 —-2.25 o.024 —.0F27360 —. 0050162
HE -.03e82792 - 01803939 -2.03 0. 042 —. 0722047 —-.0013512
HE -0373931 - 0057801 &.47 0. 000 0260638 0487224
HZ - 068911 - 007925 .70 0. 000 0533777 - 0844444
H10 -07F17208 - 0097694 F.34 0. 000 .0525723 - 0908692
H11l -0730911 -0115134 6.35 0. 000 -.0505146 -095 6677
H1z - 06799247 - 0120206 5.66 0. 000 0444337 - 0915557
H1Zz - 0610269 -0117249 5.20 0. 000 0380455 - 0840082
H14 0523627 - 0108552 4.82 0. 000 .0310859 -0736394
H1E% -0481589 - 0099618 4.83 0. 000 .0286333 -DE7F6E44
H1& -0443352 - 0094974 4.67 0. 000 -0257239 -DE629546
H17 - 0494499 - 01025 4.78 0. 000 0291634 -0e97363
H1E - 0576602 - 011581 4.98 0. 000 0249698 - 0803685
H1% -05731 0112761 5.08 0. 000 -0352084 - 0794117
Hz 0O -0512281 -0107365 4.77 0. 000 -030184 -0F22722
Hz1 -0427772 -0105422 4.06 0. 000 -022114 - 0634404
HzZ -037985¢& - 010901 3.48 0. 000 0166191 0593521
Hz23 -0264952 - 0107678 2.46 0.014 0053899 - 0476006
mar —-.2132309 - 0755206 -2.82 0. 005 —.3612549 —. 065207
man -0513905 -020635 2.49 0.013 -0109449 -0918362
tue -05784 - 019003 3.04 0. 002 .0205933 - 0950867
wed -0590277 - 0205265 2.88 0. 004 ~O1879247 - 0992 07
thu -0478315 - 0155014 3.09 0. 002 0174479 -07F82151
Tri -0343143 -0127782 2.69 0. 007 0092684 - 0593602
Tecoal -3821909 -1761054 2.17 0.030 -0370158 -F27366
lets -6332518 -1630449 3.88 0. 000 -3136758 -952B277
norned -0142272 - 0102771 1.38 0.166 —. 0059164 -0343709
dresl —.0519236 - 0079099 -6.56 0. 000 —. 0674274 —. 0364199
a2 —.0087061 - 0041827 -2.08 o.037 —. 0169044 —. 0005078
a3 —.0491981 -0110219 —4.46 0. 000 —. 0708015 —. 0275947
a2 0 —-. 0077042 - 0045882 -1.68 0.093 —. 0166981 -0012882
a2 2 - 0119666 - 0040978 2.92 0. 004 0029246 - 0199985
_cons —- 0086557 =993611 -0.01 0.993 —1.956182 1.93887
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E ARMA regression outputs

Time-series regression -— AR disturbances
Sample: 1 - 28008 Number of obs = 28008
Distribution: Gaussian wald chiz (73] = 3.16et06
Log Tikelihood = 2277.022 Frob = chiz = 0.0000
apa
Coef, std. Err. z P=|z| [95% Conf. Interwval]
Tapx
H1 —.14057 -0226851 -6.20 0.000 —.185032 —.096108
Hz -.3016611 038931 -7.75 0.000 —.3F 79645 —-.2253576
H2 —.451289 - 0502008 —-§.99 0.000 —. 5496808 —.3528971
H4 —. 6191768 - 0602084 —-10.28 0.000 —. 7271821 —. 2011706
HE —u65FFIFT - 0669082 —9.83 0.000 —. 7888753 —. 5266001
H& —. 4591571 0702776 —6.53 0.000 —. 5968986 —=3214155
H7 — 2921045 - 0708847 —4.12 0.000 —.4710361 —153173
HE -D664975 -0722388 0.92 0.357 —. 0750879 - 208083
H3 -2362202 -0758429 3.11 0.002 - 0875707 -3848696
H1d -3996527F -0F87025 L.08 0.000 .2453086 -5539068
H11 -4829154 - 0832099 L.80 0.000 -319827 -6460039
H1z .SE48077F - D85S §993 6.58 0.000 .396448 7331673
H1z -4523831 - 0901281 c.02 0.000 “2FEFI5Z -&220309
H1l4 4079276 - 0920792 4.43 0.000 2274557 -5883004
H1E =-339540% 0925137 .67 0.000 -1582171 -520864
H1& -2549315% - 0935987 2.72 0.006 0714814 -4383816
H17 = 2377066 - 0884099 2.69 0.00F 0644263 - 4109868
H1& =3619253 0792561 4.57 0.000 - 2065862 -5172643
H12 -4167199 -0713455 L.84 0.000 .2768854 -5565545
Hzd -3670568 -0633669 .79 0.000 .24286 -4912536
Hz1 -3008843 -0551289 L.46 0.000 -1928338 -4089349
Hzz -1726123 - 0441467 3.0 0.000 -0860863 -2591382
Hzz 1275206 -0ZE150& 4.53 0.000 0723464 = 1826947
jan -1592088 0615777 2.59 0.010 0285188 - 2708989
Teb 0255252 -0&7315 0.38 0.704 —. 1062997 =1574701
man” —. 0904668 -0530558 -1.71 0.088 —.1944543 -0135206
aug —« 0800055 0506727 -1.58 0.114 —.1793221 -0193112
oct —« 0169002 - 0654476 —0.26 0.796 —.145175 =1113747
now -D34356 - 0609943 0.56 0.573 —. 0851906 -1539026
mon -0414354 -0232978 1.78 0.075 —. 0042274 - 0870982
tue -0056673 -0334275 0.17 0.865 —. 0598493 -071184
wed -0112902 -03744 0.30 0.763 —. 0620909 -0846713
thu -0211612 - 035 668D 0.59 0.553 —. 0487485 - 0910709
fri 0285257 0271477 1.05 0.293 —. 0246827 -0817341
sat —.12236504 0172273 —7F.17 0.000 —. 1574428 —. 098749
hol —- 0904641 - 0287092 —3.15 0.002 —.1467331 —. 034195
Tgas -0903701 - 0268604 3.36 0.001 0277246 -1430155
lets - 0067089 - 1580589 0.04 0.966 —.3030808 =3164987
norned —.0038151 -0020384 —-1.87 0.061 —. 0078103 -D0O01801
break —.0698533 -1350253 —0.52 0.605 —.334498 -1947914
nrw3 —.00241386 -0012625 -1.92 0.055 —. 004893 - 0000559
nrws -0016416 -0012397 1.32 0.185 —. 0007881 - 0040713
Ny . 001909 - 0014918 1.28 0.201 —. 0010148 . 0048329
nwll —. 0011875 - 000902 4 =1.32 0.188 —. 0029562 - 0005812
AwWlE —. 0010927 - 0014641 —0.75 0.45% —. 0030624 001777
nrwe 0 —. 000456 - 0012867 —0.35 0.723 —. 0029778 - 0020658
AWz 2 —« 0015085 - 001002 4 -1.50 0.132 —. 0034732 - 0004561
AWz 3 - 0008207 - 0008683 0.96 0.339 —. 0008711 -0025325
_Cons 3.421711 -5479989 6.24 0.000 2.347253 4.495369
ARMA
ar
L1. -F985796 -0012149 657.32 0.000 -7951984 - 8009608
Lz. -.0044763 . 0014904 -3.00 0.003 -.0073974  —.0015552
L4. —-.040793 0017982 —22.68 0.000 = 0443177 —.0F72684
L7 -0396479 0034125 11.62 0.000 -032959% - 0463264
L1&. —-.0211283 005534 —3.82 0.000 —.0319747F —. 010282
L17. -0398489 0052102 F.65 0.000 0296371 - 0500607
L21. -0234084 -0033392 F.01 0.000 0168637 -0299531
L23. -D0407517 -0027904 14. &0 0.000 -0352827 -0462207
L24. -D630636 002587 24_38 0.000 -0579931 -0681341
Lz&. —-.0563146 -0024473 —23.01 0.000 —.0611112 —.0515179
L27. -0152342 -0042291 3.60 0.000 -0069452 -0235232
Lz&. —-.0192585 -0035264 =5.4& 0.000 —.028617 —.0123469
Ld4&. - 0418015 -0041459 10.08 0.000 0336756 - 0499274
L42. —. 0506005 - 0040244 —12.57 0.000 —. 0584882 —. 0427128
L72. -0432212 0047497 9.10 0.000 -0239218 - 0525405
L73. —-.0307434 - 0054064 —5.69 0.000 —- 0413397 —. 0201471
L9&. -0322983 - 00506 6.38 0.000 -02238308 -0422158
L97. —.034763 - 0050078 —6.94 0.000 — . 0445782 —a 0249478
Liz0. -D238396 -0051685% 4.61 0.000 -0137095% -0339697
Li1z1. —-.018183 - 004954 —3.67 0.000 —.0278927 —. 0084734
L143. -0610365 -0013001 46.95 0.000 -0584883 -0635846
Ll44. —.0135448 . 001759 =F.70 0.000 —.0169924 —. 0100972
L1&7. -0314328 0021719 14.47 0.000 0271759 =035 6E80E
L1&s. -1786239 -0015194 117.5& 0.000 -175646 - 1816019
L1&39. —.15029c8 0017872 —84.1% 0.000 —-1538999 —« 1468928
SSIGMAZ - 0497635 - 0000679 ¥33.08 0.000 - 0496305 - 0498966
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Titme-series regression -- ARMA disturbances

Sample: 1 — 28008 Number of obs = 28008
Distribution: Gaussian wald chiz (78] = 32.25e+07
Log Tikelihood = 44518.21 Frob = chiz = 0.0000
QFaG
Coef, std. Err. 2 F=|z| [25% ConT. Interwval]
Trap
Hz —.0149293 -0021796 —6. 85 0.000 —.0192012 —. 0106573
H2 —.0225264 -0029312 —¥.53 0.000 —.028289 —.0166638
H4 —.0275073 -00303 -9.08 0.000 —.0334459 —.0215686
HE —.0202784 -0018937 =-10.7& 0.000 —=. 0240901 —. 0166668
HE -0229439 -0021304 10.52 0.000 0186705 0272174
HZ -0473598 -0041961 11.29 0.000 0291257 -D5L584
H10o -0492249 - 0068072 F.23 0.000 0358831 0625667
H11 -0559562 -0104498 L.35 0.000 0354749 - 0764375
H1z -0586228 -0143481 4.09 0.000 020501 - 0867445
H13 -05919& -0168529 3.51 0.000 -0261649 -D92227
H14 -0557329 -0167698 3.32 0.001 -0228647 -0886011
H1E -053975 -0153661 3.51 0.000 .023858 - 084092
H1l& -0500543 -0133504 3.75 0.000 -.023888 -0F62206
H17 -0562081 0120959 4.65 0.000 0225005 - 0729157
H1l& - 0660052 -0119209 .54 0.000 - 0426407 - 08036908
H12 0666431 -0114718 L.81 0.000 - 0441588 -0891273
HzO - 0605996 0110277 L.50 0.000 0289857 -0822135
Hz21 -0503526 -009181 L.48 0.000 0323581 -DE83471
Hzz -0412339 -0065023 6.34 0.000 -0284896 -D539781
Hz3 -0258939 -0033632 F.70 0.000 -0193022 -0324855
mar —.0052373 -0355192 —0.15 0.883 —. 0748536 -D&4379
man -0DD88676 -0033166 2.67 0.008 -0023673 -015368
tue -014583 -0041458 3.52 0.000 0064572 0227087
wed -0186849 -0041839 4.47 0.000 - 0104846 - 0268852
thu - 0040071 -0029168 1.02 0.206 —. 0036697 -0116828
Tri —. 0054917 0030656 -1.79 0.073 —. 0115002 - 0005169
Tcoal =1132169 1175978 0.9 0.336 —.1172705% -3437043
lets —. 0149462 062516 —-0.24 0.811 —.1374754 -1075829
norned -0058419 - 0003z 19.47 0.000 0052539 -D0&4299
dresl —.0036941 -001011 —3.65 0.000 —. 0056755 —.0017127
gLt -0000103 -0003357 0.03 0.976 —. 0006477 -D006682
Flintni3 .0001918 . 000738 0.26 0.795 —-.0012546 . 0016383
a2 O —.0004411 - 0002995 =1l.47 0.141 —=. 0010281 - 0001459
Flnb2 2 - 0007175 -000214% 2.24 0.001 0002971 -0011378
_Cons 3.127905 5062022 6.18 0.000 2.135766 4.120043
ARMA

ar
L1. 1.135519 -0011478 989.26 0.000 1.133269 1.137769
Lz. -.2492302 .0019131 -130.28 0.000 —.2529798 -.2454806
L2, —.0218083 -D0Z6B57 -8.12 0.000 —. 0270721 —-.0165444
L4. - 0092512 ~D0ZEF2ZD .60 0.000 - 0042083 -014294
LE. —.0132792 0022266 —4.12 0.000 —. 0196023 —. 0069552
L7 - 0405308 - 0027409 12.13 0.000 0320828 - 0470789
L9, -0290628 - 0039605 .34 0.000 - 0213004 -0368252
L1o. —.0310717 0046398 —6.70 0.000 —« 0401655 —. 0219779
L11. -0192955 0050977 3.79 0.000 -0093041 -D292869
L1z. - 0092688 - 0049669 1.87 0.062 —. D0D4662 -0150038
L13. —. 0095705 -0033678 —2.84 0.004 —. 0161712 —.0029698
L1d. -0238346 -.0037297 6.39 0.000 -0165246 -0311446
L1&. —-.0113141 - 0043084 —-2.63 0.009 —. 0197584 —-.0028699
L17. - 0060982 - 0041869 1.46 0.145% —. 0021081 -0143045%
Lzo. -01042432 0026406 2.95% 0.000 - 0052488 -0155999
L21. - 050073 0035548 14.09 0.000 - 0431056 -0570403
Lzz. - 0286209 - 0041199 6.95 0.000 - 020546 -0366957F
L23. —. 059522 0031371 —18.97 0.000 —. D65 6706 —-.0533733
Lz4. -1294614 - 0030067 43.06 0.000 -1235683 -1353546
L2E. —.1143585 - 0029043 —35.38 0.000 —.1200508 —.1086662
Lz&. -0259225 -D042796 6.06 0.000 -0175347 -0343103
Lz7. —.0145487 -0051141 -2.84 0.004 —. 024572 —.0045253
LZ&. —.0028322 0039147 -0.72 0.469 —. 0105049 - 0048405
L47. -01516832 - 001980 7.e3 0.000 - 0112608 - 0190667
L45. —.0018514 0023315 —-0.79 0.427 —. 0064211 -0027183
L42. —.0201223 0025572 —7¥.87 0.000 —. 0251343 —.0151102
L72. - 0286075 - 0031092 9.20 0.000 0225136 -0347014
L73. —.0266981 -00z280132 —9.53 0.000 —. 0321885 —.0212077
L35, -0095718 - D031865 3.00 0.003 -0033265 -0158172
L3&. - 0088469 -D046128 1.92 0.055 —. 0001941 -0178879
La7. —-.0098324 -0032639 -3.01 0.003 —. 0162295 —.0034353
L113. —. 0092612 0047424 =1.95 0.051 —.D1E5561 - 0000337
L1z0. -0320c16 - 00652 4.92 0.000 ~O019282& - 0448406
L1z1. —.0309179 0029122 —7.90 0.000 —-DFELBED —.0232499
L1l44. -0363512 - 0026089 13.93 0.000 -0312378 - 0414647
L145. —.0283358 - 002642 -10.73 0.000 —.033514 —.0231577
L1&7. - 0350895 0025514 13.75 0.000 - 0300889 - 04005901
L1&8. -0813132 -0031838 25.54 0.000 -075073 -0875533
L1&3. —.1110054 - 002061 —-53.86 0.000 —.1150449 —.1069659

ma
Lag. .0015173 .0023747 0.64 0.523 -.0031371 .0061716
LED. -0602873 - 002349 25.66 0.000 0556832 -0648913
LEL. - 04918432 0029772 16.52 0.000 - 0423401 -055019%
LE2. —« 0087905 - 0036005 —2.44 0.015 —- 0158474 —.0017337
L1&9. 0411122 0027431 14.99 0.000 -0357359 - 0464885
SSIGMAZ -0024374 I.47e-06 F02.06 0.000 -0024306 -0024442
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F EGARCH regression outputs

ARCH Tamily regression -- ARMA disturbances and mult. heteroskedasticity
cample: 1 — 28008 Number of obs = 28008
Distribution: Gaussian wald chiz (73] = 1.26e+06
Log Tikelihood = 20647.92 Prob = chiz = 0.0000
ara
Coef. std. Err. z F=|z| [25% Conf. Interwal]
Tapx
H1 —.0448146 0086926 =5.16 0.000 —.D618519 = 0277774
Hz —« 1467855 0122786 —11.9% 0.000 —« 170851 —.1227199
H2 —-.2313309 0163241 —-14.17 0.000 —a2633255 —--1993363
H4 -« 3097662 0196383 —15.77 0.000 —« 3482565 —.2712759
HE —=3145269 0215734 —14.58 0.000 —« 35681 —.2722439
H& -.12084 -0237419 -5.09 0.000 —.1673733 —.0743067
HF -09773 -0276882 3.53 0.000 -0434622 -1519978
H& -3639005 -.0Z285003 12.77 0.000 - 7080409 -4197602
H3 -3845485 -0267542 14.37 0.000 -F321113 -4369858
H10 . 4059841 .0247393 16.41 0.000 3574961 .4544722
H11 = 4140768 0231232 17.91 0.000 -FEEFEEL -459397¢6
H1lz = 4507867 0219758 20.51 0.000 - 4077149 -49285L85
H132 -393296 0206967 19.00 0.000 -3527312 -4338607
H14 -3831801 0197034 19.45 0.000 -F445622 -4217979
H1E =3597197F 0189115 19.02 0.000 -F226539 -3967F855
H1& -3026834 -0179799 16.83 0.000 -2674434 -3379234
H17 -256755F -0171521 14.97 0.000 -2231383 -2903732
H1s& -2557374 -0168202 15.20 0.000 -2227703 -2887044
H13 -2648132 -016361 16.19 0.000 -2327463 -2968801
Hzd -2109485 -015245 13.84 0.000 -1810689 -2408281
Hzl =1651447 - 0170604 12.64 0.000 =1395468 -190742¢6
Hzz -0711862 0102802 &.92 0.000 -0510273 -0913351
Hz2 - 0808239 0063546 12.72 0.000 - 0683702 -092288¢6
jan -0131491 0205882 0.64 0.523 —. 0272032 -0535013
Teb —. 0619743 0185971 —-3.33 0.001 —. 098424 —.0255246
may —. 0792023 0231077 —3.43 0.001 —a1244926 —-.033912
aug —-.0513624 -0186182 —2.76 0.006 —. 0878533 —.0148714
oct -0250814 -0206516 0.82 0.413 —. 0349946 -0851575
now -123797 -0291384 4.25 0.000 - 0666866 -1809071
man -.0206403 -.D07I66E5 —-2.80 0.005 —.0350784 —-.0062022
tue -.0518114 0098223 =5.27 0.000 —. 0710626 —-.0325601
wed —. 0817717 0122141 —6.69 0.000 —« 1057108 —. 0578325
thu —.11622:7 0127976 —8.42 0.000 —a1432696 —.0891838
Tri —.0808263 0133856 —6.04 0.000 —. 1070616 —-.054591
sart -.0331336 - 0084281 —-3.93 0.000 —. 0496523 —.0166149
hal —. 051797 - 015613 —3.32 0.001 —. 082398 -.0211%96
1gas -0743295 -0113944 6.52 0.000 - 0519968 -0966621
lets -1034052 - 0546995 1.89 0.059 —. 003804 -2106143
norned —.0042343 -D006237 —6.79 0.000 —. 0054567 —.0030119
break -2078894 -.D286407 F.26 0.000 -1517546 -2640242
nnw2 —. 0010695 - 00042 65 —2.51 0.012 —. 00129054 -.0002336
ANWE - 0010784 - 0004881 2.21 0.027 - 0001219 - 002035
iyl - 0017535 - 0004782 .67 0.000 - 0008161 - 0026208
Arwll -0002178 0003228 0.67 0.500 —. 0004148 - 0008505
ArWls —. 000241 - 0004911 —0.49 0.624 —. 0012035 -0007216
AW 0 —.001616 0004314 —3.75 0.000 —. 0024616 —« 0007705
AWz 2 - 0006849 -00035 66 1.92 0.055 —. 000014 -0013837
AWz 3 —.0012487 -000314 —3.98 0.000 —. 0018641 —.0006333
_Cons 3.506912 -1844448 19.01 0.000 F.145407 J.868417
ARMA
ar
L1. - 8503405 0046732 181.96 0.000 - 8411813 - 8594998
Lz. — 0448943 - 005026 —8.93 0.000 —a 0547451 —-.0350434
L4. -0121266 0023864 L.08 0.000 - 0074494 -0168038
L7. -0233438 0014415 16.19 0.000 -020518& -D26169
L1&. —-.0153911 -00Z24743 —6.22 0.000 —. 0202406 —.0105416
L17. -0294692 -D0Z24575 11.99 0.000 -0246527 -0342858
Lz1. - 0007047 -0016039 0.44 0.660 —. 0024389 -0038483
Lz3. .0510528 . 002455 z0.80 0.000 0462411 . 0558645
LZd. -1109124 ~D0Z&7FE7 30.15 0.000 1027021 -118122¢
L2E. —«1180425 - 0028690 —30.50 0.000 —a1256274 —«1104575
L27. - 0064879 0032782 1.98 0.048 - 000062 & -0129131
L2&. —. 0079893 0020623 —3.87 0.000 —. 0120312 —.0039473
L45. -0547443 0018442 29.68 0.000 - 0511297 -0583589
L45. —.0483011 0019963 —24.20 0.000 —.0522137 —.0443885
L72. -0325545 0022379 14.55 0.000 -0281682 -0369407
L73. —.0271205 - 002306 -11.76 0.000 —. 0316402 —.0226008
L3&. -0315075 -0017579 17.92 0.000 - 028062 -034953
La7. -.0303072 - 0019169 -15.81 0.000 —. 0340642 -.0265501
L1z0. - 043625 - 0019991 21.82 0.000 - 0397068 -0475432
L1z1. —.0421003 - 0020602 —20.42 0.000 —« D4E13ES —.0380622
L1432, -0143442 0022096 4.47 0.000 - 008053 & -0206349
L1l44. -0253864 - 002135 8.10 0.000 - 019242 -0315308
L1&7. - 0413836 0031558 13.11 0.000 - 0351984 -0475688
L1&8. -1705794 -0043072 39.60 0.000 -1621372 -1790216
L1&9. —.172587 -0030934 —55L.79 0.000 —. 1786498 —.1665241




HET

H1 -963FFF1 -0421088 23.03 0.000 -B872455 1.052309
Hz -0926414 -0451414 2.05 0.040 -0041658 -181117
H2 -BB79847 -0497 406 17.85 0.000 - 790495 -985 4744
H4 -B079264 -0519861 15.54 0.000 7060256 - 9098172
HE - 8912517 - 0500042 17.82 0.000 732453 ~DEDZLH]
He& 1.022719 0512662 19.95 0.000 0222385 1.123199
H7 1.537589 -0510289 20.13 0.000 1.427%74 1.637:03
HES - 8899183 -0589282 15.10 0.000 ~FF44212 1.005415
H2 -3429129 -0545951 6.28 0.000 -2359084 -4499174
H1O -f561021 -0455688 16.59 0.000 6667388 - 8454153
H11l —.0227947 -047196 —0.48 0.629 —.1152972 -DEDFOFT
H1z —. 0665767 -051032 —-1.30 0.192 —. 1665975 -0334441
H132 —.4520632 -0558523 —8.09 0.000 —-.5615317 —.3425948
H14 —.4391465 -0491871 —-8.93 0.000 —-.535551K —.3427415
H1E —.6879529 .0498271 -13.81  0.000 -.78561232 —.590293¢6
H1l& —. 7039774 -0541398 =13.00 0.000 - 8100894 —. 5978654
H17 —-54263590 0514271 —10.5% 0.000 —. 6424508 —.441821
H1E - 1488849 0511766 2.91 0.004 - 0485306 - 2491891
H13 -0307352 -0493395% .62 0.533 —. 0659684 -1274388
HzO —215337 -0530599 —4.06 0.000 —-3193326 —=1113415
Hz1 —=3168314 -0553571 —5.72 0.000 —.4253293 —.2083334
Hz 2 —.381633 -D453561 —B.41 0.000 —. 4705294 —. 2927367
Hz23 —.2236867 -041724 —-5.36 0.000 —.3054642 —.1419091
jan —.7156058 -0470142 —-15.22 0.000 —.8077519 —.6234598
Teb —-1.368698 -0528449 —=25.90 0.000 -1.472272 —-1.265124
mar —.8434445 -0476391 =-17.70 0.000 -.9368155 —. 7500736
apr —.5699341 -048835% =11.&7 0.000 —. 6656499 —.4742184
may —.1360254 0467892 =2.91 0.004 —. 2277308 —. 04432
jun —« 7009785 -05321077 —-12.20 0.000 —. 8050676 —-SDEEE04
jul —-1.11&789 -0523281 —21.34 0.000 —1.21935% —1.014228
aug —a 2452643 -0499537F —18.92 0.000 -1.043172 —a 847357
SEp —1.253467 -051081 —24.54 0.000 -1.3535484 —1.15335
oct —= 3497979 0489433 —7.15 0.000 —a 4457251 —« 2538707
[alui¥y —.5035459 -0535394 —9.41 0.000 —.6084813 —.3986106
break —.6296031 -0730296 —B.62 0.000 —.FF2TIES —. 4864677
op —.1847251 -0728136 —2.54 0.011 —.3274371 —. 0420132
mamn —.933299& -0261263 -35.72 0.000 —-.9845063 —. 882093
tue -1.157021 .030711% -27.67 0.000 -1.21721% -1.096828
wed —=1.183498 0325725 —F&.32 0.000 =1.247339 =1.119&57
thu —-1.171341 -0313228 —37.40 0.000 -1.222723 —1.10995
Tri —a5749192 -0204129 —1E.90 0.000 —. 6345272 —- 5152107
sat -5108861 027043 18.89 0.000 -4578829 -5638894
hal -4018784 -0488523 .23 0.000 -3061296 4976271
_Cons —2.582253 -0553265 —46.67 0.000 —2.69069 —2.473815
ARCH
earch
L1. —. 0057218 -0052398 -1.09 0.275 —. 0159916 - 0045481
L2. —. 0088207 0054233 -1.63 0.104 —- 0194501 - 0018087
L3. —. 0306887 0042116 —7F.29 0.000 —.0389432 —a 0224342
L24. —. 0092912 -0052269 -1.78 0.075 —. 0195357 - 0009533
LzE. -015392 - 0049466 3.11 0.002 -00569363 -0250871
Lz&. —.0241481 -0045778 —5.28 0.000 —.0331205 —. 0151757
L14z. —. 000369 -0052343 -0.1%9 0.853 —.011228 - 0D92 899
L143. —.0401949 .0053148 -7.56  0.000 -.0506118 —. 029778
L1l44. -DDB6788 -0051016 1.70 0.089 —. 0013201 -D1EB67 77
L1&7. - 0440366 -005194 .48 0.000 -0328566 0542167
L1&g, -0268828 -0050152 .26 0.000 0170532 0367124
L311. —. 0558161 - 0048385 -11.54 0.000 —- 0652993 —. 0463328
L31z. -0328725 -0050753 6. 48 0.000 022925 - 0428199
L337. —.0233243 -0052913 —4.41 0.000 —.0326951 —. 0129535
L335. -D0013414 -0050219 o.27 0.789 —. 0085014 -0111842
L4544, —.01439871 -004611 —3.25 0.001 —.0240244 —. 00593498
L4E55. —. 0078735 -0053663 —1.47 0.142 —.0183912 - 0026442
L4732, -0047323 -005145 0.92 0.358 —-.0053516 -01481&3
L4&0. -0F17326 -0052669 13.62 0.000 -0614097 - 0820555
L4E1. -DE42565 -0052704 12.19 0.000 0539268 - 0745862
LEOL, -0589837 0052461 11.24 0.000 -0487016 ~DEDZELE
earch_a
L1. -5¥65197 - 0068172 84.57 0.000 -5631582 -5898811
L2. -4211307 - 0068045 6l1.89 0.000 -4077941 -4344674
L3. -2823122 - 0046998 &0.07 0.000 - 2731007 -2915236
L24. -3026805 -0073568 41.14 0.000 -2882615% -3170995
L2E. -1831548 -0D0&67F999 26.94 0.000 -1698273 -1964823
Lz&. -1567501 -0059117 26.52 0.000 -1451634 -1683367
L14z. -056725 -0072548 F.82 0.000 -0425058 - 0709442
L143. -1875134 -0069718 26.90 0.000 -173849 -2011778
L1l44. - 1768896 -00&7949 26.03 0.000 =1635719 = 1902074
L1&7. -DE26352 -0061076 10.2& 0.000 - 0506645 - 074606
L1&g, -1828188 - 0066207 27 .47 0.000 1707052 -1969322
L211. -07F92299 - 0058894 13.45 0.000 0676368 - 0907729
L31z. -0422848 -0075071 L.63 0.000 0275711 - 0569985
L337. -0FIFIFE -0073087 10.10 0.000 0594729 - 0881223
L3358, - 014963 - 0062996 2.38 0.018 -0026159 -02731
L4544, -1067839 -0057709 18.50 0.000 -0954732 -1180947
L4E55. -0538141 - 0074469 .23 0.000 -0392185% - DEE4097
L4732, —.0135014 -0069476 —2.00 0.045 —.02751483 —. D002 844
L4&0. -0236073 -006F295 3.51 0.000 -0104177 -0367968
L451. -096153 -0079025 12.17 0.000 -0806644 -1116416
LEQG, -1505826 -00&3054 23.88 0.000 -1382242 = 1&29409
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ARCH family regression -- ARMA disturbances and mult.

heteroskedasticity

Sample: 1 - 23008 Number of obs = 28008
Distribution: Gaussian wald chiz(78) = 2.01e+08
Log Tikelihood = 78682.6 Frob > chiz = 0.0000
QPG
Coef, std. Err. z F=|z| [25% Conf. Interwal]
Trep
H2 —. 004623 - 000438 —-10.56 0.000 —. 0054814 —. 0037645
H2 —. 0080389 -0007216 -11.14 0.000 —. 0094533 — . 0066245
H4 —. 0082439 -0007424 -11.10 0.000 —« 009699 —. 0067887
HE —. 0062079 - 0004709 —-13.40 0.000 —.0072308 —.0053849
HE - 0027987 - 0006905 4.05 0.000 0014455 - 004152
H3 - 007844 -0013789 L.6D 0.000 -0051414 - 0105466
H1d - 0084118 -0018397 4.87 0.000 - 0D480& -0120176
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