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Abstract

Word order and information structure in Romeyka: A syntax and semantics interface

account of order in a minimalist system

Nicolaos Neocleous

In this dissertation, I investigate word order and information structure in the light of recent
developments within the minimalist program. I specifically pursue a principled explanation of
word order within the biolinguistic perspective. In that sense, I entertain the thesis that all
properties of the faculty of language contribute to a computationally efficient satisfaction of
interface conditions. The language examined is Romeyka, the only Asia Minor Greek variety
still spoken in the area historically known as Asia Minor (present-day Anatolia, Turkey). The
objective of this study is therefore twofold: (a) descriptively, to examine word order variation
in Romeyka and (b) theoretically, to investigate whether such word order variation could be a
language specific property or, rather, could be accommodated in a minimalist system.
Descriptively, I aim (a) to determine the pragmatically unmarked and marked word orders in
Romeyka, (b) to examine their typological classification and (c) to investigate their evolution.
Theoretically, this dissertation is fundamentally about the role that order plays in the efficient
computation of interface conditions, mainly in regard to the syntax and semantics interface.
Generative Grammar is the study of linguistic capacity as a component of human cognition.
As such, Generative Grammar has made significant progress in identifying some of the
computational mechanisms that distinguish man from animals; the basic tenet is that only
humans appear to possess a mental (universal) grammar that permits the composition of
infinitely many meaningful expressions from a finite stock of discrete units. The basic
compositional operation of grammar is said to be Merge. Merge can create a set K of two
linguistic objects x and y. Set K can be merged with another object z, or with another set of
objects L and so on. Merge imposes a hierarchical structure, i.e. x and y are elements of K, but
not vice versa. Merge is assumed not to impose order, i.e. {x, y} = {y, X}. As such, order is
structure-dependent, i.e. no syntactic operation can make reference to it. It has also been
claimed that hypothetical languages, in which syntactic operations are defined in linear terms,
such that Merge creates an ordered pair <x, y>, are outside of the spectrum of variation defined
by universal grammar. The question I am asking is whether the order of the constituents of a

clause plays a role (a) in the computation from narrow syntax to the semantics interface and
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(b) in the semantic component. I pursue an approach where the constituents of a clause do play
such a role and ask what the implications are for the syntax and semantics interface. The
findings of the dissertation show that order plays a role in the semantic component and in the

computation from narrow syntax to semantic interface in Romeyka.
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nominal phrase
numeral

numeral phrase

object

ordinary interpretation
optative

parameter

participle

past tense

predicative complement
person-case-constraint
phonetic form

phonological component

phase impenetrability condition

plural number

primary linguistic data

past tense, non-perfective aspect

polarity

polarity phrase
possessive
pronoun-dropping

progressive aspect



List of abbreviations

XXVil

PRT
P
PP

SMT
Spec

TO
Top
Top
TopP
TP

particle

preposition
prepositional phrase
question

rich agreement hypothesis
relativiser

subject

semantic component
singular number
sensory-motor system
strong minimalist thesis
specifier

trace

tense

tense head

topic

topic head

topic phrase

tense phrase

VTS

XO
XP

agree features
uninterpretable feature
universal grammar
verb

verb head

verb second

value

little verb

little verb head
vocative case

verb phrase

little verb phrase
value-transfer simultaneity
x (variable)

X head

X phrase

y (variable)






List of symbols XXiX

List of symbols

The following symbols are used in the linguistic examples to represent sounds that are not used

in the International Phonetic Alphabet (IPA):

Symbol IPA Description

S /] voiceless postalveolar fricative
zZ [3] voiced palatoalveolar fricative
ts [t voiceless postalveolar affricate
dz [d3] voiced postalveolar affricate

Notes on intonation marking:

Lexical stress is marked by a sign assigned above the vowel of the stressed syllable. Prosodic

stress is marked by capitalising the stressed syllable. Pause is marked by a comma.
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1 Introduction

1.1 Scope of the dissertation

To understand how despite the poverty of the stimulus, nonetheless children acquire the target
language is a problem inherent in every discussion of the theory of language. Modern and
contemporary linguistic research centred around the names of Ferdinand de Saussure, Roman
Jakobson and, more recently, Noam Chomsky has illustrated that, contrary to the
‘Bloomfieldian’ claim, we can speak of a human language and not only of human languages. I
believe that Chomsky’s argument for the principle of ‘creativity’ (open-endedness) of human
language is decisive. This should guard us from exaggerating linguistic differences, though, of
course, it does not spare us the task of interpretation of linguistic variation. Contemporary
social anthropology shows us that the arrogant late nineteenth-century myth about the ‘pre-
logical’ mentality of ‘primitives’ and the ‘logical’ mentality of Modern Man, has more chance
than the primitive thought to be considered a childish superstition. Cultural evolution (after all
very short in comparison with biological and inorganic evolution) has not as yet produced a
new species of homo sapiens. Human nature is essentially one and the same. On the spatial
plane now, modern science helps human to become at last more universal and ecumenical —
the rest is for the anthropologists.

To this end, this dissertation is essentially an attempt to investigate how linguistic
variation could be accommodated in a universal grammar; in particular, I aim to examine how
word order variation could be part of such a universal grammar.

Against this background, in the generative literature, it had been argued that word order
variation is out of the spectrum of universal grammar; hence it does not play any role in the
efficient computation of interface conditions and mainly in relation to the syntax and semantics
interface (see Chomsky et al. 2017, i.a.). The question I am asking is what if there is evidence
that there is a natural language whose rules and operations are defined in linear terms? If
syntactic operations could make reference to order and if order were to satisfy principles of
efficient computation, then there would be evidence that variation due to order belongs to the

spectrum of Universal Grammar on the one hand and as such order meets the criterion of
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evolvability along with the operation Merge on the other. However, if that is the case, the
emergence of nonlinear orders cross-linguistically will still remain a deep mystery.

My empirical domain is Romeyka, an Asia Minor Greek variety, for the crucial reason
that linguistic phenomena that are attested in Romeyka are not attested in other Modern Greek
varieties and have been phylogenetically linked directly to Hellenistic Greek. Its archaic form
results from sociohistorical factors that forced it to develop in isolation to other Greek varieties
for centuries (see Sitaridou 2016).

Interestingly, the empirical data from Romeyka show that the order of the constituents of
a clause plays a role (a) in the computation from narrow syntax to the semantics interface and
(b) in the semantic component. Thus, I develop a theoretical model to account for word order
variation in Romeyka, in which the constituents of a clause do play such a role and ask what
the implications are for the syntax and semantics interface.

The proposal of the study (a) provides an alternative theoretical model of information
structure within the minimalist program that is principled explained, rather than the
cartographic one (see Cinque 1999, Rizzi 1997), (b) offers a principled explanation of previous
theories on linearisation, such as the Kayne’s Linear Correspondence Axiom (LCA) (1994)
and the Biberauer et al.’s (2014) Final-Over-Final Condition (FOFC), as well as (c) a principled
explanation of word order change due to language contact and (d) provides evidence against
the claim that word order does not play any role in the efficient computation of interface
conditions and mainly in relation to the syntax and semantics interface (see Chomsky et al.
2017, i.a.).

In the remainder of this introductory chapter, I present the theoretical framework I follow
in this study (§1.2.), an introduction to Romeyka (§1.3), the objectives of the study (§1.4) and
the methodology of the study (§1.5). In §1.6, I present a roadmap of the dissertation.
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1.2 Theoretical framework
1.2.1 The architecture of the faculty of language

The approach I pursue in this study follows the recent developments within the framework of
generative grammar, i.e. the minimalist program, which was initiated by Chomsky (1995). The
architecture of the faculty of language (FL) that is typically assumed within the minimalist

program is given in (1):

(1) Lexicon

4

Narrow Syntax: External and Internal Merge
4

PHON & Spell-Out, Transfer » SEM

4

PHON « Spell-Out, Transfer = SEM

4

PHON & Spell-Out, Transfer = SEM

4

The basic operation in narrow syntax is Merge. There are two kinds of Merge operations,
namely External Merge and Internal Merge. The former is presumably the first Merge of the
derivation, while the latter results from movement. Formally, these two operations amount to
the same: two objects are put together and the operation itself does not differ depending on
whether the object comes from the lexicon or whether it is an object that already exists in the
structure that is being re-merged. At certain points during the derivation, pieces of structure are
sent off to the interfaces. These pieces are sent to both interfaces at the same time. This is done
by the operation Transfer. The phonological part of Transfer is called ‘Spell-Out’. In the
literature, these pieces of structure are called phases.

(1) refers to the interfaces as SEM and PHON. The two interfaces are accessed by the
Sensory-Motor system (aka the Articulatory-Perceptual system) and the Conceptual-
Intentional system. This follows Chomsky (2004) who argues that: “The last line of each
derivation is a pair <PHON, SEM>, where PHON is accessed by S-M and SEM by C-I. D
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converges if PHON and SEM each satisfy [interface conditions]; otherwise it crashes at one or
the other interface” (Chomsky 2004: 106).

An insight regarding the syntax and semantics interface is given by Chomsky et al. (2017)
who postulate a quite different view of grammar if we compare it to previous stages of the

generative framework:

“Objects constructed in core syntax must be mapped onto representations that can be
accessed by C-I and S-M systems: SEM and PHON, respectively. Consequently, there
must be an operation TRANSFER that hands constructed objects over to the mapping
components. The mapping to PHON is complex, involving the “flattening” of
hierarchical structure and computation of stress, prosody etc. [...] The mapping to SEM
is more direct, given that hierarchical structure is the input to semantic interpretation;
just how complex it is depends on the obscure question of where the boundary between

the generative procedure and C-I systems is to be drawn” (Chomsky et al. 2017: 8-9).

In the aforementioned quote, no LF is conceived of as a syntactic level of representation. If
there is no LF, then the syntactic structure has to be mapped directly to SEM. Semantic
interpretation is therefore still derived from syntactic representations and even more directly if
there is no intermediate level of representation. Thus, the view here assumes that SEM is

interpretive rather than generative.

1.2.2 Variation in a minimalist system

A recent development within the minimalist program is the adoption of the biolinguistic
perspective, in which, according to Chomsky (2005), three factors must be involved in the

development of language in the individual, as given in (2):

(2) Three factors in language design:
a. Genetic endowment
b. Experience
c. Principles not specific to the FL, the human faculty of language

(Chomsky 2005: 6)
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First, Factor I (see (2)a) is the domain of Universal Grammar (UG). Second, Factor II (see (2)b)
is the external data (E-language) that constitutes the linguistic environment in which language
acquisition takes place. Factor III (see (2)c) comprises “general properties of organic systems”
(Chomsky 2005: 6), the results of physical constraints on the form and development of living
organisms. In the case of FL, a biological organ like any other (a ‘mental’ organ), such third-
factor constraints might include principles of efficient computation and the interface conditions
imposed from outside FL by the semantic (SEM) and phonological (PHON) systems with
which it interacts. Factor III is what distinguishes minimalism from other approaches to FL,
offering a different benchmark for what counts as a genuine explanation (taking us “beyond
explanatory adequacy”, in Chomsky’s words).

The goal of the minimalist program is then to move descriptive technology from Factor
I (the genetic endowment, UG) to Factor III by showing that that technology is dispensable, or
reducible to third-factor effects. A guiding hypothesis that we can entertain in order to pursue
this aim is the Strong Minimalist Thesis (SMT), which states that no aspect of FL is without a
principled, third-factor explanation —specifically, we entertain the thesis that all properties of
FL contribute to a computationally efficient satisfaction of interface conditions (IC). In that
sense (i.e. if SMT were true) then FL would be a “perfect” solution to IC. Such a perfect
solution would comprise an empty UG: logically, if everything is Factor III, then nothing is
Factor I. Clearly, this is too strong a hypothesis —UG cannot be completely empty, otherwise
there would be no FL. The genetic endowment UG, then, should be maximally (but not
completely) empty, consisting of a minimal unexplained residue. The question then arises as
to what that minimal residue must be in order to account for the human capacity.

In such a minimalist system, variation is restricted (a) within the narrow syntax and (b)
at the phonological (sensorimotor) interface. Within the narrow syntax, which is the domain of
the SMT and thus a parameter-free UG, free variation is predicted to occur, with each
competing option a possible choice in every derivation At the phonological (sensorimotor)
interface, to which the SMT does not apply, competing options are resolved consistently in a
language through parametric choices, yielding macroparametric variation at the PHON-
interface.

At this point, I should address the question of the role and nature of formal hierarchies in
current syntactic theory. As is well-known, Cinque (1999: 90, 106) presented an elaborate

functional structure for the clause (i.e. the former IP/TP) of the following type (see (3)):
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(3) Moodspeech Act MOOdEvaluative MOOdEvidential MOdEpistemic T(Past)
T(Future) Moodirealis MOdNecessity MOdPpossibility ASPHabitual
ASPRepetitive(l) ASPFrequentative(l) ASPCelerative(t) MOdvolitional
Modopligation ModAbility/Permission AspCelerative(l) T(Anterior)
ASPTerminative
ASPProximative
AspSgCompletive(I) AspPlCompletive Voice AspCelerative(Il) AspSgCompletive(Il)

ASpRepetitive(H) ASpFrequentative(II) ASpS gCompletive(Il)

Cinque’s evidence for this hierarchy came from converging facts regarding the ordering of
adverbs, auxiliaries and particles in many languages and suffixes, particularly in agglutinating
languages. More recently, Cinque (2006) has developed the hierarchy further.

In a similar way, Rizzi (1997) put forward an elaborated version of the left periphery (the
earlier CP), splitting CP into ForceP, FocP, a possibly iterated TopP and FinP. The original
proposal has been elaborated in various ways; Ledgeway (2010: 51, (80)) summarises these

developments with the following cartographic structure (see (4)):

(4) DeclP FramePl FrameP2 ConcP HypP ExclP ThemePl ThemeP2 IntP C-FocPl C-
FocP2 I-FocP1 I-FocP2 FinP

Biberauer & Roberts (2015) put forth a proposal to account for the parameters in a minimalist
system. According to this study, at a relatively low level of granularity, the clause consists of
the core functional categories; at a higher level of granularity, there are the cartographic
structures. Furthermore, these are not the only syntactically and semantically relevant levels of
organisation in the clause. The phase level is higher than the core functional categories (since
TO, at least, is not inherently phasal); phases are clearly relevant to syntax and semantics and
they are also computed in one way or another, at the PHON-interface. A still higher level of
organisation is the Extended Projection. To summarise, Biberauer & Roberts (2015) suggest

that clauses can be analysed at different levels of “magnification”, as follows:

(5) Extended Projection (V°) > phase (C°, v*) > CFC (C°, T, v°) > “cartographic fields” (e.g.
Tense, Mood, Aspect, Topic, Focus) > semantically/lexically distinct heads.

(Biberauer & Roberts 2015: 4)
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Moreover, Biberauer & Roberts (2015) develop the idea that parametric variation is an
emergent property of an interaction of an underspecified UG, the PLD and third-factor
computational conservativity on the part of the acquirer (see also Biberauer 2017). The two
principal linguistic manifestations of the acquirer’s general computational conservativity are
Feature Economy (FE) and Input Generalisation (IG) (the non-language-specific third factor at
work here can be thought of as the general imperative to “make maximal use of minimal

means”). These can be defined as follows:

(6) a. Feature Economy (FE) (generalised from Roberts & Roussou (2003: 201):
Postulate as few formal features as possible to account for the input.
b. Input Generalisation (IG) (adapted from Roberts (2007: 275):
If a functional head F sets parameter P; to value vi, then there is a preference for all

functional heads to set P; to value vi.

(Biberauer & Roberts 2015: 7)

From an acquirer’s perspective, FE requires the postulation of the minimum number of formal
features consistent with the input. IG embodies the logically invalid, but heuristically useful
inference mechanism of learning from an existential to a universal generalisation. Like FE, it
is stated as a preference, since it is always defeasible by the PLD. More precisely, Biberauer
& Roberts (2015) do not see the PLD as an undifferentiated mass but take the acquirer to be
sensitive to particular aspects of PLD such as movement, agreement, etc., readily encountered
in simple declaratives, questions and imperatives. So, the interaction of the second (PLD) and
third factor-derived (FE, IG) factors is crucial. It may seem as though IG will create superset
traps for the acquirer, but this is not the case if we think of the acquirer as overgeneralising due
to their ignorance of categorial distinctions. This ignorance gradually erodes through the
learning process, as finer and finer distinctions are made as a consequence of the interaction of
all three factors: UG leaves certain options open (essentially many aspects of the formal feature
inventory), the PLD provides evidence regarding which options are needed and FE and IG
ensure that the maximally conservative options are always preferred, but that the formal
distinctions required to capture the observed syntactic patterns are introduced during the

acquisition process (Biberauer & Roberts 2015: 7).
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1.2.3 Word order and information structure in a minimalist system

In the minimalist approach, It has long been believed that ordering information is not

established in narrow syntax but rather at PHON (Chomsky 1995: 334-335) (see (7)):

(7) Nonlinear syntax:
“Syntactic operations/relations make no reference to notions of linear ordering and
directionality.”

(Chomsky 1995: 334)

Narrow syntax only operates on hierarchical structures, as it oblivious to the processes that
transform structures into linear entities. PHON is commonly assumed to contain language-
variable operations of morphology-phonology (Chomsky 1965, et seq.), which implies that the
mechanisms establishing linear order, i.e. linearisation, might fall within the domain of
language variable operations of morphology-phonology and thus may be subject to cross-
linguistic variation. This is a move that is in line with the main principles of the minimalist
program, where syntax is minimalised so as to include the main generative procedures that
combine elements to create larger units, such as Merge and many traditional aspects of that
theory of syntax are moved to interfaces.

Besides, discourse-related elements, such as topic and focus, are purely semantic features

that are only visible and accessible at the interfaces (see (8)):

(8) Configurational syntax:
“These are manifold, involving topic-focus and theme-rheme structures, figure-ground
properties, effects on adjacency and linearity and many others. Prima facie, they seem to
involve additional level or levels, internal to the phonological component,
postmorphology but prephonetic, accessed at the interface along PF (Phonetic Form) and
LF (Logical Form).”
(Chomsky 1995: 220)

This is reminiscent of previous accounts within the Government and Binding framework, in
which discourse-related information is represented and interpreted at LF (Chomsky 1976,
1981, Horvath 1986, Huang 1982, Rochemont 1986) or at an abstract level of representation
derived from LF, for example LF’ in Huang (1984).
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As a matter of principle, it is assumed that “there is no clear evidence that order plays a
role at LF or in the computation from N to LF” (Chomsky 1995: 334). For instance, consider
the following extract from Chomsky et al. (2017):

“PAIR-MERGE is a formally distinct operation from Simplest MERGE, hence raises
problems of evolvability. Ideally, it could be shown to be dispensable. We do not take
up the challenge here; for some suggestive work on adjunction that does not invoke
special operations (but at the cost of introducing other stipulations), see Hunter 2015. As
for parenthesis, it seems to us that the only principled approach consistent with
evolvability considerations relegates the phenomenon entirely to discourse pragmatics,
obviating the need to enrich UG with special operations. That is, parenthetical
expressions, which are frequently elliptical, are generated independently and interpolated

or juxtaposed only in production” (Chomsky et al. 2017: 18).

According to this extract, Merge is assumed not to impose order, i.e. {X, y} = {y, x}. As such,
order is structure-dependent, i.e. no syntactic operation can make reference to it. It has also
been claimed that hypothetical languages, in which syntactic operations are defined in linear
terms, such that Merge creates an ordered pair <x, y>, are outside of the spectrum of variation

defined by UG (see Musso et al. 2003, Smith & Tsimpli 1995).
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1.3 Introduction to Romeyka
1.3.1 Historical context

Romeyka? is the only remaining variety of Asia Minor Greek (henceforth AMG) that is still
spoken in the area historically known as Asia Minor (present-day Anatolia, Turkey). AMG
comprises seven varieties, namely the varieties that were spoken in the areas historically known

as Bithynia, Cappadocia, Goylde, Livisi, Pharasa, Pontus and Silli (Dawkins 1916: 5) (see Map
1):
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Map 1. Asia Minor: the historical berceau (Dawkins 1916: P1. I).

The majority of the AMG speakers were forced to relocate to Greece as refugees in the
aftermath of the defeat of the Greek army in the Greek-Turkish war (1919-22) as a result of the
Treaty of Lausanne for the Population Exchange between Greece and Turkey (1923). Ever
since, AMG varieties have continued to be spoken in Greece and elsewhere across the world
to varying extents, but because of the robust contact with Modern Greek (henceforth MG) in

Greece and other languages abroad, the younger generations became attrited. In Turkey,

2 Regarding glossonymy, I use the term ‘Romeyka’ following Sitaridou (2013) et seq. Schreiber & Sitaridou
(2017) note on Romeyka glossonymy: “Despite the fact that Romeyka is the emic name, Mackridge (1987) uses
the term ‘Muslim Pontic’ as a ferminus technicus for the same variety we document (a practice followed by
Brendemoen 2006, Ozkan 2013 and partially by Bortone 2009). However, we prefer the term /roméika/ in line
with what the majority of speakers use (some speakers may also say /romaika/ or even /rumaika/) as it would be
outside current academic practice to use a term that speakers themselves do not identify with” (Schreiber &
Sitaridou 2017: 2).
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Romeyka is still spoken in the area historically known as Pontus (present-day, Black Sea
district, Turkey) (see Sitaridou 2013).

Romeyka speakers in the Pontus area, by virtue of being Muslims, were exempt from the
population exchange between Greece and Turkey following the Treaty of Lausanne in 1923.
For Pontus, the result was an exodus of Greek- (and Turkish-)speaking Christians, leaving
small enclaves of Greek-speaking Muslims in Turkey.

In fact, today there remain three Greek-speaking enclaves: Of/Caykara, Siirmene and
Tonya (see Deffner 1878, Mackridge 1987, 1999, Michelioudakis & Sitaridou 2012, 2013,
2016, Ozkan 2013, Parcharidis 1880, Saglam 2017, Schreiber 2018, Schreiber & Sitaridou
2017, Sitaridou 2013, 2014a, 2014b, 2016) (see Map 2):
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Map 2. The historical region of Of in Pontus and current Romeyka-speaking enclaves (Sitaridou 2013: 99).

1.3.2 The sociolinguistic background

According to Mackridge (1987) and Andrews (1989), the Romeyka-speaking community in
the Black Sea area consists of approximately 5.000 speakers. This population figure comes
from the last available general census (Genel Niifus Sayimi) from 1965, which records mother
tongue. Based on these records, there were 4.535 Romeyka speakers. However, this number
may not reflect reality due to a biased choice of Turkish as mother tongue and the exclusion of

migration data (see also Brendemoen 2002, Mackridge 1987, Ozkan 2013).
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Crucially, Romeyka is an endangered language due to its massive contact with Turkish.
In ‘Anasta’® —the village from which I collected my data— all of the speakers are bilingual in
Romeyka and Turkish, although the levels of bilingualism vary from simultaneous to additive
bilingualism. Age and gender represent important sociolinguistic variables. Older speakers
qualify as first language (L1) speakers, while younger speakers acquire Romeyka as second
language (L2). The same holds for female speakers, the majority of whom seem to be LI

speakers, whereas male speakers are mostly L2 (see Sitaridou 2013) (see Table 1):

Table 1. Romeyka-Turkish shift (Sitaridou 2013: 104).

Romeyka Turkish
G1 L1 L2
G2 (Late) L1 (Early) L2
G3 Late L1 Early L2
G4 Early L2 L1

Vitality was found to be affected by the following speaker-related variables: (a) age; (b)
language competence; and (c) gender. These variables affect language vitality in the following

ways (Schreiber & Sitaridou 2017: 13):

a. The older the speaker is, the stronger vitality is.
b. The higher the linguistic competence of the speaker, the stronger the vitality is.
c. Females generally hold more positive attitudes than males.

(Schreiber & Sitaridou 2017: 13)

The language vitality of Romeyka is much more threatened than is suggested in the literature.
Crucially, it will take far more for the situation to be reversed (Schreiber & Sitaridou 2017:

13).

* Following Sitaridou (2014a: 29, Fn. 3), I call the village where Dr Sitaridou and I conducted fieldwork ‘Anasta’
to preserve the anonymity of informants and the village.
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1.4 Objectives

Against this background, in this dissertation I investigate word order and information structure
in the light of recent developments within the minimalist program. I specifically pursue a
principled explanation of word order within the biolinguistic perspective. In that sense, I
entertain the thesis that all properties of the faculty of language contribute to a computationally
efficient satisfaction of interface conditions. The language examined is Romeyka, that is the
only Asia Minor Greek variety still spoken in the area historically known as Asia Minor
(present-day Anatolia, Turkey).

The objective of this study is therefore twofold: (a) descriptively, to examine word order
variation in Romeyka and (b) theoretically, to investigate whether such word order variation
could be a language specific property, or rather could be accommodated in a minimalist system.

Descriptively, I aim (a) to determine the pragmatically unmarked and marked word
orders in Romeyka, (b) to examine their typological classification and (c) to attenuate their
evolution.

Theoretically, this dissertation is fundamentally about the role that order plays in the
efficient computation of interface conditions and mainly in relation to the syntax and semantics
interface. The question I am asking is whether the order of the constituents of a clause plays a
role (a) in the computation from narrow syntax to the semantics interface and (b) in the
semantic component. I pursue an approach where the constituents of a clause do play such a

role and ask what the implications are for the syntax and semantics interface.
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1.5 Methodology
1.5.1 Collecting the data

The results reported here were obtained from two corpora consisting of data collected in a
remote part of the Of/Caykara region, in a village, which will be referred to as ‘Anasta’, in
order to preserve the anonymity of the informants and the village (Sitaridou 2014a: 29, Fn. 3):
(a) a corpus consisting of data that were collected during fieldwork I carried out in July 2015
in the village of ‘Anasta’ (see Table 2),* and (b) a corpus of data that were collected during
fieldwork carried out by Dr loanna Sitaridou during her fieldtrips to ‘Anasta’ in July 2012, July
2014 and July 2015 (see Table 3).° The two corpora comprise 14:43:51 hours of audio
recordings; Corpus (a) comprises 06:48:21 hours and corpus (b) comprises 07:55:30 hours.
Throughout the dissertation, I use data from both corpora. There were seven informants, whose

details are shown in Table 4:

Table 2. Nicolaos Neocleous's Romeyka corpus.

Number File Time Year Speaker(s)

1 140102_0006 00:05:56 2015 SO01

2 140102_0007 00:04:17 2015 SO01

3 140102_0008 00:10:41 2015 SO01

4 140102_0009 00:09:08 2015 SO01

5 150702_0010 00:17:32 2015 S02

6 150702 0011 00:14:27 2015 S02

7 150702_0012 00:09:41 2015 S02

& 150702 0013 00:23:31 2015 SO01

9 150702_0014 00:14:16 2015 SO01
10 150702 _0015 00:11:13 2015 S03, S04
11 150702 _0016 00:23:24 2015 S03, S04
12 150702_0017 00:03:20 2015 S03, S04
13 150702_0018 00:15:13 2015 S03, S04
14 150702 _0019 00:10:02 2015 SO01

4 The data on Romeyka result from fieldwork I conducted in the area in 2015 thanks to the Lister Fund granted to
me by Queens’ College, University of Cambridge and funding for work carried out in Cambridge granted to me
by the Faculty of Modern and Medieval Languages, University of Cambridge.

5T am very grateful to Dr Ioanna Sitaridou for sharing with me audio recordings she collected during her fieldtrips
in ‘Anasta’.
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15
16
17
18
19
20
21
22
23
24
25
26
27
28
29
30
31
32
33
34
35
36
37
38
39
40
41
42
43
44
45

1507020020
1507020021
1507020022
1507020023
1507020024
1507020025
1507020026
1507020027
1507020028
1507020029
150702_0030
1507020031
1507020032
150702_0033
1507020034
150702_0035
150702_0036
150702_0037
150702_0038
150703_0039
150703_0040
150703 0041
1507030042
150703_0043
1507030044
150703_0045
150703_0046
150703_0047
150703_0048
150703_0049
150703_0050

00:01:43
00:00:25
00:11:06
00:24:58
00:00:22
00:00:32
00:00:02
00:00:03
00:02:55
00:00:34
00:00:10
00:10:03
00:07:57
00:06:16
00:09:01
00:00:27
00:03:04
00:02:40
00:11:59
00:13:19
00:23:47
00:07:36
00:16:48
00:05:22
00:01:33
00:01:04
00:17:13
00:00:41
00:44:14
00:08:03
00:01:43

2015
2015
2015
2015
2015
2015
2015
2015
2015
2015
2015
2015
2015
2015
2015
2015
2015
2015
2015
2015
2015
2015
2015
2015
2015
2015
2015
2015
2015
2015
2015

S01
S01
S01
S01
S05
S05
S05
S05
S02, S05
S02, S05
S01
S01
S01
S01
S01
S01
S01
S01
S01
S02
S01
S01
S01
S01
S01
S01
S01
S01
S06
S06
S06
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Table 3. Toanna Sitaridou's Romeyka corpus.

Number File Time Year Speaker(s)
1 20120713 192027 00:45:16 2012 SO1, S07
2 812 0004 00:06:55 2012 S07
3 812 0006 00:01:58 2012 S07
4 812 0008 00:14:13 2012 S07
5 812 0012 00:01:15 2014 S07
6 812 0029 00:00:38 2014 SO1
7 812 0044 00:27:48 2014 S07
8 812 0048 00:18:40 2014 S07
9 812 0055 00:03:52 2014 SO1

10 812 0056 00:04:39 2014 SO1
11 812 0057 00:04:20 2014 SO1
12 812 0058 00:07:26 2014 SO1
13 812 0059 00:01:46 2014 SO1
14 812 0061 00:11:04 2014 SO1
15 812 0062 00:16:55 2014 SO1
16 812 0065 00:14:52 2014 S07
17 812 0067 00:05:29 2014 S07
18 812 0068 00:08:44 2014 S07
19 812 0069 00:03:28 2014 S07
20 812 0071 00:08:47 2014 S07
21 812 0074 00:05:36 2014 S07
22 812 0093 00:00:30 2014 SO1
23 812 0103 00:28:32 2015 SO1
24 812 0106 00:27:44 2015 SO1
25 812 0108 00:26:57 2015 SO1
26 812 0109 00:06:04 2015 SO1
27 812 0110 00:00:06 2015 SO1
28 812 0111 00:01:16 2015 SO1
29 812 0112 00:13:01 2015 SO1
30 812 0113 00:19:06 2015 SO1

(98]
[a—

812 0114 00:03:09 2015 SO01
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32 812 0115 00:05:15 2015 SO1
33 812 0116 00:11:25 2015 SO1
34 812 0117 00:00:45 2015 SO05
35 812 0118 00:02:30 2015 SO05
36 812 0119 00:01:19 2015 SO1
37 812 0120 00:11:11 2015 SO1
38 812 0121 00:07:53 2015 SO1
39 812 0122 00:10:51 2015 SO1
40 812 0123 00:03:48 2015 SO1
41 812 0124 00:02:00 2015 SO01
42 812 0125 00:00:31 2015 SO01
43 812 0126 00:16:31 2015 SO1
44 812 0127 00:00:20 2015 SO01
45 812 0128 00:01:23 2015 SO1
46 812 0129 00:04:39 2015 SO1
47 812 0130 00:02:00 2015 SO1
48 812 0131 00:00:52 2015 SO1
49 812 0132 00:00:09 2015 SO01
50 812 0133 00:07:53 2015 SO1
51 812 0134 00:44:09 2015 S06
Table 4. List of participants.
No Participant Gender Year of birth Language Files
repertoire
1 SO01 Female 1969 Romeyka L1 140102 0006
Turkish L2 140102_0007

1401020008
1401020009
1507020013
1507020014
1507020019
1507020020
1507020021
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150702_0022
1507020023
1507020030
1507020031
1507020032
1507020033
1507020034
1507020035
1507020036
1507020037
1507020038
1507030040
150703 0041
1507030042
1507030043
1507030044
1507030045
1507030046
1507030047
20120713
192027
8120055
8120056
812 0057
812 0058
8120059
812 0061
812 0062
8120093
812 0103
812 0106
812 0108
812 0109
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2 S02
3 303
4 S04

Male

Male

Male

1969

2001

2003

Romeyka L1
Turkish L2

Turkish L1
Romeyka
heritage

Turkish L1

812 0110
812 0111
812 0112
812 0113
812 0114
812 0115
812 0116
812 0119
812 0120
812 0121
812 0122
812 0123
812 0124
812 0125
812 0126
812 0127
812 0128
812 0129
8120130
812 0131
812 0132
812 0133
150702_0010
150702_0011
150702_0012
150702_0028
150702_0029
150703_0039
150702_0015
150702_0016
150702_0017
150702_0018
150702_0015
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Romeyka 150702 0016

heritage 150702 0017
150702_0018
5 S05 Male 1978 Romeyka L1 150702 0024

Turkish L2 150702 _0025
150702_0026
150702_0027
150702_0028
150702_0029
812 0117
812 0118
6 S06 Female 1941 Romeyka L1 150703 0048
Turkish L2 150703 0049
150703 _0050
812 0134
7 S07 Female 1941 Romeyka L1 20120713
Turkish L2 192027
812 0004
812 0006
812 0008
812 0012
812 0044
812 0048
812 0065
812 0067
812 0068
812 0069
812 0071
812 0074

The data collection entailed oral interviews based on structured questionnaires (see Appendix
A), as well as spontaneous data. A pilot test of the questionnaires was first carried out with a

Turkish native speaker (speaking the variety of Istanbul, which is said to represent the Standard
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Modern Turkish variety) and a Greek native speaker (speaking the variety of Athens, which is
said to present the Standard Modern Greek variety). The data were audio recorded.

Finally, I draw data on Romeyka from a body of works on Romeyka that have already
been published (see Michelioudakis & Sitaridou 2012, 2013 2016, Sitaridou 2013, 2014a,
2014b, 2016, i.a.).

1.5.2 Interpreting the data

The audio recordings were transcribed in the International Phonetic Alphabet (IPA) and
annotated for the purposes of the study.

This study is in essence theoretical and not experimental, in the sense that I do not provide
any statistics to analyse my data. The reason is crucial and fundamental for the nature of my
study, which focuses on hierarchy rather than frequency. As such, hypotheses are developed
based on empirical observations on primary language data, which lead to the development and
proposal of a theoretical model within the minimalist framework, which makes predictions
about (a) the semantic interpretation of different word orders in Romeyka and (b) the word

orders in Romeyka that are sensitive to change due to their contact with local Turkish varieties.
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1.6 Roadmap

The dissertation is structured as follows:

In chapter 2, I present the basic grammatical features of Romeyka. The analysis of the
Romeyka grammar is non exhaustive at all, while it is presented in a traditional way.

In chapter 3, I examine the respective position of the subject (S), verb (V) and object (O)
in matrix and subordinate declarative and interrogative clauses (both direct and indirect
questions) in Romeyka. The goal of this chapter is to survey word order variation in Romeyka
and to identify the positions of verbs and subjects in a clause in Romeyka

In chapter 4, (a) I determine the pragmatically unmarked word order in Romeyka and (b)
I examine the syntactic distribution and semantic type of the constituents in pragmatically
marked word orders in Romeyka. I specifically investigate topics, foci, wh-questions, multiple
wh-questions and multiple focus in Romeyka.

In chapter 5, I aim (a) to pursue a third-factor (principled) explanation for word order
variation within the minimalist program and (b) to test my analysis for every potential syntactic
derivation of the subject (S), verb (V) and object (O) in Romeyka and map those derivations
into PF and LF rules.

In chapter 6, (a) I aim at typologically classifying Romeyka word order; (b) I compare
word order in Romeyka with word order in (i) Turkish, (ii) Georgian and (iii) Pontic Greek.

In chapter 7, I examine the evolution of VO and OV alternation in matrix and subordinate
clauses in Romeyka.

The dissertation concludes in chapter 8.
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2 An overview of Romeyka grammar

2.0 Introduction

The aim of this chapter is to present the basic grammatical features of Romeyka spoken in
‘Anasta’. The analysis of the Romeyka grammar is non exhaustive at all, while it is presented
in a traditional way. The goal of this chapter is to introduce some basic grammatical aspects of
Romeyka, which are expected to help the reader of this dissertation to better understand the
more complex grammatical features I examine in the remainder of this dissertation.

To my knowledge, so far there has not been any grammar of contemporary Romeyka
(but see Schreiber 2018 for a state-of-the-art attempt to present published and on-going
grammatical research on Romeyka). However, many grammatical aspects of Romeyka have
already been examined and their results are published (c.f. Michelioudakis & Sitaridou 2012,
2013, 2016, Sitaridou 2014a, 2014b, 2016, i.a.).

The grammar presented in this chapter covers aspects that are only related to the
Romeyka spoken in the village of ‘Anasta’ as these are reflected in the corpora examined in
this dissertation. As such, it does not include any microvariation reflected between the
Romeyka spoken either in other villages in Caykara or in the enclaves of Stirmene and Tonya.
However, whenever this microvariation is considered vital for the explanation of specific
features of the Romeyka spoken in ‘Anasta’, a brief comparison between them is made.

In any case, the grammar presented in this chapter is not to be taken as a comprehensive
grammar of Romeyka per se; though, it depicts a sufficient picture of the basic grammatical
aspects that are attested in contemporary Romeyka spoken in ‘Anasta’ and, to my hope, are
descriptive enough to make the remainder of the dissertation easier to be followed by the
reader.

The chapter is structured as follows: in §2.1, I present the basic phonological features of
Romeyka; in §2.2, I present the basic morphological features of Romeyka; in §2.3, I present

the basic syntactic features of Romeyka. The chapter concludes in §2.4.
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2.1 Phonology
2.1.1 Phonemic inventory

2.1.1.1 Vowels

Romeyka has a nine-vowel system /i, y, i, u, e, 0, e, &, a/, shown in Figure 1 below:

Front Central Back
Close iey . weu
Close-mid e 0
Open-mid ® .
&
Open a® o

Figure 1. Romeyka vowel inventory.

In Figure 1, where symbols appear in pairs, the one to the right represents a rounded vowel.
The vowels /y/, /wi/ and /ce/ are only attested in Turkish loanwords (see examples of

words with /y/ in (1), words with /w/ in (2) and words with /ce/ in (3) below); hence, it is open

to debate whether they are part of the Romeyka phonemic inventory or not. The vowel /a/

occurs in inherited words. It is precisely the result of the reduction of the cluster /ia/ (see (4)):
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(1) Romeyka:

a. her yyn (<Turkish her giin ‘every day’)
‘every day’
(S01; 150702_0013; 16:11)

b. énan chythyphane (< Turkish kiitiiphane ‘bookshop’)
‘a bookshop’
(SO1; 812_0062; 09:11)

c. tsi birjylis (< Turkish Birgiil ‘Birgiil’)
‘Birgiil’s’
(S01; 150702_0023; 23:23)

d. 1jylsén (< Turkish Giilsen ‘Gililsen’)
‘Giilsen’

(S07; 812_0065; 05:19)

(2) Romeyka:
a. 1 nazlur hantiim (< Turkish Nazli hanim ‘Mrs Nazli’)
‘Mrs Nazli’
(SO01; 812 _0056; 02:38)
b. swnuf (< Turkish sinif “grade’)
‘grade’
(S01; 150702_0015; 00:04)
c. altdr (< Turkish alt1 *six’)
‘six’
(S01; 150702_0015; 05:28)
d. janw (< Turkish yani ‘so’)

SO

(S01; 150703_0041; 00:08)
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(3) Romeyka:

a. Sceféris (< Turkish gofer ‘driver’)
‘the driver’
(S07; 812_0044; 19:35)

b. ton cerendzin (< Turkish 6grenci ‘teacher’)
‘the teacher’
(SO1; 812_0062; 02:42)

c. cendzZe (< Turkish once ‘before”)
‘before’
(SO1; 812_0062; 16:20)

d. ceméris (< Turkish Omer ‘Omeris’)
‘Omeris’

(S01; 140102_0009; 06:13)

(4) Romeyka:

a. opsare (< Greek psaria ‘fish’)
‘fish’
(SO01; 150703 _0041; 05:48)

b. ospite (< Greek spitia ‘houses’)
‘houses’
(S07; 812_0044; 17:46)

c. ad¢lfe (< Greek adélfia ‘siblings’)
‘siblings’
(S07; 812_0044; 17:21)

d. efteo (< Greek ftiao ‘I make’)
‘I make’

(S01; 812 _0110; 00:01)



Chapter 2: An overview of Romeyka grammar 27
2.1.1.2 Consonants
In Romeyka, 26 consonant phonemes are found, shown in Table 5 below:
Table 5. Romeyka consonants inventory.
Bilabia | Labiodenta | Denta | Alveola | Postalveola | Palata | Vela
1 1 1 r r 1 r
Plosive pb td cJ kg
Nasal m n n 1
Trill r
Fricative fv 00 Sz I3 ¢jJ XY
Lateral 1
approximan
t

In Table 5, symbols to the right in a cell are voiced, to the left are voiceless. Shaded areas
denote articulations that are not attested in Romeyka.

Some of the consonants shown in Table 5 are nonphonemic, i.e., some of them are in
complementary distribution, with one variant appearing in a specific set of phonetic
environments and the other being excluded from these contexts. In what follows, I list the
distribution of these consonants as well as certain peculiarities of the remaining consonants.
This inventory reveals that whether a word is borrowed from Turkish or inherited from
previous stages of Greek has certain effects on the sounds it contains and the patterns of
allophony.

First, [c] and [k] are allophones in borrowed words, in the sense that in the environments
where [c] occurs [k], does not occur: [c] occurs only before [+front] vowels (see (5)a), [k]

occurs elsewhere (see (5)b):
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(5) Romeyka:
a. chitapin (< Turkish kitap ‘book’)
‘book’
(S07; 812_0004; 01:04)
b. okMil:in (< Turkish okul ‘school’)
‘school’

(S07; 812_0048; 00:50)

In inherited words, [k] occurs before [—front] vowels (see (6)a) and in the consonant clusters
where it is the first sound (see (6)b); however, in contrast to borrowed words, [k] in inherited

words undergoes a sound change before [+front] vowels:

(6) Romeyka:
a. katsite (< Greek kdafome ‘1 sit”)

3 2

sit
(S07; 812_0048; 10:26)

b. mikrés:a (< Greek mikri ‘young’)
‘young girl’
(S07; 812_0048; 00:01)

When /k/ occurs before [+front] vowels in inherited words, it undergoes a sound change that is
explained in §2.1.2.2.
Second, [x] occurs before [—front] vowels in inherited words (see (7)a) and in consonant

clusters where it is the first sound (see (7)b):

(7) Romeyka:
a. yorion (< Greek yorion ‘village’)
‘village’
(SO1; 812_0055; 01:19)
b. éryome (< Greek éryome ‘1 come’)
‘I come’

(SO1; 812 _0061; 09:41)
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When /y/ occurs before [+front] vowels in inherited words, it undergoes a sound change that is
explained in §2.1.2.2.
In borrowed words, irrespective of the frontness or backness of the following vowel, /y/

is always /y/ (see (8)a and (8)b):°

(8) Romeyka:
a. hastas (< Turkish hasta “ill’)
1
(S07; 812_0004; 05:34)
b. her (< Turkish her ‘every’)
‘every’

(S01; 150702_0013; 16:11)

Third, [k] in both inherited and borrowed words becomes [g] when it follows the nasal [n] (see

(9)a and (9)b):

(9) Romeyka:
a. éton kala > éton gala (< Greek kala ‘well”)
‘s/he was well’
(S07; 812_0004; 00:47)
b. epiren kazagin > epiren gazacin (< Turkish kazak ‘sweater’)
‘s/he got a sweater’

(S01; 150702_0014; 04:52)

Fourth, in inherited words, [[] occurs as a result of a palatalisation process that [y] undergoes
before [+front] vowels (see §2.1.2.2). It also occurs in words borrowed from Turkish in which

it corresponds to the original [[] (see (10)a and (10)b):

® Note that, throughout the dissertation, I use the voiceless fricative glottal consonant [h] in borrowed words from
Turkish instead of the voiceless velar fricative consonant [], which I use in inherited words from Greek. Whether
the two consonants are distinctive in Romeyka is not clear and is open for future research.
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(10) Romeyka:
a. tsorbas (< Turkish ¢orba ‘soup’)
‘soup’
(S01; 150702_0014; 11:09)
b. konuséfko (< Turkish konusmak ‘speak”)
‘I speak’
(S03; 150702_0015; 02:00)

Fifth, unlike the case in MG, [1] does not seem to have the palatal allophone [£]. Independent
of its position inside a word, it is always [1].

From the above inventory, we can already deduce that inherited and borrowed words
may differ in their consonant inventories. There is one more phonological difference between
inherited and borrowed words which should be mentioned here. Plosives are aspirated only in

borrowed words (see (11)a). In inherited words, on the other hand, they are unaspirated (see
(11)b):

(11) Romeyka:
a. thop"lanétkumen (< Turkish toplamak ‘gather”)
‘we are gathered’
(S01; 150703 _0040; 12:33)
b. auston (< Greek dvyustos ‘August’)
‘August’
(SO01; 150703 _0041; 01:35)

Despite the phonemic differences between inherited and borrowed words, every word has a
unique stress pattern in Romeyka, irrespective of whether it is inherited or borrowed, simplex
or derived. Whether there is a difference between inherited and borrowed words in terms of

their respective syllable structures remains to be seen.
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2.1.2 Phonological processes

There are three notable phonological processes in Romeyka, which I briefly describe in the
following sections, namely geminates (see §2.1.2.1), the palatalization of velars (see §2.1.2.2)

and the deletion of unstressed [i] (see §2.1.2.3).

2.1.2.1 Geminates

In Ancient Greek (henceforth AG), consonant length was distinctive, e.g. uélw [mélo:] ‘I am
of interest’ versus uéiiew [mél:o:] ‘I am going to’. The distinction has been lost in the standard
and most other varieties, with the exception of Cypriot (where it might carry over from AG or
arise from a number of synchronic and diachronic assimilatory processes, or even
spontaneously). In Romeyka, geminates are attested in both inherited (see (12)a) and borrowed
words (see (12)b), yet the consonant length does not seem to be distinctive (further

investigation need to be carried out in the future):

(12) Romeyka:
a. yalas:a (< Greek faiaooa [ Oalasa] ‘sea’)
‘sea’
(S05; 812 0117; 00:17)
b. kal:ion (< AG xailiov [ 'kal:ion] ‘better’)
‘better’

(SO1; 812 0822; 01:02)
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2.1.2.2 Palatalisation of velars

In Romeyka, it occurs palatalisation of the velar consonants [y] (see (13)a and (13)b), [k] (see
(14)a and (14)b), [g] (see (15)a and (15)b and [y] (see (16)a and (16)b) when they are followed

by a [+front] vowel /e/ or /i/. However, only velars in inherited words undergo such a process:

(13) Romeyka:
a. eyo (< Greek eyo ‘I’)
I
(SO1; 812_0822; 01:02)
b. ejéndo (< AG ypiyvouou [ jiynome] ‘become’)
‘it became’

(S01; 140102_0009; 05:19

(14) Romeyka:
a. néka (< Greek jinéka ‘woman’)
‘woman’
(SO1; 140102_0009; 06:57)
b. stétsi (< Greek stékome ‘I live”)
‘s/he lives’

(S07; 812_0074; 00:39)

(15) Romeyka:
a. egalisen (< Greek agaddzo ‘1 hug’)
‘s/he hugged’
(SO1; 812_0065; 06:46)
b. spudzis (< Greek sfigizo ‘1 wipe’)
‘s/he wipes’

(S01; 150702_0020; 00:24)
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(16) Romeyka:
a. yalas:a (< Greek faiaooa [ Oalasa] ‘sea’)
‘sea’
(S05; 812 0117; 00:17)
b. vrési (< Greek vrégi ‘it rains”)
‘it rains’

(S01; 150702_0013; 16:30

2.1.2.3 Deletion of unstressed [i]

Unstressed final [i] when occurring in certain nominative nouns, adjectives and certain verb

forms is usually deleted (see (17)a and (17)b):

(17) Romeyka:
a. spudziz < spudzizi (< Greek sfugizo ‘1 wipe’)
‘s/he wipes’
(S01; 150702_0020; 00:24)
b. eksér < ekséri (< Greek kséro ‘1 know’)
‘s/he knows’
(SO01; 150703 _0041; 03:11)
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2.2 Morphology
2.2.1 Nominal inflection

In Romeyka, nominals are inflected for (a) number (see §2.2.1.1), (b) gender (see §2.2.1.2) and
(c) case (see §2.2.1.3). Within the nominal phrase, articles, adjectives and some numerals agree
with the noun they modify in gender, case and number, although there is variation especially

with regard to gender.

2.2.1.1 Number

In Romeyka, the grammatical number is either singular or plural. The plural is formed by
adding a plural suffix, which is selected based on grammatical gender, i.e. neuter nouns inflect
with - e. g. ta yardélee ‘the children’ (see (20)); and feminises and masculines by -de, e.g. ta

patsi-dce ‘the girls’ (see (19)) and ¢ andr-udce ‘the men’ (see (18)) (see Table 6):

Table 6. Number paradigm of Romeyka.

Gender SG PL English translation
M o andr-as t andr-udce ‘the man/men’

F i patsi-0 ta patsi-oce ‘the girl(s)’

N to yardél-in ta yaroél-ce ‘the child/children’

(18) Romeyka

a. andras ates epiren ospitin.
man.NOM she.POSS buy.Past.3SG house.ACC
‘Her husband bought a bought.’
(SO01; 150702_0019; 09:29)

b. t andrude  érfane.
the. NOM men.NOM come.Past.3SG
“The men have arrived.’

(S07; 812_0071; 03:08)
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(19) Romeyka:

a. jo,1 patsi to mandrin ephak"laepsen.

nothe. NOM girl NOM the.NOM stable. NOM clean.Past.3SG
‘No, it’s the girl that cleaned the stable.’
(S01; 140102_0009; 08:09)

. tsi Oias m ta patside.

the. GENaunt. GEN [.POSS the. NOM girls. NOM.
‘My aunt’s daughters.’
(SO01; 150702_0019; 09:15)

(20) Romeyka:

a.

2.2.1.2

to yard¢lin - pori na mairévi.
the. NOM child. NOM can.3SG PRT.MOD cook.3SG
‘The child can cook.’

(S01; 812 _0131; 00:15)

. ula ta yardéle pane s okMal:in.

alLNOM  the. NOM children.NOMgo.3PL to.the. ACC school. ACC
‘All the children go to school.’
(S01; 150702_0013; 23:19)

Gender

In Romeyka, nominals distinguish three grammatical genders: masculine, feminine and neuter,

which are formed morphologically. For agreement purposes, the modifier of the noun agrees

only if it is [masculine] and [+human] (see (21)). Otherwise, the nominal modifier appears in

the neuter gender (see (22)):

(21) Romeyka:

(0]

tranon 0 andras ér0en.

the. NOM.M strong NOM.M the. NOM.M man.NOM.M come.Past.3SG

‘The strong man came.’

(S07; 812_0071; 02:48)



36 Word order and information structure in Romeyka:
A syntax and semantics interface account of order in a minimalist system

(22) Romeyka:
etsino t o6morfon i patsi
that NOM.N the. NOM.N beautiful NOM.N the. NOM.F gir. NOM.F
SO yorion Stétsi.
in.the. ACC village. ACC live.3SG
“That beautiful girl lives in the village.’
(SO1; 812 0109; 00:34)

Originally, gender was assigned morphologically, but shifted toward a more semantically
oriented assignment based on animacy (see Karatsareas 2014). This development, starting in
AG and going further in Romeyka than in MG, includes the spread of neuter forms to masculine
and feminine paradigms in both singular and plural declension of nouns, determiners and
adjectives (Mackridge 1987, Ozkan 2013).

The spread of neuter applies especially to the plural of [-human] feminine nouns and
inanimate masculines (see (23)) and it may even extend to [+thuman] masculine/feminine nouns
(see (24)). In [~human] feminine nouns, also mixed declensions occur consisting of a female

determiner and neuter adjective (Mackridge 1987) (see (25)):

(23) Romeyka:
pol:a sindres ine.
‘many. NOM.N lizards. NOM.F be.3PL
‘There are many lizards.’

(S07; 812_0044; 13:49)

(24) Romeyka:

to paléon 0 yorios.
the NOM.N 0ldNOM.N the NOM.M village. NOM.M
“The old village.’

(S07; 812_0061; 01:44)
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(25) Romeyka:

to tranon i kata édaksen me.
the.NOM.N  big. NOM.N the.NOM.F cat. NOM.F bite.Past.3SG [.LACC
“The big cat bit me.’

(S07; 812_0061; 07:42)

2.2.1.3 Case

Nominative, accusative and genitive cases of nominals are formed morphologically in
Romeyka. The accusative is used for both the direct and the indirect object, unlike in other MG
varieties in which the genitive is used to mark the indirect object (Mackridge 1987). The
genitive expresses nominal determination and possession (Drettas 1999). Table 7 shows the

nominal declension in Romeyka:

Table 7. Nominal declension of Romeyka.

Gender Case SG PL English
translation
M NOM o andra-s t andr-ude  ‘the man/men’
ACC ton andra-n t andr-udce
GEN t andra-0 t andr-udion
F NOM i patsi-0 ta patsi-oee  ‘the girl(s)’
ACC tin patsi-n ta patsi-oce
GEN tsi patsi-0 ta patsi-oce
N NOM to yarodél-in ta yaroél-ce  ‘the child/children’
ACC to yardél-in ta yardél-ce
GEN to yardél-in ta yardel-ion

A word-final /n/ originally occurring in the accusative singular of all genders (in nouns of
certain declension classes) is subject to sub-variation and may appear in some nouns, €.g. ton
tsirin ‘the father’ (Mackridge 1987: 124).

The declension of some masculine nominative singular nouns (those of the second
declension; in any case only animates) is sensitive to definiteness: the original -os ending
becomes -o(n) when the noun is definite, e.g. o Skilos, o skilon ‘(the) dog’ (Mackridge 1987:
124; Dawkins 1931: 394, also for other Asia Minor Greek varieties). According to Dawkins
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(1931), this phenomenon is caused by the merger of the second and third declension class
whereby the nominative of the second declension in -os is used for indefinite and the

nominative of the third declension in -o(n) for definite nouns.

2.2.2 Determiners, pronouns and quantifiers
2.2.2.1 Definite and indefinite articles

Romeyka has three definite articles: the masculine singular article o, the feminine singular

article 7 and the neuter singular article zo (see Table 8):

Table 8. Definite articles in Romeyka.

SG PL

Male NOM 0 I

ACC ton ts(i)/tus

GEN ts(i)/tu ts(i)
Female NOM ta ta

ACC tin ts(i)

GEN ts(i) ts(i)
Neuter NOM to ta

ACC to ta

GEN ts(i)/tu ta

As regards the structure of a NP, an attributively used adjective preceding the noun requires its
own definite article, so the NP contains two articles: before the adjective and the noun
(Mackridge 1987). Masculine definite articles may be dropped before nouns with syllable-
initial vowels (see (26)a and (26)b) or before Turkish loanwords (see (27)):
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(26) Romeyka:

a. alis si maziran stétsi.
Alis.NOM in.the. ACC Mazira. ACC live.3SG
‘Alis lives in Mazira.’
(SO01; 150703 _0040; 07:29)

b. arkon troi ta za.
bear. NOM eat.3SG the.ACCanimals.ACC
‘The bear eats the animals.’

(SO01; 150703_0040; 15:19)

(27) Romeyka:
fotodzis ésuren ts aisés to fotorafin.
cameraman.NOM take.Past.3SG the. GENAyse.GEN the. ACCpicture. ACC

‘The cameraman took Ayse’s picture.’

(SO1; 812 _0062; 10:07)

In general, the definite determiners in Romeyka agree with the head in number, gender and
case. However, the spread of the neuter plural declension to [~human] feminine and inanimate
masculine nouns and the spread of neuter adjective inflection to adjectives qualifying a [—
human] feminine noun, contribute towards a mixed system (Mackridge 1987: 128).
Michelioudakis & Sitaridou (2012: 366, Fn. 3) note that in Romeyka, we find both an inherited
grammatical gender agreement system and a semantic agreement system, the distribution of
the two being conditioned by properties of the head such as animacy and gender. Following
Karatsareas (2011), they note that position on the Animacy Hierarchy is relevant, with human
behaving distinctly from non-human nouns (see also Karatsareas 2014). The initial article fo
indicating semantic agreement (if neuter is considered to reflect non-humanness), while the
article immediately adjacent to the head exhibits syntactic (feminine) agreement. This would
also be in line with the prediction that with stacked agreement targets, the target more distant
from the controller will show semantic agreement, if any target does (see Karatsareas 2014).
Singular definite articles immediately preceding their heads always exhibit syntactic agreement
in Romeyka (Michelioudakis & Sitaridou 2013: 366, Fn. 3).

The indefinite article has the form of the numeral ‘one’ éna and inflects for case.
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2.2.2.2 Pronominal system
2.2.2.2.1Personal pronouns

Romeyka has both strong and weak personal pronouns, the latter being enclitically attached to
the verb. Enclitic pronouns only occur in nonnominative functions. Strong and weak personal

pronouns in Romeyka are presented in Table 9:

Table 9. Subject and object pronouns in Romeyka.

Subject pronoun Strong object Weak object
pronoun pronoun (clitic)

1SG eyo emenane -m(e)
2S8G est esenane -s(e)
3SG atos atonane -ance

até atenane

ato
1PL emis(t) emasuna -mas
2PL esis(t) esasuna -sas
3PL atini atinusa -at

atiné

atince

Object (accusative) pronouns have emerged from AG enclitic personal pronouns (Sitaridou
2014a: 30-31, Ozkan 2013: 143) and are either strong or weak whereby, as stated by
Michelioudakis & Sitaridou (2012: 219), unlike in other Greek varieties, the use of strong
object pronouns seems to be an unmarked option. The third singular object clitic - seems to
be the only third-person form with neutralised gender (Michelioudakis & Sitaridou 2012: 219).

Also etsinos ‘that’ which is actually a demonstrative pronoun varies according to whether
they are used in transitive or ditransitive verbs, i.e. as to whether clitic clusters occur (but cf.
Michelioudakis & Sitaridou 2012: 237, who argue that there are no clitic clusters in Romeyka,
as they question the clitic nature of first and second person object pronouns, the only ones that
occur in clusters).

As Michelioudakis & Sitaridou (2012: 218) argue, if two object suffixes occur together,
(weak) Person-Case-Constraint (PCC)-like restrictions apply, such that the third person clitic -
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ce cannot combine with any other clitic to form a cluster (see (28)a). However, the combination

of a first- and a second-person pronoun (strong PCC) is, unlike in MG, acceptable (see (28)b):

(28) Romeyka:

a. *o mehmétis édotse m &®.
the.NOM Mehmetis.NOM give.Past.3SG LACC. it. ACC.CL
‘Mehmetis gave it to me.’
(Michelioudakis & Sitaridou 2012: 218)

b. édiksane m ese. / *ediksane s eme.
show.Past.3PL.  [.ACC you.ACC show.Past.3PL you. ACC LACC
‘They showed me to you.’

(Michelioudakis & Sitaridou 2012: 238)

Furthermore, first- and second-person accusative pronouns cannot be interpreted as direct

objects in combination with third-person pronouns irrespective of their order (see (29)):

(29) Romeyka:
¢diksan(e) ® / aton(a) emenan.
show.Past.3PL.  he.ACC.CL he. ACC LACC
‘They showed him to me/ *They showed me to him.’

(Michelioudakis & Sitaridou 2012: 238)

Ozkan (2013: 146) notes, though, that the third person neuter pronominal suffix can be
combined with the neuter definite articles fo and ta used as direct object pronouns after
imperative forms like in ipé ato ‘say it’ when referring to something previously introduced to
the context. For a more detailed discussion of constraints of clitic stacking in Romeyka see

Michelioudakis & Sitaridou (2012).
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2.2.2.2.2Demonstrative pronouns

Demonstrative pronouns in Romeyka such as atds, yatos (see (30)), yatsos (see (31)), avitos
(see (32)) and etsinos (see (34)) inflect in general for number, gender and case. Also, the
Turkish Trabzon dialectal #avi ‘this’ which has arisen due to Greek influence (Brendemoen

2002) can be used as a deictic pronoun as well (see (33)):

(30) Romeyka:
xato i néka i manam en.
this NOM the NOM woman.NOM the. NOM mother.NOM be.3SG
(S07; 812_0074; 02:07)

(31) Romeyka:
xatso esi les me.
this. ACC  youNOM say.2SGLLACC
“You say that to me.’

(SO1; 812 _0058; 05:37)

(32) Romeyka:
avaton to fain 1 miné epitsen.
this NOM the. NOM food.NOM the. NOM Mine.NOMmake.Past.3SG
‘Mine made this food.’
(SO1; 150703 _0042; 01:49)

(33) Romeyka:

hava t ospitin eyo &ytisa to.
this. ACC the.ACChouse. ACCI.NOM build.Past.1SG it ACC
‘I built this house.’

(S02; 150703_0039; 01:43)
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(34) Romeyka:
etSino t omorfon 1 patsi
that NOM the.NOM beautiful NOM the. NOM gir NOM
SO yorion stétsi.
in.the. ACC village. ACC live.3SG
(SO1; 812 0109; 00:34)

The third person neuter pronoun seems also to be used as a demonstrative (see (35)):

(35) Romeyka:
ato 1 néka
this. NOM.N the. NOM.F woman.NOM.F
1 mana m en.
the. NOM.F mother. NOM.F [.POSS be.3SG
(S07; 812_0074; 02:24)

If a demonstrative determines a noun phrase, the definite article is obligatory before the noun.
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2.2.2.2.3Reflexive pronouns

Romeyka uses the Turkish prefix kendi- to show that the pronoun is reflexive (Sitaridou 2013:

166) (see (36)):

(36) Romeyka:

a. eyo tird to céndi m.
LLNOM look.after.1SGthe.ACCself. ACC 1.POSS
‘I look after myself.’

(S07; 812_0061; 00:53)

b. atds tiri to cédin at.
he.NOMlook.after.3SGthe.ACCself. ACC he.POSS
‘He looks after himself.’

(S07; 812_0061; 00:55)

c. emis tirum ta cédj @&muna.
we.NOM look.after.1PL the. ACCselves. ACC  we.POSS
‘We look after ourselves.’

(S07; 812_0061; 00:58)

d. esis tirite ta cédj @suna.
you.NOM look.after.2PL the. ACCselves. ACC  you.POSS
“You look after yourselves.’

(S07; 812_0061; 01:01)

e. ati tirin ta cédin atuna.
they. NOM look.after.3PL the. ACCselves. ACC  they.POSS
‘They look after themselves.’

(S07; 812_0061; 01:04)



Chapter 2: An overview of Romeyka grammar 45

2.2.2.2.4Possessive pronouns

Possessive pronouns in Romeyka are either enclitics, or independent possessive pronouns (see
Table 10), which originate from AG possessives (Mackridge 1987; Bortone 2009; Sitaridou
2014a). The third person possessives derive from demonstratives and therefore inflect (in the

singular) in accordance with the gender of the possessor (cf. Drettas 1997).

Table 10. Possessive pronouns and pronominal adjectives in Romeyka.

Clitic pronoun Pronominal adjectives
1SG -m(u) t emon
2S8G -s(u) t eson
3SG -(n)at t atinu
1PL -(®)mun(a) t eméteron
2PL -(®)sun(a) t eseteron
3PL -(n)atun(a) t atinus

The initial vowel of the clitic pronouns may change according to the phonological shape of the
noun they are attached to. Prepositions indicating direction, such as s ‘to’, fuse with the
possessive pronoun, like in s t eméteron > s eméteron to yorion ‘to our village’.

Another third-person singular possessive suffix used for inanimate objects, animals and
babies is -(e)fe, which can apparently be combined with the other possessive clitics (see (37))

(see also Sitaridou 2014a: 51-52, Ozkan 2013: 146):

(37) Romeyka:
afti i dulian to mafin emun -efe
this NOM the. NOM job.NOM the.NOM learning. NOMwe.POSS -it.POSS
yola en.
easy.NOM be.3SG
‘It is easy for us to learn how to do this job.’

(Sitaridou 2014a: 52)
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2.2.2.2.5Relative pronouns

In Romeyka, a frequent relative pronoun is a form derived from the neuter article, d(o)/d=/t=.
It seems to be used with inanimate and animate non-human. Other variable relativisers are
those derived from the interrogative pronouns, e.g. opios and dtinan only used for
animates/humans (Schreiber 2018). Furthermore, Sitaridou (2014a: 30) notes the use of itina,

an ancient relativiser.

2.2.2.2.6Interrogative pronouns

wh-words in Romeyka are presented in Table 11:

Table 11. wh-words in Romeyka (see Michelioudakis & Sitaridou 2016: 6)

wh-words Translation

pote ‘when?’

pu meréa / pu tSeka ‘where? / which place?’
apo ¢en / ap éndzeka ‘from where?’

kas cisi ‘how many?’

mo tinan ‘with whom?’

According to Michelioudakis & Sitaridou (2016: 7), interrogatives in Romeyka have

grammaticalised [+human] restrictions but lack number and gender distinctions (see Table 12):

Table 12. Number [+/-human] distinctions on interrogatives in Romeyka (see Michelioudakis & Sitaridou 2016:
7).

Number Case [+human] [-human]

SG NOM ts, plos, pion plos, pion
ACC tinan do, doyna
GEN tinos tinos

PL NOM kas chisi plos
ACC tinan do, doyna
GEN tinos pion

Romeyka has borrowed the Turkish interrogative particle m/, used in yes/no questions, albeit

without vowel harmony (see (38)):
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(38) Romeyka:
esi to matsin epies mi?
you.NOM the. ACCmatch. ACC go.Past.2SG PRT.Q
‘Did you go to the football match?’
(S04; 150702_0018; 00:03)

Like in Turkish, the question particle is flexible to move for focalization purposes. Schreiber
(2018: 910) also notes that the wh-word laya “how’ is attested in-situ (see (39)). However, this

is not in-situ; it is rather indirect speech.

(39) Romeyka of Caykara
t eson 1 patsi laya en,
the.NOM you.POSS the. NOM daughter NOM how be.3SG
émorfo mi en?
beautifulNOM PRT.Q be.3SG
‘How is your daughter, is she beautiful?’

(Schreiber 2018: 910)

2.2.2.2.7Quantifiers and numerals

In Romeyka, quantifiers are at least ulos ‘all’. kat ‘some’, kanis ‘nobody’, fipu ‘nothing’.
However, further investigation is needed to be undertaken in the future.

Romeyka numerals exist only for the numbers ‘one’ to ‘five’, the rest is Turkish
(Mackridge 1987). According to Schreiber (2018: 911), pronominal clitics can be attached to

numerals, though the personal suffix resembles the Turkish first plural suffix -/z (see (40):

(40) Romeyka of Caykara:
na tréyume i 0i-jiz.
PRT.FUT eat.1PL the two-1PL

‘The two of us will eat.’

(Schreiber 2018: 911)
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2.2.3 Verbal inflection

Romeyka finite verbs are inflected for person and number (see §2.2.3.1), tense (see §2.2.3.2),
aspect (see §2.2.3.3), voice (see §2.2.3.4) and mood (see §2.2.3.5). Some grammatical
functions are expressed periphrastically by the use of particles, such as the modal particle na
and others by enclitic affixes and/or stem alternation. The verbal paradigm of Romeyka
contains many archaisms absent in other Modern Greek varieties such as the infinitive (see

Mackridge 1987; Sitaridou 2014a, 2014b).

2.2.3.1 Person and number inflection

Romeyka verbs are specified for person and number, realised through personal suffixes
agreeing with the subject. The clitic pronouns for objects form a distinct paradigm; whether
they should be considered “agreement” is an issue we do not take up here. In what follows, I
refer exclusively to the subject-indexing suffixes as agreement. The paradigms vary according
to verb stems. Some verbs are strong, i.e. they exhibit different stems with regard to tense.
The citation form used here is the first-person singular present. Verbs can be classified
according to the endings in this form: verbs ending in -0, e. g. /éyo ‘say’ and verbs ending in -
me, e. g. tsimume ‘sleep’ (see Table 13). Within these classes, verbs can be subcategorised
according to ultimate and penultimate stress, the latter verb class forming the major group

(Drettas 1997: 205).

Table 13. Present tense inflectional paradigm in Romeyka.

1SG léy-o 1Sim-ume
2SG léj-is 1Sim-dse
3SG léj-i tSim-dte

1PL léy-umen tSim-umasten
2PL léj-ete 1Sim-usaste

3PL léy-une tSim-unde
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2.2.3.2 Tense

Romeyka has two morphologically marked tenses: [-past] (or present) tense and [+past] (or
past) tense. The latter, but not the former, distinguishes two aspects, i.e. [-perfective]

(imperfect) and [+perfective] (aorist).

2.2.3.2.1Present

The [-past] (or present) tense expresses a [-perfective] aspect. It is made up of the [-perfective]

stem and the person and number suffixes. Table 14 shows the verbal paradigm of present tense:

Table 14. Present tense endings in Romeyka.

Person & Number

1SG léy-o 1Sim-ume

2SG léj-is 1Sim-dse

3SG léj-i tSim-dte

1PL léy-umen tSim-umasten

2PL léj-ete Sim-usaste

3PL léy-une tSim-unde
2.2.3.2.2Imperfect

The imperfect expresses an action which happened continuously or habitually in the past. Like
the aorist, it is formed by the vocalic augment /e/ (Bortone 2009), like in éleya ‘1 was saying’.

As in the other tenses, the inflectional paradigm depends on the verb class (see Table 15):

Table 15. Imperfect endings in Romeyka.

Person & Number

1SG e-ley-a e-tSim-umun
2SG e-lej-es e-tSim-asun
3SG e-lej-em e-tSim-atun
1PL e-léy-amen e-tSim-umasten
2PL e-léj-ete e-tSim-usaste

3PL e-ley-an e-tSim-undane




50 Word order and information structure in Romeyka:
A syntax and semantics interface account of order in a minimalist system

2.2.3.2.3 Aorist

The aorist is used for perfective actions in the past. It is formed on the basis of perfective aspect,

i.e. the aorist stem with the ancient temporal augment /e/ (see Table 16) (Sitaridou 2014a: 53):

Table 16. Aorist endings in Romeyka.

Person & Number

1SG ip-a e-tsim-éta

2SG ip-es e-tsim-ébes

3SG ip-en e-tSim-éBe

1PL ip-amen e-tSim-éfame

2PL ip-ete e-tSim-élete

3PL ip-ane e-tsim-ébane
2.2.3.2.4Future

There is no morphological future tense in Romeyka. Future is expressed periphrastically by
means of the modal particle na (see (41)) and the present stem, like in other AMG varieties
(see (42)) and partially Cypriot Greek (see (43)b) and unlike in MG (see (44)), which uses the
particle fa (see Sitaridou 2014b: 122):

(41) Romeyka:
i néka na prakhlaévi t ospitin.
the. NOM woman.NOM PRT.FUT clean.3SG the.ACChouse.ACC
“The woman will clean the house.’

(SO1; 812 _0057; 00:16)

(42) Cappadocian Greek; Delmeso:
vé 10 TP .
na to paro
PRT.FUT it ACC marry.1SG
‘I will marry her.’
(Dawkins 1916: 304)
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(43) Cypriot Greek:
a. fa pao.
PRT.FUT go.PNP.1SG
‘Iwill go.”
b. en na pao.
be.3SG PRT.MOD go.PNP.1SG
‘Iwill go.”

(44) Modern Greek:
Oa pao.
PRT.FUT go.PNP.1SG
‘Iwill go.”

2.2.3.3 Aspect

Perfective and imperfective aspect are in Romeyka only realised in the past tense indicative,
i.e. by the aorist and the imperfect respectively (Mackridge 1987; Sitaridou 2014b). Present

and future have no morphological aspectual distinctions.

2.2.3.4 Voice

Historically, the categorisation of verbs in two classes approximately corresponds to a voice
distinction: verbs in -0 are called actives whereas verbs in -me are called (medio)passives
(Drettas 1997: 205). Whereas Romeyka of Caykara seems to lack passives in general, Romeyka
of Siirmene allows passives (Michelioudakis & Sitaridou 2012: 236). The syntax of datives
under passivisation in Romeyka of Siirmene has been investigated by Michelioudakis &
Sitaridou (2012). They note that a theme argument can be a regular subject of a passive verb
(see (45) and (46)a), while a benefactive or recipient cannot advance to subject under

passivisation (see (46)b):
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(45) Romeyka of Siirmene:
to xarti eyrafte tin aisé.
the. NOM letter. NOM be.written.Past.3SG the. ACCAyse.ACC
‘The letter was written for Ayse.’

(Michelioudakis & Sitaridou 2012: 236)

(46) Romeyka of Siirmene:
a. 1 para tin aisé edoste.
the NOM money.NOM the. ACCAyse.ACC be.given.Past.3SG
‘The money was given to Ayse.’
b. *i aisé edoste tin paran.
the. NOM Ayse.NOMbe.given.Past.3SG the. ACCmoney.ACC
‘Ayse was given the money.’

(Michelioudakis & Sitaridou 2012: 236)

2.2.3.5 Mood

In Romeyka, there are attested four moods; namely, indicative, imperative, subjunctive and
optative. Indicative and subjunctive are formed morphologically, whereas subjunctive and
optative are formed periphrastically. In particular, subjunctive is formed by a na-clause, while
optative is formed by either a na-clause or an as-clause. Both na- and as-clauses are composed
of the particle na or as and a finite verb.

The imperative covers the second persons and differs according to verb class: verbs
ending in -o such as troyo ‘eat’, fa ‘eat.IMP.2SG’, fate ‘eat.IMP.2PL’; verbs in -me such as
tsimume ‘sleep’, tsimé0 ‘sleep.IMP.2SG’, tsimébisten ‘sleep.IMP.2PL’ (see Drettas 1997: 227—
232). Negation is formed by the negation particle mi. Some verbs in Romeyka retain the ancient
imperative ending (-s)on, e. g. dkuso(n) ‘listen’ (Bortone 2009: 84), but also other archaic

imperatives such as ipe ‘say’(Mackridge 1987: 125).
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Table 17. Imperative in Romeyka (see Sitaridou 2014b: 121, 129).

Person & Number

1SG - -

2SG fa tsimel
3SG - -

1PL - -

2PL fate tsiméQisten
3PL - -

2.2.3.6 The copula verb

The copula verb links the subject of a clause to a subject (aka predicative) complement. In the
case of Romeyka, the verb ime ‘I am’ is the main copula verb. It always proceeds the
predicative complement of the clause. Table 18 shows the inflection of the copula verb ime ‘1

am’ in Romeyka (see Sitaridou & Kaltsa 2014: 19):

Table 18. Inflection of the copula verb ime ‘I am’ in Romeyka.

Person & Number Present Imperfect
1SG ime imun

2S8G ise isun

3SG ine, ne, en étun

1PL imaste imaste
2PL isaste isaste
3PL ine, ne, en étun

(47) Romeyka:
a. eyo hastas  ime.

LLNOM il.LNOMbe.1SG

‘Tamill.’
(S07; 812_0004; 05:34)
b. esi ise tranos.

you.NOM be.2SG strong. NOM
‘You are strong.’

(S01; 150702_0013; 14:16)
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c. ksénos en.
foreigner. NOM be.3SG
‘He is a foreigner.’
(SO1; 812 0056; 01:17)
d. 1 mahal:imena kalés:a en.
the. NOM female.teacher. NOM good.NOM be.3SG
‘The (female) teacher is nice.’
(SO1; 812 0062; 05:53)
e. pol:a arapades  aspra pal ine kotsina  pal ine.
many.NOM cars.NOM white. NOM PRT be.3PL red.NOM PRT be.3PL
‘Many cars are both white and red.’

(S07; 812_0044; 19:13)

(48) Romeyka:

a. 4nda imun mikrés:a.
while be.IMPF.1SG young. NOM
‘While I was young.’
(S07; 812_0048; 00:01)

b. to fain émnoston éton.
the.NOM food.NOM delicious. NOM be.IMPF.3SG
“The food was delicious.’

(S01; 150702_0013; 13:01)

Interestingly, the third person of the copula verb can be omitted. I suppose that this might be a

contact-induced borrowing from Turkish (see (49)):

(49) Romeyka:
t ark"u ta niSe trana.
the. GENbear.GEN the. NOM nails.NOM sharp.NOM
“The nails of the bear are sharp.’
(S07; 812_0044; 05:40)
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2.2.3.7 Auxiliary verbs and verbal constructions

There are four auxiliary verbs forming verbal constructions in Romeyka: (a) the verb fo be,
either in present or imperfect tense (see §2.2.3.7.1), (b) the verb to have, only in imperfect tense
(see §2.2.3.7.2), (c) the verb to have in the third person, singular number, present tense and (d)

the verbs stand or sit (see §2.2.3.7.4).

2.2.3.7.1be + participle

The first verbal construction is made up of the auxiliary verb /me ‘I am’ in the present and
imperfect tense and the passive perfect participle. This verbal construction is equivalent to the
passive present and passive perfect tenses in MG. Note that the auxiliary verb always proceeds

the participle. Table 19 shows the inflection of the auxiliary verb /me ‘I am’ in Romeyka:

Table 19. Inflection of the auxiliary verb /me ‘I am’ in Romeyka.

Person & Number Present Imperfect
1SG ime imun

2S8G ise isun

3SG ine, ne, en étun

1PL imaste imaste
2PL isaste isaste
3PL ine, ne, en étun

(50) Romeyka:

a. ayanaytiménis:a ime.
tired. PART be.1SG
‘I am tired.’
(SO1; 812 0056; 02:58)

b. ayanaytiménis:a étone.
tired. PART be.IMPF.35G
‘She was tired.’

(SO01; 150703 _0041; 01:57)



56

Word order and information structure in Romeyka:
A syntax and semantics interface account of order in a minimalist system

2.2.3.7.2had + infinitive

The second verbal construction is made up of the auxiliary verb iya ‘1 had’ only in the imperfect

tense

and the infinitive (see Sitaridou 2014a). This verbal construction is attested in

counterfactuals such as wishes and exclamatives (see (51)) and conditionals as a complement

of iya ‘I had’ (see (52) and (53)). Note that the auxiliary verb always precedes the infinitive.

Table

20 shows the inflection of the auxiliary verb iya ‘I had’ in Romeyka:

Table 20. Inflection of the auxiliary verb iya ‘I had’ in Romeyka.

Person & Number Imperfect
1SG iya
2SG iSes
3SG iSen
1PL Iyamen
2PL Iyate
3PL iyan
(51) Romeyka:
a. as iSen porpatesini sa raSize!

PRT.OPT have.IMPF.3SG walk.INF to.the. ACC mountains. ACC

‘S/He should have walked in the mountains.’
b. na iyame panini

PRT.MOD have.IMPF.3PL go.INF

xtisini t ospit SO paryar!

build.INF the.ACChouse.ACCin.the. ACC pastures. ACC

‘I wish we had gone to build the house in the highland pastures.’
(Sitaridou 2014b: 136)
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(52)

(33)

Romeyka:

as iya eliyon fanini,

PRT have.IMPF.1SG less eat.INF

xar Omorfa n ésteka.

now well PRT.MOD be.IMPF.1SG

‘If only I had eaten less, I would have been well now.’

(SO1; 812 _0123; 01:34)

Romeyka:

na ixa Sita piterupsini tas dulizes,

PRT.MOD have.IMPF.1SG immediately finish.INF the.ACCchores.ACC

xar n epinamen parakafin.

now PRT.MOD make.IMPF.1PL gathering. ACC

‘If I had finished the chores immediately, we would have been gathered together now.’

(SO1; 812 _0123; 02:52)

2.2.3.7.3have + finite verb

According to Ozkan (2013) and Schreiber (2018), progressive aspect seems to be realised by

two strategies: (a) by the invariable auxiliary es(i) + a finite verb form of the present stem for

present (see (54)a) and in the imperfect for past. According to Schreiber (2018: 915),

Istanbulite Romeyka applies the aorist form instead (see (54)b). Invariable es(i) resembles the

3SG form of the verb es ‘to have’ and could therefore be a grammaticalised form of ‘have’ (see

also Drettas 1997: 334).

However, it is not clear whether we are dealing with the verb es(i) or the particle as,

which seems more plausible, since the complement of the verb es(i) is suggested that is a finite

verb. Further investigation of this phenomenon is needed.
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(54) Romeyka of Caykara:
a. aso pazar es éryume.
from.the. ACC market. ACC have.3SG come.lSG
‘I am coming from the market.’
b. 1 aisé aso istanbol es érte.
the.NOM Ayse.NOM from.the. ACC Istanbul. ACC be.3SG come.Past.3SG
‘Ayse has been coming from Istanbul.’

(Schreiber 2018: 915)

In Pontic Greek, es + k ‘and’ (#se in Romeyka) + present/imperfect is used to express explicit

processes which are near to completion (Drettas 1997).

2.2.3.7.4finite verb + coordinate + stand or sit

Another periphrastic construction consists of a finite verb + coordinative tse ‘and’ + finite
stéko/stékume ‘stand’ or kdyome ‘sit’. Both auxiliaries seem to be used interchangeably

whereby stéko and stékume seem to constitute a mixed paradigm in themselves (see Table 21):

Table 21. Periphrastic progressive forms with kayome ‘sit’ and stéko/stékume ‘stand’ on the example of tSimume

‘sleep’ (Schreiber 2018: 915).

kayome ‘sit’ stéko/stékume ‘stand’
‘sleep’ + ‘and’ + ‘sit’ ‘sleep’ + ‘and’ + ‘stand’
I1SG tSimume tse kayome tSimume tse stékolstékume
2SG tsimase tse kdcese ?
3SG tsimate tse kacete tSimate tse stits§
1PL tSimumist tse kdayomist ?
2PL tsimaste tse kacesten ?

3PL tSimun tse kayontane tSimun tse stekontane/stékune
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(55) Romeyka of Caykara:

a. to vacit ¢rbe (tSe stits)
the.NOM time.NOM come.Past.3SG and stand.1SG
n efta to faji.
PRT.FUT make.1SG the.ACC food. ACC
“The time has come, I will prepare the food.’
(Schreiber 2018: 916)

b. so mutfak tsalisSévo  tSe  stéko.
in.the. ACC kitchen.ACC work.1SG and stand.1SG
‘I am working in the kitchen.’

(Schreiber 2018: 916)

According to Sitaridou (2014a: 44), the construction with stéko bears inchoative aspect, though

without a progressive function (cf. Drettas 1997: 336).

2.2.3.8 Nonfinite verbal forms

In Romeyka, three nonfinite verbal forms are attested, namely (a) gerund (see §2.2.3.8.1), (b)

infinitive (see §2.2.3.8.2) and (c) participle (see §2.2.3.8.3).

2.2.3.8.1Gerund

As for the gerund, although Sitaridou (2014b: 121) suggests that there appears to be no gerund
ending in -ondas in Romeyka, however adverbial past participles formed by the suffix -ta
appended to the perfective stem are attested. This is an uninflected verb form used adverbially.
Its subject is normally identical with the subject of the clause in which it occurs. This gerund-

like participle expresses manner (see (56)):

(56) Romeyka:
porpatefta na pas SO chichénin.
walking. GER PRT.MOD g0.2SG to.the. ACC grocery. ACC

“You should get to the grocery on foot.’
(S01; 150702 _0013; 11:17)
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Schreiber (2018: 917) mentions that Ozkan provides examples from the Romeyka spoken in
Stirmene that are similar to the ones found in Romeyka of ‘Anasta’; that is, they are adverbial

past participles which are formed by the suffix -fa appended to the perfective stem (see (57)):

(57) Romeyka of Siirmene:
yelayta érfame.
lauging. GER come.Past.1PL
‘We came laughing’.

(Scheiber 2018: 917)

2.2.3.8.2Infinitive

In regard to the infinitive, although Mackridge (1987: 127, Fn. 17) considers that Romeyka
lacks nonfinite forms of the verb, based on the assumption that finiteness equates to ‘indexing
person’, however the infinitive found in certain varieties of Romeyka seems to run counter to
this (see Sitaridou 2014a, 2014b).

In Romeyka, the infinitive consists of the aorist stem followed by the infinitival ending -
ini, which can also bear the passive stem marker -6-. The infinitive may have a distinct
nominative subject, such as in inflected and personal infinitives (see Sitaridou 2014a).
Furthermore, it can take either a predicate or a DP as a complement, can be coordinated and
modified by adverbs (Sitaridou 2014b: 130).

According to Sitaridou (2014b), in Romeyka infinitives are attested (a) as complements
to negated past tense modal verbs (Sitaridou 2014b: 126) (see (58)); (b) as complements to the
negated past tense volitional verb uts efélesa ‘1 did not want’ (Sitaridou 2014b: 126) (see (59));

and (c) in prin-clauses (‘before-clauses’) (see (60)):

(58) Romeyka:
tS  eporese mairepsini.
NEG can.Past.3SG cook.INF
‘S/he couldn’t cook.’
(S07; 812_0004; 04:06)
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(39)

(60)

Romeyka:

ut§  eBélesa mairepsini.
NEG want.Past.1SGcook.INF
‘I didn’t want to cook.’

(S01; 150702_0032; 01:28)

Romeyka:

1 aisé éplinen ta yapsie

the. NOM Ayse.NOMwash.Past.3SG the. ACCanchovies.ACC
prin mairepsini.

before cook.INF

‘Ayse had washed the anchovies before she cooked them.’

(SO1; 812 0113; 17:24)

2.2.3.8.3Participle

The passive perfect participle ends in -menos and is fully inflected for number, gender and

case. It is formed from verbs, although not all verbs have this form. This participle is made up

of the passive perfective stem and the suffix -menos. The passive perfect participle functions

as an adjective, agreeing in gender, number and case with the noun it modifies (see (61)a and

(61)b):
(61) Romeyka:

a. i0a énan  chythyphane
see.Past.1SG a.ACC bookshop.ACC
yomaton, fortoménon chithdpee.
fulLACC carrying. PART.ACC books.ACC
‘I saw a bookshop being full of books.’

(SO1; 812_0062; 09:11)
b. jedi tané yaména yaroél:e €x0.

sevenCLF lost. PART.ACC children.ACC have.1SG
‘I have lost seven children (Seven of my children have died).’

(S07; 812_0048; 04:12)
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2.3 Syntax
2.3.1 Syntax of the determiner phrase

Determine phrases (henceforth DPs) in Romeyka are head-initial (see Guardiano et al. 2016)
(see (62)):

(62) Romeyka:

to paléon 0 xorios.
the. NOM old.NOM the. NOM village. NOM
“The old village.’

(SO1; 812_0061; 08:49)
The definite article co-occurs with all nouns, including proper nouns and co-occurs with both
demonstratives and possessives (see (63)). Quantifiers are generally treated like adjectives and

thus require their own article (see (64)):

(63) Romeyka:

to tranon 1 kata édaksen me.
the.NOM.N  big.NOM.N the.NOM.F cat. NOM.F bite.Past.3SG [.LACC
“The big cat bit me.’

(SO1; 812 _0061; 07:42)

(64) Romeyka:
ul:on to xorios epien SO dzamin.
alLNOM  the. NOM village. NOM go.Past.3SG to.the. ACC mosque.ACC
‘All the (people of the) village went to the mosque.’
(SO01; 150702_0013; 19:56)

Adjectives in Romeyka precede the noun they modify and generally agree with their heads in
person and gender, though there may also be semantic agreement (Michelioudakis & Sitaridou
2013: 366, Fn. 3). In contrast, Ozkan (2013: 145) suggests that syntactic agreement is not
consistent with adnominal adjectives (see (65)), while predicatively used adjectives exhibit

semantic agreement if the noun denotes a human referent (at least this is how his example can
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be interpreted). There is obviously dialectal variation here, but the general tendency for the

neuter form to expand its range appears to be valid here (cf. Karatsareas 2011, 2014).

(65) Romeyka:
etSino t omorfon 1 patsi
that NOM the.NOM beautiful NOM the. NOM gir NOM
SO yorion stétsi.
in.the. ACC village. ACC live.3SG
‘That beautiful girl lives in the village.;
(SO1; 812 0109; 00:34)

Furthermore, a feminine animate noun may be modified by one neuter and one masculine

adjective (Mackridge 1987: 128).

2.3.2 Negation and modality

Romeyka expresses negation by the use of negators with rich allomorphic and cross-dialectal
variation, whereby the allomorphic distribution of the negators correspond to that of AG
(Sitaridou 2014b). The following four negators can be distinguished: (a) uts for sentential
negation in indicative sentences, (b) mi(n) and me(n) in imperatives and wishes, (c) ¢ and 5 in
subjunctives and future, (d) muts in counterfactuals (Sitaridou 2014b: 121).

uts is derived from the ancient preverbal negative particle ovx. Its phonologically

conditioned allomorphic forms are presented in Table 22:



64

Word order and information structure in Romeyka:
A syntax and semantics interface account of order in a minimalist system

Table 22. Negators in Romeyka (Sitaridou 2014b: 121).

Negator Conditions Example
uts uts phonologically (see (66))
ts conditioned variation (see (67))
Se (Sitaridou 2014b: (see (68))
15i 121) (see (69))
u (see (70))
utse (see (71))
utsi (see (72))
mi(n) me(n) imperatives; wishes  (see (73) and (74))
v s subjunctives; future  (see (75), (76), (77),
(78) and (79))
uts (see (80))
mut§ counterfactuals (see (75))
(66) Romeyka:
xar ut§ enistaksa.
now NEG be.sleepy.Past.1SG
‘I am not sleepy now.’
(S07; 812_0004; 01:47)
(67) Romeyka:
tS  eporena n eporpatena.

(68)

NEG can.IMPF.1SG PRT.MOD work.IMPF.1SG

‘I couldn’t walk.’

(S07; 812_0004; 05:27

Romeyka:

tSe  yriko.

NEG understand.1SG
‘I don’t understand.’

(SO1; 812 0113; 02:18)
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(69) Romeyka:
tSi pamen s okMal:in.
NEG go.1PL to.the. ACC school. ACC
‘We are not going to school (for the time being).’

(S03; 150702_0015; 09:14)

(70) Romeyka:
u fanerundan
NEG appear.3PL
‘They are invisible.’

(S07; 812_0044; 23:13)

(71) Romeyka:
eyo pol:a utSe konuséfko rumdza.
ILNOM muchNEG speak.1SG Romeyka.ACC
‘I don’t speak Romeyka much.’
(S03; 150702_0015; 02:00)

(72) Romeyka:
atos utsi  krati phaokh.
he.NOM NEG support.3SG Paok.ACC
atos phanafinaikhos krati.
he.NOM Panathinaikos.ACC support.3SG
‘He doesn’t support Paok. He supports Panathinaikos.’
(S03; 150702_0018; 00:15)

(73) Romeyka:
mi  pas.
NEG go0.2SG
‘Do not go.’

(S07; 812_0048; 10:55)
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(74) Romeyka:
fiete tSe me sindiSén:ete.
go.IMP.2PL and NEG talk.IMP.2PL
‘Go away and don’t talk aloud.’
(SO1; 150702 _0023; 15:50)

(75) Romeyka:
na muts iya xasini ton pharan,
PRT.MOD NEG have.IMPF.1SG lose.INF the. ACCmoney. ACC
xar n &ytiza ospitin.
now PRT.MOD build.IMPF.1SG house.ACC
‘If I hadn’t lost the money, I would have built a house now.’

(SO1; 812 _0123; 00:18)

Interestingly, the verb in a na-clause is never attested negated. If the proposition of the na-
clause is negated, then the verb en ‘be.3SG’ negated is used before the particle na (see (76),
(77) and (78)):

(76) Romeyka:
Oaro, alis ¢ en na faizi mas.
think.1SG Alis.NOM NEG be.3SG PRT.MOD eat.PNP.3SG we.ACC
‘I think that Alis would not feed us.’
(S07; 812_0012; 00:04)

(77) Romeyka:
mehmétis oS na rti,
Mehmetis. NOM until PRT.MOD come.PNP.3SG
¢ en na mairévo.
NEG be.3SG PRT.MOD cook.1SG
‘I won’t cook anything until Mehmetis comes home.’

(S07; 812 0012; 01:10)
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(78) Romeyka:
dohtoris ipen me, v en n efteis  dulizes.
doctor. NOM say.Past.3SG LLACC NEG be.3SG PRT.MOD do.2SG chores.ACC
‘The doctor told me not to do any chores.’

(SO1; 812_0029; 00:03)

The same holds for the future; that is, the na-clause is negated by the verb en ‘be.3SG’ negated
(see (79) and (80)):

(79) Romeyka:
tS en na faizi mas.
NEG be.3SG PRT.MOD eat.PNP.3SG we.ACC
‘He won’t feed us.’

(S07; 812_0012; 01:12)

(80) Romeyka:
ut§ en na inanéfcese.
NEG be.3SG PRT.MOD believe.2SG
“You won’t believe it.’

(S01; 150702_0023; 19:51)

Interestingly, this phenomenon is also attested in the Ophitic spoken by Christians as is

illustrated in the following examples (see (81) and (82)):
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(81) Ophitic (Nea Trapezounta, Greece):
a. va YPAP®.
na yréfo.
PRT.MOD write.1SG
‘I will write.’
(Revythiadou & Spyropoulos 2009: 56)
b. (ovtoev) va YPaO®
ut§ en na yrafo.
NEG be.3SG PRT.MOD write.3SG
‘I will not write.’

(Revythiadou & Spyropoulos 2009: 56)

(82) Ophitic (Asia Minor):

Kol ¢ onv gykhecio ovK’ &V’ va TavE.
ce s sin englesia uc en na pane.

and to the.ACCchurch.ACC NEG be.3SG PRT.MOD go.PNP.3PL
‘And they will not go to the church.’
(Dawkins 1931: 106)

It also occurs in Cappadocian Greek (see (83)):
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(83) Cappadocian (Ulaghatsh):

a. "Eyepdv  yeving, gval mot [vel,
éjer on jeniis, éna pei ne,
if  when give.birth.PNP.2SG a.NOM boy.NOM be.3SG
va gpToup dé  ve.
na értum dé ne.

PRT.MOD come.PNP.1SG NEG be.3SG
‘If, when you have a child, it is a boy, we would not come.’
(Dawkins 1916: 348)

b. "Eyeptiipéx, va gpToup dé¢ ve
éjer tyfék, na értum dé ne.
if  gun.NOM PRT.MOD come.PNP.IPL NEG be.3SG
‘If [the sign be given with] a gun, we would not come.’
(Dawkins 1916: 348)

c. Amamépa TPOVoOY Kkt do TUQEK,
apapéra transan ci do tyfék
from.over.there see.Past.3PL and the.NOM gun.NOM
va gptouv dé  ve.
na értun dé ne.

PRT.MOD come.PNP.3PL NEG be.3SG
‘From over there they saw that [the sign be given with] a gun, for them not to come.’

(Dawkins 1916: 348)

Finally, it also appears in Cypriot Greek (see (84)):

(84) Cypriot Greek:
a. en na pao.
be.3SG PRT.MOD go.PNP.1SG
‘Iwill go.”
b. endz en na pao.
NEG be.3SG PRT.MOD go.PNP.1SG

‘I will not go.’
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This is opposed to the MG future negation (see (85)):

(85) Modern Greek:
a. Oa péo.
PRT.FUT go.PNP.1SG
‘Iwill go.”
b. de 0Oa pao.
NEG PRT.FUT go.PNP.1SG

‘I will not go.’

Interestingly, Cypriot Greek exhibits both MG and AMG strategies to negate future tense (see
(86)a and (86)b):

(86) Cypriot Greek:
a.en 0a péo.
NEG PRT.FUT go.PNP.1SG
‘I will not go.’
b. endz en na pao.
NEG be.3SG PRT.MOD go.PNP.1SG

‘I will not go.’

For Romeyka of Siirmene as spoken in Beskdy, Ozkan (2013: 147) also mentions a preverbal
particle /a used to form future in negated sentences and interrogatives.

Based on the data presented above, the future particle na in AMG must derive from the
verb ‘to be’, whereas the future particle 8a in MG derives from the phrase #élo ina ‘I want to’,
indicating a major difference between the development of future tense in the two language
groups. Nevertheless, Cypriot Greek exhibits both strategies. However, the investigation of

this phenomenon remains open for future investigation.
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2.3.3 Subordinate clauses

Romeyka exhibits several different strategies for complementation, including finite and non-
finite verbal forms (Sitaridou 2014b). The only complementiser in regular use is the all-purpose
modal particle na (see §2.3.3.1.3). In what follows, a broad distinction is drawn between finite

and non-finite subordination distinguishing several sub-types.

2.3.3.1 Finite subordinate clauses
2.3.3.1.1Relative clauses

Relativisers in Romeyka are in general preverbal and different strategies of relativisation seem
to apply according to the role of the head noun of the relative clause. Invariable relativisers are
the following, although relative clauses without relativiser are possible, too (see Gandon 2016).

First, op (possibly > AG drov, Gandon 2016: 221) occurs in prenominal relative clauses,
immediately preceding the relative clause verb. It may be used for relativising the subject of

the relative clause and can be used as a free relative (see (87)):

(87) Romeyka:
0 pedas [op érfen aso cichénin]
the. NOM child NOM REL come.Past.3SG from.the.ACC grocery’s. ACC
t emont anépsin en.
the mine the. NOM nephew.NOM be.3SG
‘The child who came from the grocery’s is my nephew’

(SO1; 812 0822; 03:54)

Gandon (2016: 223, Fn. 130) notes the possibly nominalising function of the free relativisers.
Second, though likely, it is not fully clear whether p(i)/p(u) (Ozkan), pe (> AG Smep,

Sitaridou 2014a: 30) derives from the same root as op; a clitic p is also found in relative clauses:

(88) Romeyka:
opsé ida alis p epiren inéka.
yesterday see.Past.1SG Alis.NOM REL marry.Past.3SG wife. ACC
‘Yesterday I saw the woman that Alis married.’

(SO1; 812_0058; 01:42)
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Romeyka uses a typologically uncommon strategy for relativisation, involving prenominal, but
finite relative clauses (Gandon 2016: 220) (see (89)). Right-branching structures (postnominal
relative clauses) may be possible, too (see (90)), presumably a reflex of the type widely-attested

in AG and still maintained in MG:

(89) Romeyka:
i patsi [asi maziran d érfen]
the. NOM gir. NOM from.the. ACC Mazira. ACC REL come.Past.3SG
t emon t anépsin  éton.
the NOM [POSS.NOM the NOM niece. NOMbe.IMPF.3SG
“The girl who came from Mazira is my niece.’

(SO1; 812 _0112; 06:01)

(90) Romeyka:
[asi maziran d érfen] 1 patsi
from.the. ACC Mazira. ACC REL come.Past.3SG the. NOM girl NOM
t emon t anépsin  éton.
the NOM [POSS.NOM the NOM niece. NOMbe.IMPF.3SG
“The girl who came from Mazira is my niece.’

(SO1; 812 0112; 06:06)

2.3.3.1.2Finite complement clauses in verbs of saying

Subordinate clauses introduced by verbs of saying have a finite verb form in the dependent
clause which is either centre-embedded as in relatives and embedded imperatives (see (91)), or
post-posed (see (92)). Note that all the available examples could be interpreted as direct speech
(cf. the second-person pronouns in the subordinate clause); to what extent direct and indirect
speech are differentiated syntactically remains an open question. With verbs of saying, in

general no complementisers are used (Sitaridou 2014b: 128).
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(91) Romeyka:

a. mohal:imis  1éi, i aisé edotsen.
teacher. NOM say.3SG the NOM Ayse.NOM give.Past.3SG
‘The teacher said that Ayse gave (something to someone).’
(S07; 812_0065; 04:22)

b. i mana S ipen,
the. NOM mother. NOM you.POSS say.Past.3SG
0 tsiri s ipen, ¢kleps aten.
the.NOM father NOM you.POSS say.Past.3SG steal.Past.3SG she.ACC
“Y our mother said that your father said that (someone) stole (someone).’
(S07; 812_0065; 06:13)

c. éleen mas,  thyrk"tSe yonuséfchete.
say. IMPF.3SG  we.ACCTurkish speak.IMP.2PL
‘S/he was telling us to speak Turkish.’
(S07; 812_0048; 05:09)

(92) Romeyka:
pap"os mu adatSakastetS,  léi.
grandfather NOM LPOSS here  live.3SGsay.3SG
‘S/he says that my grandfather lives here.’
(S07; 812_0074; 01:13)

Interestingly, Schreiber (2018: 924) mentions that in Romeyka of Caykara the use of ci as
complementiser in (see (93)). However, it seems that this is probably wrong, since ci is the

coordinator and is very much used as means of subordination.

(93) Romeyka of Caykara:
eyo ton dziri m ipa ci.
[LNOM the.ACCfather. ACCL.POSS say.Past.1SG that
‘I told my father that I love him much.’
(Schreiber 2018: 925)
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2.3.3.1.3na-clauses

In Romeyka, nonveridical predicates select na-clauses (Sitaridou 2014b). The head of na-
clauses is the particle na, which derives from the AG complementiser iva (hina). The
complement of the head na is a clause with a finite verb. Said that, except of its function as a
future marker, na is used as a complementiser (Mackridge 1987: 130). According to Sitaridou
(2014b), in comparison to MG, its use in Romeyka is more restricted.

First, in Romeyka, negated present tense modals such as 5 eporo ‘I can’t’ (see (94)a) and
le ‘must’ —a loanword from Turkish which functions as an invariant modal— (see (94)b)

select na-clauses as their complements (Sitaridou 2014b: 123):

(94) Romeyka:

a. t§ epor0 na porpato.
NEG can.1SGPRT.MOD walk.1SG
‘I can’t walk.’

(S07; 812_0004; 05:34)

b. ile na porpatd  / porpatis / porpati.
must PRT.MOD walk.1SG / walk.2SG / walk.3SG
‘I/you/s/he/it must walk.’

(Sitaridou 2014b: 123)

Second, in Romeyka, volitionals select na-clauses, such as 6¢lo ‘I want’, on the non-controlled
interpretation (see (95)a) and #si 6¢lo ‘1 don’t want’ and uts efélna ‘1 wasn’t wanting’ on the
controlled interpretation (see (95)b and (95)c) only when negated. Importantly, 6élo ‘I want’
and efélna ‘1 was wanting’ on the positive controlled interpretation (see (95)d and (95)e) do

not (Sitaridou 2014b: 123):
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(95) Romeyka:

a. esi 0¢lis eyo ¢e na troyo.
youNOM want.2SG IL.NOM NEG PRT.MOD eat.1SG
“You don’t want me to eat.’
(Sitaridou 2014b:123)

b. tsi  6¢lo na porpato.
NEG want.1SG PRT.MOD walk.1SG
‘I don’t want to walk’
(Sitaridou 2014b: 123)

c. ut§ eb6élna n emaireva.

NEG want.IMPF.1SG PRT.MOD cook.IMPF.1SG
‘I didn’t want to cook’
(Sitaridou 2014b: 123)

d. *polaebélna (n) étroya.
very wantIMPF.1SG PRT.MOD eat.IMPF.1SG
‘I wanted to eat a lot.’

(Sitaridou 2014b: 123)

e. *0¢élo na porpato.
want.1SG PRT.MOD walk.1SG
‘I want to walk.’

(Sitaridou 2014b: 124)

In fact, in Romeyka, in contexts such as (95)d and (95)e, another volitional verb surfaces,
namely ayapo ‘1love/like’. For the latter, the only available type of complement is a na-clause,
which surfaces regardless of the presence of negation and the control properties. This is
demonstrated in (96)a and (96)b where there is both negation and control and in (96)c and
(96)d where there is non-obligatory control (NOC) (Sitaridou 2014b: 124):
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(96) Romeyka

a. utS ayapo na payo sa  raSie.
NEG love.1SG PRT.MOD go0.1SG to.themountains. ACC
‘I don’t like to go in the mountains.’
(Sitaridou 2014b: 124)

b. ut§ ayapena n emaireva.
NEG love.IMPF.1SG PRT.MOD cook.IMPF.1SG
‘I wasn’t fond of cooking.’
(Sitaridou 2014b: 124)

c. to ped m aso xorion ayapo.
the. NOM child NOM L.POSS from.the.ACC village. ACC want.1SG
‘I want my child to leave the village.’
(Sitaridou 2014b: 124)

d. ayapo na tSimaste.
love.1SG PRT.MOD sleep.2PL
‘I want you to sleep.’

(Sitaridou 2014b: 124)

Third, in Romeyka, na-clauses are found as complements to causatives (Sitaridou 2014b: 125)

(see (97)):

(97) Romeyka:

a. efikane sas na skaftete ta yorafe suna.
let.Past.3PL.  you.ACC PRT.MOD dig.3PL the.ACCfields you.POSS
‘They let you dig your fields.’

(Sitaridou 2014b: 125)

b. i dzandarmades ut§ efikane
the.NOM policemen.NOM NEG let.Past.3PL
na skaftete ta yorafz.

PRT.MOD dig.2PL the.ACCfields.ACC
“The policemen didn’t let you dig the fields.’
(Sitaridou 2014b: 125)



Chapter 2: An overview of Romeyka grammar 77

Fourth, in Romeyka, na-clauses appear as complements to mental perception verbs such as
enéspala ‘1 forgot’ (see (98)a) —interestingly, the corresponding antonym is only rendered
periphrastically, namely érte so tSefali m ‘it came to mind’, which also selects a na-clause (see

(98)b):

(98) Romeyka:

a. enéspala na l1éyo
forget.Past.1SG PRT.MOD say.1SG
ti mami ta habére.
the. ACCgrandmother.ACC the.ACC news.ACC
‘I forgot to tell the news to the grandmother.’

(Sitaridou 2014b: 125)

b. érte SO tSefali m na léyo se
come.Past.3SG to.the. ACChead [.POSS PRT.MOD say.1SG you.ACC
do epice.
what. ACC do.Past.3SG
‘It came to mind to tell you what he did.’

(Sitaridou 2014b: 125)

Fifth, in Romeyka, na-clauses appear as complements to emotive verbs (see (99)) (Sitaridou

2014b: 126):

(99) Romeyka
exara na mairévo.
be-happy.Past.1SG PRT.MOD cook.1SG
‘I was happy I had cooked.’
(Sitaridou 2014b: 126)

Note in (99) that volitional 6é/o only requires a na-clause as complement when negated. This
does not hold true for the volitional ayapo ‘I love/like’ which always requires a na-clause (see
(100)) (Sitaridou 2014a: 124):
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(100) Romeyka:
ayapd n efteyo dulizes.
like. ISGPRT.MOD make.1SG chores.ACC
‘I like to do chores.’

(S07; 812_0004; 06:37)

2.3.3.2 Nonfinite complementation
2.3.3.2.11Infinitives

According to Sitaridou (2014b: 122), the infinitive in Romeyka is defined as not bearing any
agreement features and as not occurring independently, but only as the complement of a
superordinate syntactic construction (Ozkan 2013: 149).

According to Sitaridou (2014b), in Romeyka infinitives are attested (a) as complements
to negated past tense modal verbs (Sitaridou 2014b: 126) (see (101)); and, (b) as complements
to negated past tense volitional verb uts efélesa ‘1 did not want’ (Sitaridou 2014b: 126) (see
(102)); To this end, according to Sitaridou the infinitive in Romeyka surfaces in a subset of
nonveridical predicated, namely negated past tense modals and volitionals (Sitaridou 2014b:
127). and, (c¢) in counterfactuals such as wishes (see (103)a), exclamatives (see (103)b) and

conditionals as a complement of iya ‘I had’ (see (103)c).

(101) Romeyka:
tS  eporese mairepsini.
NEG can.Past.3SG cook.INF
‘S/he couldn’t cook.’
(S07; 812_0004; 04:06)

(102) Romeyka:
ut§  eBélesa mairepsini.
NEG want.Past.1SGcook.INF
‘I didn’t want to cook.’

(S01; 150702_0032; 01:28)
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(103) Romeyka:

a. as iSen porpatesini sa raSie!
PRT.OPT have.IMPF.3SG walk.INF to.the. ACC mountains. ACC
‘S/He should have walked in the mountains.’

(Sitaridou 2014b: 136)

b. na iyame panini
PRT.MOD have.IMPF.3PL go.INF
xtisini t ospit SO paryar!
build.INF the.ACChouse.ACCin.the. ACC pastures. ACC
‘I wish we had gone to build the house in the highland pastures.’

(Sitaridou 2014b: 136)

c. na ixa Sita piterupsini tas dulizes,
PRT.MOD have.IMPF.1SG immediately finish.INF the.ACCchores.ACC
xar n epinamen parakafin.
now PRT.MOD make.IMPF.1PL gathering. ACC
‘If T had finished the chores immediately, we would have been gathered together now.’

(SO1; 812 0123; 02:52)

The syntactic constructions in which the infinitive occurs vary between dialects (Mackridge
1999: 102—-103). For example, in Romeyka of Siirmene as spoken in Beskdy, the infinitive is
not used in prin ‘before’-clauses (Sitaridou 2014a: 49, Table 3, Ozkan 2013: 149).
Furthermore, in this variety, the infinitive is inflected by active past personal endings added to
the infinitive when occurring after the negated past tense of 6élo ‘1 want’ and poro ‘I can’, like
in uts efélesa porpatesna ‘1 did not want to walk’ (Ozkan 2013: 148).

Finally, inflected infinitives occur as a strategy of nominalization whereby they are
complements to (a) aspectuals such as epiturepsa ‘1 finished’ and (b) verbs of mental
perception such as enéspala ‘1 forgot’ (see (104)). The nominalised infinitive is used with a,
possibly obligatory, complex possessive (e)munefe which may be a calque from Turkish
nominalizations of the type oku-ma-si-ni ‘read-INF-3SG-POSS-ACC’ (Sitaridou 2014b: 130).
Furthermore, nominalization by means of inflected infinitives before adjectives are formed as

in (see (105)) (Sitaridou 2014b: 42):
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(104) Romeyka:
to tSimifin  emun -efe enéspala.
the.NOM sleep.INF we.POSS-it.POSS forget.Past.1SG
‘I forgot to sleep.’
(Sitaridou 2014b: 131)

(105) Romeyka:
afti i dulian to mabini mu.
this NOM the. NOM job.NOM the.NOM learning.INF I1.POSS

‘It is easy for me to learn how to do this job.’

(Sitaridou 2014a: 42)

2.3.3.2.2Deverbal nouns

Along with infinitives, Sitaridou (2014b) also recognises verbal nouns. They may be used (a)
as complements to volitionals such as #élo ‘1 want’ (see (106)a) and (b) as a complement to
the phrase modal epaslaepsa ‘1 started’ ((106)b) which requires a deverbal noun introduced by
the preposition so ‘to the’ (Sitaridou 2014b: 130):

(106) Romeyka:

a. to peoi m
the. NOM child. NOM L.POSS
to panimon aso yorion 0¢lo.
the.NOM going. NOM from.the. ACC village. ACC want.1SG
‘I want my child to leave the village.’

b. epasldepsa  pol:a so dipsasimo.
start.Past.1SG very to.the. ACC drinking. ACC
‘I started to get very thirsty.’

(Sitaridou 2014b: 131, 130)
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2.3.4 Clausal complements lacking an overt complementiser

According to Sitaridou (2014b: 127-129), several types of complement clause occur without
an overt complementiser. These include the complements of (a) perception verbs (see (107)a);
(b) some emotive verbs such as efovéfa ‘I feared’ (see (107)b) (but not in all emotive verbs;
others are expressed by na-clauses); (c) epistemic predicates (see (107)c); and (d) verbs of

saying (see (91) and (92) in §2.3.3.1.2):

(107) Romeyka:

a. eyo ¢kusa 0 tSopanon
ILNOM hear.Past.1SG the. NOM  shepherd. NOM
ton arko endoke.
the. ACCbear.ACC kill.Past.3SG
‘I heard that the shepherd killed the wolf.’

b. efovéba xanis ton para S.
fear.Past.1SG lose.2SG  the. ACCmoney.ACC you.POSS

‘I feared you may lose your money.’

c. Oaro hastas en.
think.1SG sick.1SG  be.3SG
‘I think s/he is sick.’

(Sitaridou 2014b: 127-128)
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2.4 Conclusions

In this chapter, I presented a brief overview of the Romeyka grammar. The way I presented the
grammar was not explicit at all and was developed in a traditional way. I specifically introduced
the basic facts about phonology, morphology and syntax in Romeyka. The goal of the chapter
was to introduce the reader to the basic grammatical rules of Romeyka so that they would

follow the linguistic discussion in the remainder of this study.
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3 Word order in Romeyka

3.0 Introduction

The focus of this chapter is word order variation in Romeyka. I specifically examine the
respective position of the subject (S), verb (V) and object (O) in matrix and subordinate
declarative and interrogative clauses in Romeyka. The goal of this chapter is to survey word
order variation in Romeyka.

The chapter is structured as follows: in §3.1, I present the results of my survey of word
order variation in matrix and subordinate declarative and interrogative clauses in Romeyka; in
§3.2, I give five arguments for VO-to-T° raising in Romeyka; in §3.3, I show that there are two

subject positions in matrix and subordinate clauses in Romeyka. The chapter concludes in §3.4.
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3.1 The breakdown of word orders in Romeyka
3.1.0 Introduction

In this section, I present the results of my survey of word order variation in matrix and
subordinate declarative and interrogative clauses in Romeyka. The strategy I follow is to
examine clauses that are syntactically similar. I therefore limit it to clauses with subject, verb
and object.

This section is structured as follows: §3.1.1 examines word order in matrix declarative
clauses in Romeyka; §3.1.2 examines word order in subordinate declarative clauses in
Romeyka; §3.1.3 examines word order in direct questions in Romeyka; and §3.1.4 examines
word order in indirect questions in Romeyka. The main findings of the section are summarised

in §3.1.5.

3.1.1 Matrix declarative clauses in Romeyka

Only three permutations of S, V and O are found in matrix declarative clauses in Romeyka,

namely SVO (see (1)), SOV (see (2)) and OSV (see (3)):

(1) SVO clause:
0 dohtoris epiren tin aisé.
the. NOM doctor NOM marry.Past.3SG the. ACCAyse.ACC
‘The doctor married Ayse.’
(SO1; 140102_00080; 01:25)

(2) SOV clause:
0 dohtoris tin aisé epiren.
the. NOM doctor. NOM the. ACCAyse.ACC marry.Past.3SG
‘The doctor married Ayse.’
(SO1; 140102_0008; 01:41)



Chapter 3: Word order in Romeyka 85

3)

OSV clause:
tin aisé 0 dohtoris epiren.
the. ACC  Ayse.ACC the. NOM doctor. NOM marry.Past.3SG

‘The doctor married Ayse.’
(SO1; 140102_0008; 01:33)

Nevertheless, V-initial and S-final word orders are not attested in matrix declarative clauses in

Romeyka, namely VSO (see (4)), VOS (see (5)), or OVS (see (6)):

4

)

(6)

VSO clause:

?epiren 0 dohtoris tin aisé.
marry.Past.3SG the. NOM doctor NOM the. ACCAyse. ACC
‘The doctor married Ayse.’

VOS clause:

?epiren tin aisé 0 dohtoris.
marry.Past.3SG the. ACCAyse.ACC the. NOM doctor.NOM
‘The doctor married Ayse.’

OVS clause:

tin aisé epiren 0 dohtoris.
the. ACCAyse.ACC marry.Past.3SG the. NOM doctor.NOM
‘The doctor married Ayse.’

3.1.2 Subordinate declarative clauses in Romeyka

Romeyka does not employ an overt complementiser to introduce subordinate clauses. That is,

subordinate clauses in Romeyka reflect a stage prior their grammaticalisation. However, word

order in subordinate clauses is different than that in matrix clauses. In particular, only two

permutations of S, V and O are found in subordinate declarative clauses in Romeyka, namely

SOV (see (7)) and OSV (see (8)):
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(7) SOV clause:
0 mohal:imis  ipen,
the. NOM teacher.NOM say.Past.3SG
i Jylsén aténan ut§ ayapa.
the.NOM Giilsen.NOM her. ACC NEG love.3SG
‘The teacher said that Giilsen doesn’t like her.’
(S07; 812_0065; 05:06)

(8) OSV clause:
0 mohal:imis  ipen,
the. NOM teacher.NOM say.Past.3SG
aténan i Jylsén ut§ ayapa.
her ACC the NOM Giilsen.NOM NEG love.3SG
‘The teacher said that Giilsen doesn’t like her.’
(S07; 812_0065; 05:01)

Nevertheless, O-final, V-initial and S-final word orders are not attested in matrix declarative

clauses in Romeyka, namely SVO, (see (9)), VSO (see (10)), VOS (see (11)), or OVS (see
(12)):

(9) SVO clause:
?0 mohal:imis  ipen,
the. NOM teacher.NOM say.Past.3SG
i Jylsén ut§ ayapa aténan.
the.NOM Giilsen.NOM NEG love.3SG her.ACC
‘The teacher said that Giilsen doesn’t like her.’

(10) VSO clause:
?0 mohal:imis  ipen,
the. NOM teacher.NOM say.Past.3SG
ut§ ayapa i Jylsén aténan.
NEG love.3SG the. NOM Giilsen.NOM her.ACC
‘The teacher said that Giilsen doesn’t like her.’
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(1)

(12)

VOS clause:

?0 mohal:imis  ipen,

the. NOM teacher.NOM say.Past.3SG

ut§ ayapa aténan i Jylsén.

NEG love.3SG  her. ACC the NOM Giilsen.NOM
‘The teacher said that Giilsen doesn’t like her.’

OVS clause:

?0 mohal:imis  ipen

the. NOM teacher.NOM say.Past.3SG

aténan ut§ ayapa i Jylsén.

her, ACC NEG love.3SG the.NOM Giilsen.NOM
‘The teacher said that Giilsen doesn’t like her.’

3.1.3 Direct questions in Romeyka

Only three permutations of S, V and O are found in both yes/no questions and wh-questions in
Romeyka, namely SVO (see (13)a for yes/no questions and (13)b for wh-questions), SOV (see
(14)a for yes/no questions and (14)b and (14)c for wh-questions) and OSV (see (15)a for yes/no

questions and (15)b for wh-questions):

(13) SVO clause:

a. 1 nife efaisen ti mamika?
the.NOM daughter-in-law.NOM feed.Past.3SG the. ACCmother-in-law.ACC
‘Did the daughter-in-law feed the mother-in-law?’
(S01; 150702_0013; 13:53)

b. pios edotsen tin kos:aran?
who.NOM give.Past.3SG the. ACChen.ACC
‘Who gave the hen?

(S01; 812_0093; 00:03)
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(14) SOV clause:

a. esis ta tsupade  Oerizete?

you.NOM the.ACCcorn.ACC harvest.2PL
‘Do you harvest the corn?’

(S07; 812_0067; 01:58)

. alis doyna dotsen?

Alis. NOM what.ACC give.Past.3SG
‘What did Alis give?’
(SO1; 812_0093; 00:16)

. pios doyna ayorasen?

who.NOM what. ACC buy.Past.3SG
‘Who bought what?’
(SO01; 150703 _0042; 07:37)

(15) OSV clause:

Nevertheless, V-initial and S-final word orders are not attested either in yes/no questions or
wh-questions in Romeyka, namely either VSO (see (16)a for yes/no questions and (16)b, (16)c
and (16)d for wh-questions), or VOS (see (17)a for yes/no questions and (17)b, (17)c and (17)d
for wh-questions), or OVS (see (18)a for yes/no questions and (18)b, (18)c and (18)d for wh-

a. ato 0 mehmétis éndzen

this. ACC the NOM Mehmetis. NOM bring.Past.3SG
‘Did Mehmetis bring that?’
(SO1; 150703 _0042; 06:36)

b. yavitse pios éfaen?

anchovies. ACC who.NOM eat.Past.3SG
‘Who ate anchovies?’

(S01; 812_0057; 04:06)

questions):

x?

it. ACC
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(16) VSO clause:

(17)

a.

?efaisen 1 nife ti

feed.Past.3SG the. NOM daughter-in-law.NOM the.ACCmother-in-law.ACC

‘Did the daughter-in-law feed her mother-in-law?’

b. ?edotsen pios tin kos:aran?
give.Past.3SG who.NOM the. ACChen.ACC
‘Who gave the hen?

c. ?00tSen alis doyna?
give.Past.3SG Alis. NOM what. ACC
‘What did Alis give?’

d. ?ayodrasen pios doyna?
buy.Past.3SG who.NOM what. ACC
‘Who bought what?’

VOS clause:

a. ?Tefaisen ti mamika i
feed.Past.3SG the. ACCmother-in-law.ACC the. NOM
‘Did the daughter-in-law feed her mother-in-law?’

b. ?edotsen tin kos:aran  pios?
give.Past.3SG the. ACChen.ACC who.NOM
‘Who gave the hen?

c. 706tsen doyna alis?
give.Past.3SG what. ACC Alis.NOM
‘What did Alis give?’

d. ?ayodrasen doyna pios?

buy.Past.3SG what. ACC who.NOM
‘Who bought what?’

mamika?

nife?

daughter-in-law.NOM
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(18) OVS clause:
a. i mamika efaisen i nife?
the. ACCmother-in-law.ACC feed.Past.3SG the. NOM daughter-in-law.NOM

‘Did the daughter-in-law feed her mother-in-law?’

b. ?tin kos:aran edotSen pios?
the. ACChen.ACCgive.Past.3SGwho.NOM
‘Who gave the hen?

c. 7déyna dotsen alis?
what. ACC give.Past.3SG Alis.NOM
‘What did Alis give?’

d. ?déyna ayorasen pios?
what. ACC buy.Past.3SG who.NOM
‘Who bought what?’

Although multiple wh-questions are attested in SOV orders (see (14)c), they are not attested in
OSV orders (see (19)):

(19) OSV clause (multiple wh-question):

?doyna pios ayorasen?
what. ACC who.NOM buy.Past.3SG
‘Who bought what?’

3.1.4 Indirect questions in Romeyka

Romeyka does not employ an overt complementiser to introduce indirect questions. That is,
indirect questions in Romeyka reflect a stage prior their grammaticalisation. However, word
order in indirect questions is different than that in direct questions. In particular, Only two
permutations of S, V and O are found in subordinate interrogative clauses in both yes/no
questions and wh-questions in Romeyka, namely SOV (see (20)a for yes/no questions and
(20)b and (20)c for wh-questions) and OSV (see (21)a for yes/no questions and (21)b for wh-

questions):
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(20) SOV clause:

a. rotas me, alis tin  ai$én efilisen?
ask. NOM.2SG [.ACC Alis.NOM the.ACCAyse.ACC kiss.Past.3SG
“You ask me, did Alis kiss Ayse?’

(S01; 150702_0022; 03:16)

b. do Oaris, alis tinan efilisen?
what. ACC think.2SG Alis. NOM who.ACC kiss.Past.3SG
‘What do you think, who did Alis kiss?’

(S01; 150703 _0040; 19:24)

c. esi erotds me, pios doyna ayorasen?
youNOM ask.2SGL.ACC who.NOM what. ACC buy.Past.3SG
“You ask me, who bought what?’

(S01; 150703 _0042; 08:16)

(21) OSV clause:

a. rotds  me, to chithdgpin  alis exujepsen?
ask.2SGLLACC the.ACCbook.ACC Alis.NOM read.Past.3SG
‘You ask me, did Alis read the book?’
(S01; 150702_0022; 06:13)

b. rotds  me, tin aisén ts epiren?
ask.2SGLACC the.NOM the.ACCAyse.ACC who.NOM marry.Past.3SG
“You ask me, who married Ayse?’

(SO01; 140102_0008; 01:41)

Nevertheless, O-final, V-initial and S-final word orders are not attested in either yes/no
questions or wh-questions in Romeyka, namely SVO (see (22)a for yes/no questions and (22)c
and (22)d for wh-questions), VSO (see (23)a for yes/no questions and (23)c and (23)d for wh-
questions), VOS (see (24)a for yes/no questions and (24)c and (24)d for wh-questions), or OVS
(see (25)a for yes/no questions and (25)c and (25)d for wh-questions):
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(22) SVO clause:

(23)

a. 7rotas me, alis efilisen tin aisén?
ask. NOM.2SG [.ACC Alis.NOM kiss.Past.3SG the. ACCAyse.ACC
“You ask me, did Alis kiss Ayse?’

b. rotds  me, tin aisén ts epiren?
ask.2SGLACC the.NOM the.ACCAyse.ACC who.NOM marry.Past.3SG
“You ask me, who married Ayse?’

c. 2do Oaris, alis efilisen tinan?
what. ACC think.2SG Alis.NOM kiss.Past.3SG who.ACC
‘What do you think, who did Alis kiss?’

d. ?Zesi erotds me, pios ayorasen doyna?
you.NOM ask.2SGme who.NOM buy.Past.3SG what. ACC
“You ask me, who bought what?’

VSO clause:

a. ?rotas me, efilisen alis tin aisén?
ask. NOM.2SG [.ACC kiss.Past.3SG Alis.NOM the. ACCAyse.ACC
“You ask me, did Alis kiss Ayse?’

b. rotds  me, tin aisén ts epiren?
ask.2SGLACC the.NOM the.ACCAyse.ACC who.NOM marry.Past.3SG
“You ask me, who married Ayse?’

c. 2do Oaris, efilisen alis tinan?
what. ACC think.2SG kiss.Past.3SG Alis. NOM who.ACC
‘What do you think, who did Alis kiss?’

d. ?Zesi erotds me, ayorasen pios doyna?

youNOM ask.2SGme buy.Past.3SG who.NOM what. ACC

“You ask me, who bought what?’
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(24) VOS clause:

a. 7rotas me, efilisen tin aisén alis?
ask. NOM.2SG 1.ACC kiss.Past.3SG the. ACCAyse.ACC Alis.NOM
“You ask me, did Alis kiss Ayse?’

b. rotds  me, tin aisén ts epiren?
ask.2SGLACC the.NOM the.ACCAyse.ACC who.NOM marry.Past.3SG
“You ask me, who married Ayse?’

c. ?2do Oaris, efilisen tinan alis?
what. ACC think.2SG kiss.Past.3SG who.ACC Alis.NOM
‘What do you think, who did Alis kiss?’

d. ?Zesi erotds me, ayorasen doyna pios?
you.NOM ask.2SGL.ACC buy.Past.3SG what. ACC who.NOM

“You ask me, who bought what?’

(25) OVS clause:

a. 7rotas me, tin aisén efilisen alis?
ask. NOM.2SG [.ACC the.ACCAyse.ACC kiss.Past.3SG Alis.NOM
“You ask me, did Alis kiss Ayse?’

b. rotds  me, tin aisén ts epiren?
ask.2SGLACC the.NOM the.ACCAyse.ACC who.NOM marry.Past.3SG
“You ask me, who married Ayse?’

c. ?2do Oaris, tinan efilisen alis?
what. ACC think.2SG who.ACC kiss.Past.3SG Alis. NOM
‘What do you think, who did Alis kiss?’

d. ?Zesi erotds me, doyna ayorasen pios?
you.NOM ask.2SGL.ACC what. ACC buy.Past.3SG who.NOM

“You ask me, who bought what?’

Although multiple wh-questions are attested in SOV orders (see (20)c), they are not attested in
OSV orders (see (26)):
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(26) OSV clause (multiple wh-question):
Pesi erotds me, doyna pios ayorasen?
youNOM ask.2SGL.ACC what. ACC who.NOM buy.Past.3SG

“You ask me, who bought what?’

3.1.5 Summary

In this section, I presented the results of my survey of word order variation in matrix and
subordinate declarative and interrogative clauses in Romeyka. The findings of this survey show
that three word orders are attested in Romeyka, namely SVO, SOV and OSV. On the other
hand, V-initial and S-final word orders, i.e. VSO, VOS and OVS, are not attested in Romeyka.
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3.2 Verb positions in Romeyka
3.2.0 Introduction

In this section, I give four arguments in favour of V%-to-T? raising in Romeyka. The first two
arguments address the interaction between rich morphological inflection of the verb and
syntactic raising. Romeyka shows two properties typically associated with V°-to-T° movement:
rich person and number agreement on the one hand and null subjects, or pro-drop on the other.
I discuss these properties in §3.2.1 and §3.2.2 respectively. Another argument for V°-to-T?
raising comes from placement facts. In §3.2.3, I use the respective position of the focus-
associate particle dZe ‘also’ and verb as evidence for verb raising. In §3.2.4, T use the respective
position of adverbs and auxiliary verbs as evidence for verb raising. The findings of the section

are summarised in §3.2.5.

3.2.1 The Rich Agreement Hypothesis (RAH)

The Rich Agreement Hypothesis (RAH) generally refers to the generalisation that V°-to-T°
movement is conditioned by rich subject agreement on the finite verb. RAH has long been
taken as an important argument in favour of a direct connection between syntax and
morphology (see Pollock 1989, Roberts 1993, Vikner 1995, 1997). In recent years, however,
the RAH has been disputed on both empirical and theoretical grounds. Empirically, data have
been put forward that seem to suggest the existence of languages that are poorly inflected but
still display V°-to-T° movement.

Theoretically, under lexicalist approaches (see Chomsky 1995), the tight connection
between rich agreement and V°-to-T? movement has been taken as a strong argument for the
idea that morphology drives syntax (see Vikner 1995). However, in more current generative
models of grammar, morphological insertion is assumed to take place after the syntactic
computation, suggesting that morphology can have no direct influence on the syntactic
derivation.

Romeyka has distinct verbal forms for all persons and singular and plural numbers with
no suppletion, at least in most tense-voice combinations. Table 23 shows the present active

declension of /éyo ‘I say’:
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Table 23. Subject agreement paradigm.

Singular number Plural number
1st person léy-o léy-umen
2nd person léj-is léj-ete
3rd person léj-i léy-un(e)

The rich person and number inflection of the subject agreement paradigm in Romeyka indicates

that the verb raises to the head of a Tense projection.

3.2.2 Null subjects

The pro-drop, or null subject phenomenon refers to a clause in which no overt subject is

expressed, as in the example in (27) from Romeyka:

(27) Romeyka:
opse yars ipe tes.
yesterday now say.Past.3SG her
‘Yesterday she told her.’
(S01; 0120713192027; 01:36)

Recent typologies of null subjects distinguish various types of null subjects. In some languages,
not only subject pronouns, but also object pronouns can be dropped. One example is Chinese
(see Huang 1984). This type of pro-drop has recently been referred to as radical pro-drop or
discourse pro-drop (see Neeleman & Szendr6i 2007).

There is long held typological correlation between rich person and number inflection and
the type of pro-drop found in consistent null subject languages. Roberts & Holmberg (2010: 3)
note that this observation was noted by AGs scholars, quoting a passage from Apollonius
Dyscolus on AG.

The intuition is that verbs that are inflected for person and number do not require further
specification as to what the subject is. This intuition has been formulated syntactically in
various ways. One option is that the requirement that all clauses have a subject, where this
subject occurs in a particular syntactic position, (the Extended Projection Principle of Chomsky
1982), is not universal (see a current variation in Alexiadou & Anagnostopoulou 1998). Under

Alexiadou & Anagnostopoulou’s (1998) analysis, verb movement to T is sufficient to identify
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the formal features on T and therefore subjects are not required in the [Spec, TP] subject
position. Another intuition is that the empty category pro occupies the canonical [Spec, TP]
subject position (Rizzi 1982, Chomsky 1982). When a verb moves to T°, the person and number
features of the verb are copied onto the empty pronominal, licensing it. These proposals imply
a direct relationship between V-to-T® movement and pro-drop. Notice, however, that not all
languages with V°-to-T® movement have consistent null subjects. For example, French has V°-

to-T? but not pro-drop (see (28)):

(28) French:
J ai mangé une soupe.
I have.ISG eatINF a. ACC soup.ACC

‘I ate a soup.’

Romeyka shows all of the properties that other null subject languages show too. First, 3rd

person subjects can be dropped (see (29)):

(29) Romeyka:
1¢j1 me.
say.3SG me
‘S/He says to me.’

(SO1; 812 0113; 05:58)

Second, 1st and 2nd personal pronouns can be dropped (see (30)):

(30) Romeyka:
a. léyo se.
say.1SGyou.ACC
‘I say to you.’
(S08; 812 0067; 04:19)
b. 1&jis me.
say.2SG me
‘You say to me.’

(S01; 150702_0023; 05:31)
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In harmonic null subject languages, if the subordinate clause of a bi-clausal construction
contains an overt subject pronominal, the subject of the main clause is not necessarily co-
referential with the subject of the subordinate (see Fascarelli & Hinterh6lzl 2007, i.a.) (see (31)
from MG):

(31) Modern Greek:

a. 1 maria jelase afu i0e ton jani.
the. NOM Maria.NOM laugh.Past.3SG after saw the.ACCYannis.ACC
‘Maria laughed after she saw Yannis.’

b. 1 maria jelase
the. NOM Maria. NOM laugh.Past.3SG
afu afti ide ton jani.
after she see.Past.3SG the. ACCYiannis. ACC
‘Maria laughed after she saw Yannis.’

(Roberts & Holmberg 2010: 7)

In Romeyka, it is the case that subordinate clauses whose subjects are co-referential with matrix

clause subjects do not contain overt pronouns (see (32)):

(32) Romeyka:
0¢élo na pao.
want.1SG PRT.MOD go.1SG
‘I want to go.’

(S06; 812 _0117; 00:20)

Biberauer & Roberts (2010) put forth a proposal that covers more typological correlations
concerning null subjects, verbal inflection and V°-to-T® movement. In particular, they make a
distinction between person and number inflection and tense inflection. In such a system, what
triggers V%-to-T° movement is tense inflection, rather than person/number inflection.
Specifically, both T® and V° carry unvalued features, making them active in the derivation.
While VO lacks a valued Tense feature, T is valued for Tense. T, being a functional head, is
not specified with respect to argument structure, whereas V is specified as having argument
structure. Within the Agree based system of Chomsky (2000, 2001), this means that T° and V°

always establish an Agree relation. In languages like English (as well as V2 Germanic
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languages), the tense on the verb is licensed in this way, with no movement to T°. In null subject
languages, on the other hand, T? bears an EPP feature, relating to rich tense synthesis, triggering
V0-to-T? movement.

Biberauer & Roberts (2010) discuss the contrast between Romance languages, which
have V%-to-T° and Germanic languages, which do not. A typical example of the latter is
English, where verbs do not raise. The difference is that the Romance languages have more
synthetic (non-periphrastic) tense distinctions than the Germanic languages. These tense
distinctions also encompass aspect and mood. For example, Italian shows the distinctions in

(33)a, French those in (33)b, while English shows only the distinctions in (33)c:

(33) Tense/aspect/mood forms:

a. Italian:
parlo (present), parlero (future), parlerei (conditional), parlavo (imperfect), parli
(present subjunctive), parlassi (past subjunctive), parlay (preterit)

b. French:
parle (present indicative/subjunctive), parlerai (future), parlerais (conditional),
parlais (imperfect), parlay (preterite), parlasse (past subjunctive)

c. English:
speak (present), spoke (past)

Biberauer & Roberts’ (2010) proposal accounts for more cross-linguistic variation concerning
null subjecthood and V%-to-T° movement. V°-to-T movement is available not due to rich
person and number inflection, but to tense synthesis. Pro-drop, on the other hand, is available
due to rich person and number inflection. This explains the contrast between English (also
Mainland Scandinavian), French and Italian/Modern Greek (among other languages). The

differences are summarised in Table 24:
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Table 24. Cross-linguistic variation concerning V°-to-T° movement.

Rich  person, Pro-drop Tense synthesis V'-to-T°
number
Modern Greek, Yes Yes Yes Yes
Italian
French No No Yes Yes
English No No No No

The tense/aspect/voice system in Romeyka is similar to the very complex system in Modern

Greek, as shown in Table 25:

Table 25. Attested tense/aspect/mood form of leyo ‘I say’.

Tense/aspect, mood, voice Form
Present léyo
Past ipa
Imperfect éleya

To sum up, while the Rich Agreement Hypothesis claims that V°-to-T° movement corresponds
to rich person and number inflection, Biberauer & Roberts (2010) propose that V°-to-T°
movement is the consequence of a high degree of tense synthesis. Romeyka displays both of

these properties and it is therefore expected that V°-to-T® movement takes place.

3.2.3 Additive particle dZ(e) ‘also’ placement

According to Chatzikyriakidis et al. (2015), ce ‘also’ in Modern Greek is a focal associate
operator and it only surfaces in its base-generated position, as a sister to its associate. Therefore,
whatever moves out of the associate of ce necessarily precedes it, a fact that makes ce a
straightforward diagnostic for clause structure.

In Romeyka, dZ(e) ‘also’ seems to be a focal associate operator as well, similar to the
Modern Greek ce. If we assume that dZ(e) occupies the [Spec, vP] position, then the verb

appears to precede dz(e), indicating that the verb raises to T? (see (34)):
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(34) Romeyka:
Oénumen dze dlas.
put.IPL  PRT salt.ACC
‘We also put salt.’
(SO1; 150703 _0041; 05:09)

In the example (34), dZ(e) is placed in the [Spec vP], indicating that the verb raises out of the
vP.

The syntactic derivation of (34) should be like the one in (35):
(35) TP

0énumen; VP

dze v’

ti alas
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3.2.4 Adverb placement

Interestingly, some adverbials are attested to interpolate between the auxiliary and the verb.
Given that the following adverbs are placed in [Spec, vP], the auxiliary must be in T°. Consider

the example in (36):

(36) Romeyka:
na muts iya kal ipéne ti mana m,
PRT.MOD NEG have.IMPF.ISG again say.INF the. ACCmother ACC 1.POSS
i mana m n éstetSen.
the.NOM mother.NOM I[.POSS PRT.MOD be.IMPF.3SG
‘If I hadn’t said (that) to my mother again, my mother would have stayed (here).’
(SO1; 812 0123; 01:04)

In the example (36) the adverb is placed in the [Spec vP], indicating that the verb raises out of
the vP.
The syntactic derivation of (36), which according to Chatzopoulou & Sitaridou (2014)

implies conditional inversion, should be like the one in (37):
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(37) CP
C
C NegP
an na; Neg’
muts

MoodP

Mood’

iyai vP

kal v’

ti VP

V’

ipéne ti mana m
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3.2.5 Summary

In this section, I gave four arguments in favour of V°-to-T? raising in Romeyka. The first two
arguments addressed the interaction between rich morphological inflection of the verb and
syntactic raising. Romeyka shows two properties typically associated with V°-to-T° movement:
rich person and number agreement on the one hand and null subjects, or pro-drop on the other.
Another argument for V%-to-T raising came from placement facts; I used the respective
position of the additive particle dZe ‘also’ and verb as evidence for verb raising; and I used the

respective position of adverbs and auxiliary verbs as evidence for verb raising.
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3.3 Subject positions in Romeyka
3.3.0 Introduction

In §3.2, I showed that there is one position for finite verbs in main and subordinate clauses in
Romeyka. In this section, I show that there is one subject position in main and subordinate
clauses in Romeyka too. I specifically show that in Romeyka subjects in pragmatically
unmarked orders are always topics, which are left-dislocated.

This section is organised as follows: in §3.3.1, I present Alexiadou & Anagnostopoulou’s
(1998) typology of subject placement; in §3.3.2, I present arguments against Alexiadou &
Anagnostopoulou’s (1998) typology; in §3.3.3, I use the respective position of adverbs to
identify TopP in Romeyka; and, in §3.3.4, I provide a summary of the main findings of the

section.

3.3.1 Alexiadou & Anagnostopoulou (1998)

Alexiadou & Anagnostopoulou (1998) take the view that in languages with rich person and
number inflection, there is no requirement that an element be in the canonical [Spec, TP]
position. They discuss facts from Celtic, Modern Greek, Icelandic and English, creating a
typology of languages that allow VS orders, based on the parametrisation of the T° position (in
their terminology Agr®). Basically, they claim that the Null Subject Parameter is the source of
the cross-linguistic variation. For the sake of simplicity, I discuss only the data from English,
a non-null-subject language and MG, a null subject language.

There are a number of asymmetries between English and MG VS structures. First of all,
in English VS orders an expletive there is required in [Spec, TP] (see (38)), unlike in Greek
(see (39)):

(38) English:
a. A man arrived.

b. *(There) arrived a man.
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(39) Modern Greek
éfije 0 pétros.
leave.Past.3SG  the. NOM Petros. NOM
‘Petros left.’
(Kirk 2012: 80)

Second, in English, only intransitive verbs can appear in VS orders, while in MG all types of

predicates occur in VS(O) orders. The contrast is shown in (40) and (41):

(40) English:

*There built a man a house.

(41) Modern Greek:
¢ktise 1 maria to spiti.
build.Past.3SG the. NOM Maria.NOM the. ACChouse.ACC
‘Maria built the house.’
(Kirk 2012: 80)

A well-known property of expletive constructions in English, among other languages, is that

they are ungrammatical if the associate of the expletive is definite. An example is given in (42):

(42) English:

There arrived three men / a man/ *the man / *all the men / *each man / *every man.

The phenomenon is known as the Definite Restriction (DR), or Definiteness Effect (Belletti
1988, Milsark 1977, Moro 1997).

Alexiadou & Anagnostopoulou (1998) take the DR to indicate that definite subjects are
incompatible with an expletive in [Spec, TP]. They show (1998: 496) that this restriction is
absent in MG (see (43)):
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(43) Modern Greek:

irfe to kabe peoi.
arrive.Past.3SG the NOM every. NOM child. NOM
‘Each child arrived.’

(Alexiadou & Anagnostopoulou 1998: 496)

They take the fact that there is no expletive in VS orders in MG as an indication that the [Spec,
TP] position is not filled and thus, not projected. In their analysis, the verbal inflection in a null
subject language is specified enough to satisfy the [EPP], which corresponds to an
uninterpretable Definiteness [D] feature on T° when the verb moves to T°.

The parametric difference then lies in what exactly the category that checks the [EPP] is.
It can be checked either through Move/Merge XP or Move/Merge X° (Alexiadou &
Anagnostopoulou 1998: 518). Languages with rich verbal inflection such as MG check the
[EPP] through V° head (X°) movement to T and languages with poor agreement such as
English check it through XP movement (Move XP), or expletive insertion (Merge XP).
Therefore, the [EPP] as a feature is universal; however there is no [Spec, TP] position projected
in null subject languages.

A consequence of Alexiadou & Anagnostopoulou’s (1998) analysis is that preverbal
subjects in null subject languages are left-dislocated to the left periphery, undergoing A’
movement rather than A movement. Postverbal subjects stay in-situ in the VP. This
corresponds to the fact that at least in MG, preverbal subjects have the interpretation of topics,
while postverbal subjects are pragmatically neutral (i.e., the neutral order is VSO, not SVO).

Consider the example (44) from Alexiadou & Anagnostopoulou (1998: 506):

(44) Modern Greek:
a. éna peodi djavase to ‘parami6i yoris  Onoma’.
a.NOM child.NOM read.Past.3SG the. ACCfairy.tale. ACCwithout title. ACC
‘A certain child/one of the children read ‘Fairy Tale without a Title’.’
b. djavase éna pedi to ‘parami6i yoris  6noma’.
read.Past.3SG a.NOM child. NOM the. ACCfairy.tale. ACCwithout title. ACC
Alexiadou & Anagnostopoulou (1998: 506)

The preverbal subject in (44)a has a ‘strong’ partitive or specific interpretation, while the

postverbal subject in (44)b favours a non-specific reading. Further evidence that preverbal
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subjects in MG are A’ moved comes from the contrast between MG and English with respect
to scope ambiguities with indefinites and strong quantifiers. The examples in (45) and (46)

llustrate this:

(45) English:

Some student filed every article.

(46) Modern Greek:
a. kdpgos fititis sticioBétise  kabe arfro.
some.NOMstudent. NOM file.Past.3SG every article. ACC
‘Some student filed every article.’
b. sticioBétise  kapgos fititis kabe arbro
file.Past.3SG some.NOMstudent.NOM every article. ACC
Alexiadou & Anagnostopoulou (1998: 506)

In English, an indefinite subject with a strong quantifier object has ambiguous scope; (45) can
either mean that one single student filed every article, or that every article was filed by some
student or another. In MG, on the other hand, when the indefinite subject is preverbal as in
(46)a, the indefinite has to have wide scope; only the reading where one and the same student
filed every single article is available. In the VSO order in (46)b, the scope is ambiguous as in
English.

Alexiadou & Anagnostopoulou’s (1998: 505) explanation is that if the preverbal subject
in (46)a were in an A position, the interpretation would remain ambiguous. Alexiadou &
Anagnostopoulou (1998) provide a number of arguments showing that preverbal subjects in
MG are left-dislocated topics and I will not repeat them all here. In the following subsection I
discuss some of the problems that have been brought up with Alexiadou & Anagnostopoulou’s

(1998) account.

3.3.2 Arguments against Alexiadou & Anagnostopoulou (1998)

Alexiadou & Anagnostopoulou’s (1998) analysis makes a couple of very strong predictions.
First, it predicts that all null subject languages have VSO orders, which is not true; take for
example in Modern Hebrew (see Doron (2000, p. note 8)). Furthermore, even Italian, a

consistent null subject language that Alexiadou & Anagnostopoulou treat as an exemplar of
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their proposal does not easily allow VSO orders (see Belletti 2001, Cardinaletti 2004, Pinto
1997, Sheehan 2010).

Interestingly, although the pragmatically unmarked order in Romeyka is SVO, it does
not allow VSO orders (see (47)):

(47) Romeyka:

a. SVO clause:
0 mustafas epeLZEpsen to yorafin.
the.NOM Mustafas. NOM put.fertiliser.Past.3SG the.ACCfield. ACC
‘Mustafas put fertiliser on the field.’
(S01; 150703 _0040; 02:16)

b. ?VSO clause:
2epeLAEpsen 0 mustafas to yorafin.
put.fertiliser.Past.3SG the. NOM Mustafas.NOM the.ACCfield. ACC
‘Mustafas put fertiliser on the field.’

The proposal also makes the very strong prediction that all preverbal subjects are left-
dislocated in null subject languages, since [Spec, TP] is never projected. Many have shown
that this prediction is not borne out for the Romance null subject languages (for example, see
Goodall (2001) concerning Spanish; Costa (2004) concerning European Portuguese; Sheehan

(2010) concerning Spanish, Italian and European Portuguese).

3.3.3 Identifying TopicP: intervening adverbs

Subjects are found separated from the verb by an adverb. In the default case, verbs move to TY,
this indicates that the subject does not occupy [Spec, TP], or at least that the subject and verb

are not in a Spec-head configuration. Consider the example in (48):
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(48) Romeyka:

a. alis mian eFilisen tin  aisén.

Alis. NOM once kiss.Past.3SG the. ACCAyse.ACC
‘Alis kissed Ayse once.’
(SO1; 15702_0022; 00:44)

b. alis mian [tin aiSEN]roc  efilisen.
Alis. NOM once the. ACCAyse.ACC kiss.Past.3SG
‘Alis kissed Ayse once.’

(S01; 150702; 06:24)

c. alis [Mian]ro. efilisen tin  aisén.
Alis. NOM once kiss.Past.3SG the. ACCAyse. ACC
‘Alis kissed Ayse once.’

(SO1; 15702_0022; 00:52)

In (48), it is obvious that the adverb mian ‘once’ is placed in the [Spec, TP] in a pragmatically
unmarked order; thus the subject alis ‘Alis’ must be left-dislocated (see (48)a). The same holds
in (48)0 and (48)c. The result of this diagnostic shows that the subject is left-dislocated in

Romeyka.

3.3.4 Summary

In this section, I have shown that there is one subject position in main and subordinate clauses
in Romeyka too. I have specifically shown that in Romeyka subjects in pragmatically

unmarked orders are always topics, which are left-dislocated.
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3.4 Conclusions

In this chapter, I focused on the word order variation in Romeyka. I specifically examined the
respective position of the subject (S), verb (V) and object (O) in main and subordinate
declarative and interrogative clauses in Romeyka.

First, 1 presented the results of my survey of word order variation in matrix and
subordinate declarative and interrogative clauses in Romeyka. The findings of this survey show
that three word orders are attested in Romeyka, namely SVO, SOV and OSV. On the other
hand, V-initial and S-final word orders, i.e. VSO, VOS and OVS, are not attested in Romeyka.
Second, I argued that VO raises to T® in Romeyka. Third, I showed that subjects in pragmatically

unmarked orders are left-dislocated.
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4 Information structure in Romeyka

4.0 Introduction

In this chapter, (a) I determine the pragmatically unmarked/neutral word order in Romeyka and
(b) I examine the syntactic distribution and the semantic type of the constituents in
pragmatically marked word orders in Romeyka.

As a matter of fact, I take into consideration cross-cutting generalisations regarding
topics, foci and contrastive elements. These jointly motivate the following four-way typology

(see Table 26):

Table 26. Neeleman et al. (2009: 15).

Topic Focus
Non-contrastive aboutness topic [topic] (new) information focus
[focus]
Contrastive contrastive topic contrastive focus
[topic, contrast] [focus, contrast]

What Table 26 expresses is that topic and focus are basic notions in information structure that
can be enriched to yield a contrastive interpretation. In other words, a contrastive topic and a
contrastive focus are an aboutness topic and a (new) information focus interpreted
contrastively. A suggestion along these lines can be found in Neeleman et al. (2009), Giusti
(2006), McCoy (2003), Molnar (2002) and Vallduvi & Vilkuna (1998).

The chapter is structured as follows: in §4.1, I look for the pragmatically
unmarked/neutral word order of monotransitive clauses with an overt subject in Romeyka; in
§4.2, I investigate the distribution of topics in Romeyka; in §4.3, I examine the distribution of
foci in Romeyka; in §4.4, I address the wh-questions, multiple wh-questions and multiple focus
in Romeyka; and in §4.5, I deal with the syntactic distribution of topics and foci in Romeyka.

The chapter concludes in §4.6.
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4.1 The pragmatically unmarked word order in Romeyka
4.1.0 Introduction

In this section, I look for the pragmatically unmarked word order in Romeyka. The section is
structured as follows: in §4.1.1, I determine the notion of the pragmatically unmarked word
order; in §4.1.2, I investigate the pragmatically unmarked word order in matrix declarative
clauses in Romeyka; and, in §4.1.3, I examine the pragmatically unmarked word order in
subordinate declarative clauses in Romeyka. The main findings of the section are summarised

in §4.1.4.

4.1.1 The notion of the pragmatically unmarked word order

All of the elements of a clause carry discourse information; discourse information can be either
new or given. There are further sub-categories, which I will examine in the remainder of this
chapter. The two perhaps most persistent intuitions that researchers have expressed about the

new and given information distinction are as follows (see (1)):

(1) a. Question—Answer: The material in the answer that corresponds to the wh-constituent
in the (constituent) question is focused.

b. Given/New: New material is focused, Given material is not.

I now provide formal implementations of both of these ideas and subsequently discuss the
relation between them. I would like to begin with the first intuition, i.e. foci correspond to the

wh-phrase in a question that precedes (see (2)):

(2) a. Question:
Who kicked the ball?
b. Answer:

[The boy]roc kicked the ball.

To formalise this, I introduce the notion of a focus value (sometimes called an alternative value
or P-set). The focus value for the answer in (2), written as [the boy]r.. kicked the ball is the set

of propositions in (3)a, roughly those expressed by sentences of the form x kicked the ball,
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where x is an individual (W is the set of all possible worlds, E the set of all individuals); we

will informally write such sets as in (3)b:

(3) Propositions:
a. {{w € W | x kicked the ball in w}|x € E}
b. {x kicked the ball | x an individual}

A question—answer congruence condition makes use of the fact that question meanings, too,
can be taken to be sets of propositions, roughly the set of all direct answers. Thus the question
in (4) denotes the set of propositions indicated in (4)a, while a question like ‘Which boy kicked
the ball?, which likewise can be answered by the declarative in (3), denotes the set in (4)b
(subscript ‘O’ indicates that this is the ordinary meaning —as opposed to the focus value— of

the expression in brackets):

(4) Propositions:
a. [Who kicked the ball?]o = {x kicked the ball | x is a person}
b. [Which boy kicked the ball?]o = {x kicked the ball | x is a boy}
c. [What did the boy kick?]o = {the boy kicked x | x is an object}

The question “What did the boy kick?’, on the other hand, (3) cannot answer, is interpreted as

in (4)c. To derive this pattern the question-answer condition needs to be stated as in (5):

(5) Question—Answer Congruence (QAC):
A is a felicitous answer to Q only if
a. [QJo € [A]f and

b. there is no alternative focusing A’ of A, which has less F-markings and meets (5)a.

QAC predicts F-markings on complex constituents such as VPs (What did x do?) or clauses
(What happened?).
Based on the aforementioned analysis, I propose that new information is per se divided

into two major categories:
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(6) a. The material in the answer that corresponds to the wh-constituent in the (constituent)
question is pragmatically marked.

b. New material in any context apart from the one in (a) is pragmatically unmarked.

I therefore assume that a pragmatically marked clause is one in which at least one constituent
is the answer that corresponds to the wh-constituent in the (constituent) question. On the other
hand, I assume that a pragmatically unmarked clause is one in which no constituent is the
answer that corresponds to any wh-constituent in the (constituent) question. Likewise, a
pragmatically marked word order would be the word order of a pragmatically marked clause,
while the pragmatically unmarked word order would be the word order of a pragmatically

unmarked clause.

4.1.2 The pragmatically unmarked word order in matrix declarative clauses in Romeyka

A pragmatically unmarked order is said to be an ‘all-focus sentence’, aka ‘a presentational
focus sentence’, containing neither old information nor any presuppositions. Several
diagnostics can be applied to determine the canonical order in a language. The first one is a
‘what happened?’ question, which typically invokes a context in which all of the elements of
the answer constitute new information and hence are equal in terms of their discourse-
pragmatic properties (Biiring 2009, van der Wal 2016).

The pragmatically unmarked word order in matrix declarative clauses in Romeyka is VO

(see (7)) like in MG (see (8)):

(7) Romeyka:

a. Question:
DO ejéndo?
what.NOM happen.Past.3SG
‘What happened?’
b. Answer:
0 mustafas epeLZEpsen to yorafin.

the.NOM Mustafas. NOM put.fertiliser.Past.3SG the.ACCfield. ACC
‘Mustafas put fertiliser on the field.’
(S01; 150703 _0040; 02:16)
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(8) Modern Greek:

a. Question:
‘What happened?’

b. Answer:
éspase ti laba 0 janis.
break.Past.3SG the. ACClamp.ACC the.NOM Yanis.NOM
“Yanis broke the lamp.’

(Alexiadou & Anagnstopoulou 2000: 174)

Interestingly, in Romeyka existential constructions with the verb en ‘be.3SG/3PL’, the
predicative complement always precede the verb en (see (9)). The order PC-V must be the

result of phonological change, since en functions as an enclitic:

(9) Romeyka:

Predicative complements:

a. atés o PApPos m en.
he the NOM grandfather NOM [.POSS be.3SG
“This is my grandfather.’

(S07; 812_0074; 00:13)

b. até 1 in¢ka 1 MAna m en.
this NOM the NOM woman.NOM the. NOM mother.NOM [.POSS be.3SG
“This woman is my mother.’

(S07; 812_0074; 01:55)

c. atd to zZon 1 koS:Ara m en.
this. NOM the.NOM animal. NOM the. NOM hen.NOM [.POSS be.3SG
“This animal is my hen.’

(S07; 812_0074; 04:33)
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4.1.3 The pragmatically unmarked word order in subordinate declarative clauses in

Romeyka

The pragmatically unmarked word order in subordinate declarative clauses in Romeyka is SOV
when the verb is finite (see (10)a) in contrast to VSO in MG (see (11)) and SVO when the verb

is an infinitive (see (10)b):

(10) Romeyka:

a. ey0 0aRO, alis pol:a omorfa chitrape  exUjepsen.
I think.1SG Alis.NOM many.ACC nice. ACC books.ACCread.Past.3SG
‘I think that Alis read many nice books.’
(SO1; 812 0059; 00:20)

b. na mut§ Iya Sita spundZisini t ospitin,
PRT.MOD NEG have.IMPF.1SG immediately clean.INF the.ACChouse.ACC
n Epezes me ta yOmate.
PRT.MOD play.IMPF.2SG with the.ACCsolid. ACC
‘If I hadn’t cleaned the house immediately, you would have played with the soil.’
(SO1; 812 0123; 03:32)

(11) Modern Greek:
1 maria ipe
the. NOM Maria.NOM say.Past.3SG
oti  éfage 0 yanis ta mila.
that eat.Past.3SG the NOM Yanis.NOM the. ACC apples.ACC
‘Maria said that Yanis ate the apples.’
(Tsimpli 1990: 228)

4.1.4 Summary

The goal of this section was to determine the pragmatically unmarked word order in Romeyka.
In particular, I argued that in Romeyka the pragmatically unmarked word order is SVO in

matrix declarative clauses and SOV in subordinate declarative clauses.
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4.2 Topics in Romeyka
4.2.0 Introduction

Romeyka employs four syntactic strategies to convey given information in the discourse. First,
a constituent may be left-dislocated and interpreted either as an aboutness topic (see (12)), or

a contrastive topic (see (13)):

(12) Romeyka:

a. Question:
tin aisén TS epiren?
the. ACCAyse.ACC who.NOM marry.Past.3SG
‘Who married Ayse?’

b. Answer:
[tin aisén]a-top O mohaL:Imis epiren.
the. ACCAyse.ACC the. NOM teacher. NOM marry.Past.3SG
‘The teacher married Ayse.’
(SO1; 140102_0008; 01:10)
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(13) Romeyka:

a. Context:
to pontholin aLis epiren,
the. ACCtrousers. ACC Alis. NOM buy.Past.3SG
to kazacin 0 mehMEtis epiren.
the. ACCsweater. ACC the. NOM Mehmetis. NOM buy.Past.3SG
‘Alis bought the trousers and Mehmetis bought the sweater.’

b. Question:
to pont"6lin TS epiren
the. ACCtrousers. ACC who.NOM buy.Past.3SG
tSe to kazagin TS epiren?
and the.ACCsweater. ACC who.NOM buy.Past.3SG
‘Who bought the trousers and who the sweater?’

c. Answer:
[to ponthélin]c.rop aLis epiren,
the. ACCtrousers. ACC Alis. NOM buy.Past.3SG
ama [to kazé¢in]c-top © mehMEtis epiren.
but the.ACCsweater., ACC the NOM Mehmetis. NOM buy.Past.3SG
‘Alis bought the trousers, but Mehmetis bought the sweater.’
(S01; 150702_0014; 05:10)

Second, an aboutness topic —but not a contrastive topic— may be yielded through clitic left

dislocation (CILD) with the only clitic attested in Romeyka, i.e. @ ‘him/her/it/them’ (see (14)):

(14) Romeyka:
ombréon  [ta patsida]a-Top
in.the.past the.ACCgirls. ACC
s okhiliin tS§  epoliyan &®.
to school.ACC NEG send.IMPF.3PL them
‘In the past, they did not send the girls to school.’
(S01; 150702 _0019; 03:23)

Third, a topic particle, i.e. pa(l), can assign contrastive (but not aboutness) topichood to the

constituent with which it is associated, as illustrated in (15):
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(15) Romeyka:
ason alin habérin  t§  éyo,
from.the. ACC Alis.ACC news.ACC NEG have.1SG
ama [i ailin palctop TIP ts  ¢éfaen.
but the. NOM Aylin.NOM PRT  nothing NEG eat.Past.3SG
‘I don’t know about Alis, but Aylin didn’t eat anything.’
(SO1; 150702 _0023; 06:41)

Fourth, (non-contrastive) given information may appear postverbally (see (16)):

(16) Romeyka:
a. Question:
Plos epiren tin aisén?

who.NOM marry.Past.3SG the. ACCAyse.ACC

‘Who married Ayse?’
b. Answer:
0 dohTOris epiren tin aisén.

the. NOM doctor NOM marry.Past.3SG the. ACCAyse.ACC
‘The doctor married Ayse.’
(SO1; 140102_0008; 01:25)

This section is structured as follows: §4.2.1 examines aboutness topics in Romeyka; §4.2.2
examines contrastive topics in Romeyka; and §4.2.3 examines CILD in Romeyka; The main

findings of the section are summarised in §4.2.4.

4.2.1 Aboutness topics in Romeyka

The aboutness topic is identified in the literature as the constituent representing the theme of
the predication, i.e. what the sentence is about (see Frascarelli & Hinterhdlzl 2007).

An aboutness topic in Romeyka is yielded by left dislocation and can involve any type
of phrase. For instance, any constituent can be an aboutness topic: a personal pronoun (see
(17)b), a demonstrative pronoun (see (18)b), a subject NP (see (19)b), a subject DP (see (20)b
and (21)b) and a direct object DP (see (22)b and (23)b):
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(17) Romeyka:

(18)

(19)

a.

Question:
esi DO epitSes?
youNOM what. ACC do.Past.2SG
‘What did you do?’
. Answer:
[eyO]aTop ta SCEva éplisa.
I the. ACC dishes.ACC wash.Past.1SG
‘I washed the dishes.’

(S01; 150703_0040; 00:19)

Romeyka:

a.

Question:

at¢ DO epitSen?

she what. ACC do.Past.3SG
‘What did she do?’

. Answer:

[até]a-rop Eyraften.
she write.IMPF.3SG
‘She was writing.’

(S01; 150703_0040; 00:24)

Romeyka:

a.

Question:

éna likon DO epitSen?

a.NOM wolf.NOM what.ACC do.Past.3SG

‘What did a wolf do?’

Answer:

[éna likon]a-top tin koS:Aran ¢faen.
a.NOM wolf.NOM the.ACC hen.ACC eat.Past.3SG
‘A wolf ate the hen.’

(S01; 150703 _0040; 01:41)
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(20) Romeyka:

1)

(22)

a. Question:
1 aisé DO epitSen?
the. NOM Ayse. NOMwhat.ACC do.Past.3SG
‘What did Ayse do?’
b. Answer:
[i ai$€]A-Top t oSPitin  espundZisen.
the. NOM Ayse.NOM the.ACC house.ACCclean.Past.3SG
‘Ayse cleaned the house.’
(S01; 150703 _0040; 07:54)
Romeyka:
a. Question:
0 dohtoris DO epitSen?
the.NOM doctor.NOM what.ACC do.Past.3SG
‘What did the doctor do?’
b. Answer:
[0 dohtoris]atop ameLIAtin  epitsen.
the. NOM doctor NOM surgery. ACC make.Past.3SG
‘The doctor performed a surgery.’
(S01; 150703 _0040; 01:36)
Romeyka:
a. Question:
tin aisén TS epiren?
the. ACCAyse.ACC who.NOM marry.Past.3SG
‘Who married Ayse?’
b. Answer:
[tin aisén]a.top aLIS epiren.

the. ACCAyse.ACC Alis. NOM marry.Past.3SG
‘Alis married Ayse.’
(S01;140102_0008; 01:03)
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(23) Romeyka:

a. Question:
to tsdéin TS epitSen?
the. ACCtea. ACCwho.NOM make.Past.3SG
‘Who made the tea?’

b. Answer:
[to tSain]a-top 1 MAna m epitSen.
the. ACCtea.ACC  the NOM mother NOM [.POSS make.Past.3SG
‘My mother made the tea.’
(S01; 150703 _0040; 01:28)

Based on the previous data, if a phrase XP is an aboutness topic, then it is the leftmost element

of the clause, as illustrated in (24):

4.2.2 Contrastive topics in Romeyka

A context that favours an interpretation of a constituent as a contrastive topic is the one in
which the hearer answers a question that differs from the one being asked (see Biiring 2003,
2009).

A contrastive topic in Romeyka is yielded by left dislocation and can involve any type
of phrase. For instance, a subject (DP) (see (25)b and (26)c) and a direct object (DP) ((27)c)

can be a contrastive topic:
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(25) Romeyka:

a. Question:
0 mehmétis d epitSen
the.NOM Mehmetis.NOM what. ACC do.Past.3SG
t§  esi d epitses?
and youNOM what. ACC do.Past.2SG
‘What did Mehmetis do and what did you do?’

b. Answer:
[0 mehmétis]c.top  ton bahtsén epéleipsen
the NOM Mehmetis. NOM the. ACCgarden.ACC put.fertiliser.Past.3SG
t§  [eyOlc-rop éskapsa ton.
and I dig.Past.1SG it. ACC
‘Mehmetis put fertiliser on the garden and I dug it.’
(S01; 150702_0022; 09:49)
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(26) Romeyka:
a. Context:
alis éfaen éna milon,
Alis. NOM eat.Past.3SG a.ACC apple.ACC
0 mehmétis ¢faen énan  aphidin.
the NOM Mehmetis. NOM eat.Past.3SG a.ACC pear.ACC
‘Alis ate an apple and Mehmetis ate a pear.’
b. Question:
alis do éfaen,
Alis.NOM what. ACC eat.Past.3SG
t§ o mehmétis do ¢faen?
and the NOM Mehmetis. NOM what. ACC eat.Past.3SG
‘What did Alis eat and what did Mehmetis eat?’
c. Answer:
[alis]c.Top éfaen éna milon,
Alis. NOM eat.Past.3SG a.ACC apple.ACC
[0 mehmétis]c.top  €éfaen énan  aphidin.
the NOM Mehmetis. NOM eat.Past.3SG a.ACC pear.ACC
‘Alis ate an apple and Mehmetis ate a pear.’

(S01; 150703_0040; 03:21)
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(27) Romeyka:
a. Context:
to likon ides S Oros,
the. ACCwolf. ACC see.Past.2SG in.the. ACC forest. ACC
ton arkon i0es s alate pu ka.
the. ACCbear.ACC see.Past.2SG in trees. ACC from under
“You saw the wolf in the forest and the bear under the trees.’
b. Question:
putseka ides to likon
where see.Past.2SG the. ACCwolf. ACC
tSe putSeka ides ton arkon?
and where see.Past.2SG the.ACCbear. ACC
‘Where did you see the wolf and where did you see the bear?’
c. Answer:
[to likon]c-top 10a s oros,
the. ACCwolf. ACC see.Past.1SG in.the. ACC forest. ACC
[ton arkon]c.top 10a s alate pu ka.
the. ACCbear.ACC see.Past.1SG in trees. ACC from under
‘I saw the wolf in the forest and the bear under the trees.’

(S01; 150703_0040; 04:49)

Based on the previous data, if a phrase XP is a contrastive topic, then it is placed in the left

periphery, as illustrated in (28):

(28) XPc-topp > TP

4.2.3 Clitic Left Dislocation (CILD) in Romeyka

In Romeyka, CILD does not have the same pragmatic import as in MG. While in MG a left
dislocated constituent is interpreted as a topic if and only if it is CILD’ed (see (29)a), otherwise
it is interpreted as a focus (see (29)b), in Romeyka a left dislocated constituent can be
interpreted as a topic even if it is not CILD’ed (see a CILD’ed topic in (30)a and a non CILD’ed
one in (30)b):
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(29) Modern Greek:

a. [to janiJtep,  ton sinadisa xoes.
the. ACCYanis.ACChe.ACC meet.Past.1SGyesterday
‘I met Yanis yesterday.’

b. [to janiJrec,  (*ton) sinadisa xoes.
the. ACCYanis.ACChe.ACC meet.Past.1SGyesterday
‘It is Yanis that I met yesterday.’
(Tsimpli 1995: 179)

(30) Romeyka:

a. [ta patates]a-top zimoOnum .
the. ACCpotatoes.ACC knead.1PL them
‘We knead the potatoes.’
(S01; 150702_0019; 05:52)

b. [ta patates]a-top zimoOnum.
the. ACCpotatoes.ACC knead.1PL
‘We knead the potatoes.’
(S01; 150702_0019; 06:25)

4.2.4 Summary

In this section, I have shown that Romeyka employs four syntactic strategies to convey given
information in the discourse. First, a constituent may be left-dislocated and interpreted either
as an aboutness or a contrastive topic. Second, aboutness topic —but not a contrastive topic—
may be yielded through clitic left dislocation (CILD) with the only clitic attested in Romeyka,
i.e. a ‘him/her/it/them’. Third, a topic particle, i.e. pa(l), can assign contrastive (but not
aboutness) topichood to the constituent with which it is associated. Fourth, (non-contrastive)

given information may appear postverbally.
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4.3 Foci in Romeyka
4.3.0 Introduction

In this section, I discuss the syntactic distribution of the focused constituents in Romeyka. I
precisely examine variation in focus in terms of two parameters; first, I investigate the size of
the focus; and second, I discuss the semantic-pragmatic type of focus. The size of the focus
can comprise one or multiple arguments, adjuncts or verbs and can vary from just a nominal
argument to a whole verb phrase. The type of focus establishes the semantic-pragmatic
interpretation of a certain linguistic strategy that is suspected to express focus.

This section is structured as follows: in §4.3.1, I present the definition of focus that I
follow in this study; §4.3.2 examines information foci in Romeyka; and, §4.3.3 examines

contrastive foci in Romeyka. The main findings of the section are summarised in §4.3.4.

4.3.1 Focus

Throughout this study, I adopt the semantic definition of focus proposed by Rooth’s (1985,
1992, 1996) Alternative Semantics, which states that focus “indicates the presence of
alternatives that are relevant for the interpretation of linguistic expressions” (Kritka 2007: 6).
According to Rooth (1985, 1992, 1996), the sentence in (31), in which the DP-subject
the boy is focused, is associated with two semantic objects: on the one hand, there is the
proposition expressed by the sentence —the set of possible worlds in (32)a. I will talk about

this proposition informally as in (32)b:

(31) [The boy]roc kicked the ball.

(32) Propositions:
a. Aw.the boy kicked the ball in w
b. that the boy kicked the ball

Besides the ordinary semantic value of (31), the sentence makes salient a set of alternative
propositions —for example the set in (33)a, which contains alternative propositions to the
proposition that the boy kicked the ball. This is the focus-semantic value of the sentence,

rendered more generally in (33)b and in the form of a semi-logical expression in (33)c:
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(33) Alternative propositions:
a. {that x kicked the ball | x is an individual}
b. Ap 3x [p = Aw.x kicked the ball in w]
c. {that the boy kicked the ball, that the girl kicked the ball, that John kicked the ball,

!

4.3.2 Information foci in Romeyka

The information focus asserts the membership of an individual in a set (see Gundel 1998). As
I have already mentioned, the most widespread and accepted test for focus and a method of
establishing the scope of focus is wh-questions and their answers (Beaver & Clark 2008, Krifka
2007, Lambrecht 1994, Roberts 1996, Rooth 1992, van der Wal 2016, i.a.). The basic idea is
that a wh-question always yields new information. If focus is defined as the new information
in a sentence, then it follows that the phrase that replaces the wh-constituent is focused.
Consider the sentences in (34) and (36) from Romeyka and the equivalent ones in (35)

and (37) from MG:

(34) Romeyka:

a. Question:
alis DOyna ¢faen?
Alis. NOM what. ACC eat.Past.3SG?
‘What did Alis eat?’

Answers:

b. alis [xaVits]iroc  éfaen.

Alis.NOM pudding. ACC eat.Past.3SG
‘Alis ate a pudding.’
(SO01; 150703 _0040; 07:14)

c. #alis ¢faen [xaVits]iroc.
Alis. NOM eat.Past.3SG pudding. ACC
‘Alis ate a pudding.’
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(35) Modern Greek:

(36)

a.

Question:

ti ¢faje 0 joryos?

what. ACC eat.Past.3SG the. NOM George. NOM
‘What did George eat?’

. Answer:

0 joryos ¢faje [tin kobdsta]iFoc.
the.NOM Geroge.NOM eat.Past.3SG the. ACCstewed-fruit. ACC

‘George ate the stewed fruits.’

(Sitaridou & Kaltsa 2014: 12)

Romeyka:

a.

DO exujepsen?
what.ACC read.Past.3SG
‘What did s/he read?’

Answers:

b.

[pol:a cMTApa]iroc exujepsen.
many.ACC books. ACC  read.Past.3SG
‘S/He read many books.’

(SO1; 812_0059; 00:10)

. #eyhjepsen  [pol:a cMTApa]iroc.

read.Past.3SG many.ACC books.ACC
‘S/He read many books.’
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(37) Modern Greek:

a. Question:
ti djavase?
what.ACC read.Past.3SG
‘What did s/he read?’
Answers:
b. djavase [pola vivlia]ifoc.

read.Past.3SG many.ACC books.ACC
‘S/He read many books.’

c. ?[pola vivlia]i-Foc djavase.
many.ACC books. ACC  read.Past.3SG
‘S/He read many books.’

(Sitaridou & Kaltsa 2014: 12)

From the examples in (34) and (36), it becomes obvious that Romeyka allows for information
focus to the left of the verb. The degree of diversification of the Romeyka pattern from the MG
attenuates if we consider Gryllia’s (2008) findings, on the basis of experimental tests, which
show that preverbal objects are not always either exhaustive or contrastive in MG. In both
positions, VO and OV, the focused direct object is interpreted as a new information focus, as

in (38)b and (38)c, respectively:
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(38) Modern Greek:
a. Question:
ti xarise metaksi alon 0 janis

what. ACC give.Past.3SG among others. GEN the. NOM Yanis. NOM

stin iléktra?

to.the. ACC Ilektra. ACC

‘Among other things, what did Yanis give to Ilektra?’
Answers:
b. yarise [éna vivlio]rroc stin iléktra.

give.Past.3SG a.ACC book.ACC to.the. ACC Ilektra. ACC
‘He gave a book to Ilektra.’

c. [éna vivlio]iroc Yarise stin iléktra.
a.ACC book.ACC give.Past.3SG to.the. ACC Ilektra. ACC
‘He gave a book to Ilektra.’

(Gryllia 2008: 21)

Nevertheless, the fact that MG may allow for either option does not alter the parametric
difference with Romeyka, where the preverbal position is the only option. See the following

judgements made by Romeyka speakers in (39) and (40):
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(39) Romeyka:

a. Question:
anda erotd6  se alis DOyna ¢faen
if  ask.1ISGyou.ACC Alis.NOM what.ACC eat.Past.3SG
esi 1¢jis me, 0 alis ¢faen Mila
you.NOM say.2SGLACC the. NOM Alis.NOM eat.Past.3SG apples. ACC
joksa, alis Mila ¢faen?
or Alis. NOM apples. ACC eat.Past.3SG
‘If I ask you, what did Alis eat, what do you say to me? Alis ate apples, or Alis ate
apples?’

b. Answer:
kal:ion, alis [Mila]i-roc ¢faen.
better Alis.NOM apples. ACC eat.Past.3SG
‘Alis ate apples, sounds better.’

(S01; 812_0055; 03:09)
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(40) Romeyka:
a. Question:
anda léyo,  alis DOyna ¢faen?
if  say.1SG Alis.NOM what. ACC eat.Past.3SG
esi 1¢jis me, alis Mila ¢faen.
you.NOM say.2SGLACC Alis.NOM apples. ACC eat.Past.3SG
anda léyo,  éfaen Mila alis,
if  say.1SGeat.Past.3SG apples. ACC Alis. NOM

émorfon en?

g00od. NOM be.3SG

alis Mila éfaen,
Alis.NOM apples.ACC eat.Past.3SG
Mila ¢faen alis?

apples. ACC eat.Past.3SG Alis.NOM
‘If I say, what did Alis eat? You say to me, Alis ate apples. If [ say, Alis ate apples,
does this sound good? Alis ate apples or Alis ate apples?’
b. Answer:
jokh, alis [Mila]i-roc ¢faen.
no Alis.NOM apples. ACC eat.Past.3SG
‘No, Alis ate apples.’
(SO1; 812_0055; 02:31)

The Romeyka pattern is reminiscent of what has recently been claimed about information
focus, namely that it also commonly appears within the left periphery (see Sitaridou & Kaltsa
2014). No matter the type of phrase, in Romeyka any focused phrase appears before the verb:
object in a focused predicate (see (41)), subject (NP) (see (42)), subject (DP) (see (43)), direct
object (NP) (see (44)), direct object (DP) (see (45)), indirect object (Beneficiary) (DP) (see
(46)), predicative complement (see (47)), prepositional phrase (see (48)), adverbial (see (49))
and quantifier (see (50)):
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(41) Romeyka:

(42)

Object in a focused predicate:

a.

Question:

0 jusufis DO eft®i?

the. NOM  Yusufis.NOM what. ACC do.3SG
‘What is Yusufis doing?’

Answer:

0 jusufis [bilyisajarin pez]iFoc.

the. NOM  Yusufis.NOM computer. ACC play.3SG
“Yusufis is playing on the computer.’

(S01; 150702_001; 00:16)

Romeyka:
Subject (NP) is focused:

a.

Question:
tin aisén TS epiren?

the. ACCAyse.ACC who.NOM marry.Past.3SG

‘Who married Ayse?’
Answer:
tin aisén [énan  Ayuros]i-roc epiren.

the. ACCAyse.ACC a.NOM young.man.NOMmarry.Past.3SG
‘A young man married Ayse.’

(S01; 140102_0008; 02:12)
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(43) Romeyka:
Subject (DP) is focused:

(44)

a.

Question:
tin aisén TS epiren?

the. ACC  Ayse.ACC who.NOM marry.Past.3SG

‘Who married Ayse?’

b. Answer:
tin aisén [aL{S]i-roc epiren.
the. ACC Ayse.ACC Alis.NOM marry.Past.3SG
‘Alis married Ayse.’
(SO1; 140102_0008; 01:03)

Romeyka:

Direct object (NP) is focused:

a. Question:
alis DOyna ¢faen?
Alis.NOM what. ACC eat.Past.3SG
‘What did Alis eat?’

b. Answer:
alis [xaVitsin]iroc éfaen.

Alis.NOM pudding. ACC eat.Past.3SG
‘Alis ate a pudding.’
(S01; 150703 _0040; 07:14)
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(45) Romeyka:
Direct object (DP) is focused:

(46)

a. Question:
1 aisé Tinan epiren?
the NOM Ayse. NOMwho.ACC marry.Past.3SG
‘Who did Ayse marry?’
b. Answer:
i aisé [ton dohTOrin]1.roc epiren.
the NOM Ayse.NOMthe. ACC doctor. ACC marry.Past.3SG
‘Ayse married the doctor.’
(SO1; 140102_0008; 01:37)
Romeyka:
Indirect object (Beneficiary) (DP) is focused:
a. Question:
to chitapin  Tinan éndzes?
the. ACCbook.ACC who.ACC bring.Past.2SG
‘To whom did you give the book?’
b. Answer:
to clitdpin  [ton juSUfin]Lree  énga.

the. ACCbook.ACC the.ACC  Yusufis. ACC bring.Past.1SG
‘I brought the book for Yusufis.’
(S01; 150703 _0042; 00:54)
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(47) Romeyka:

(48)

Predicative complement is focused:

a.

Question:

0 Schibon DO en?
the.NOM dog.NOM what.NOM be.3SG
‘What is the dog?’

Answer:

[haiVAnin]iree  en.
animal. NOM be.3SG
‘It’s an animal.’

(S01; 140102_0009; 00:35)

Romeyka:
Prepositional phrase is focused:
a. Question:
LAyana payo  so Junanistanin?
how PRT.MOD go.1SG to.the. ACC Greece.ACC
‘How can I go to Greece?’
b. Answer:
[me to uTSAg¢in]iroc Na pas SO junanistanin.

by the.ACCairplane. ACC PRT.MOD go0.2SG to.the. ACC Greece. ACC
“You can get to Greece by plane.’

(S01; 150702_0013; 10:38)
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(49) Romeyka:

Adverbial phrase is focused:

a. Question:
1 mana S POte efaisen ton musafirin?
the.NOM mother.NOM you.POSS when feed.Past.3SG the. ACC  guest. ACC
‘When did your mother feed the guest?’

b. Answer:
[0PSE]iroc efdisen ton musafirin.
yesterday feed.Past.3SG the. ACCguest. ACC
‘She fed the guest yesterday.’
(S01; 150703 _0041; 07:10)

(50) Romeyka:

Quantifier is focused:

a. Question:
Plos epien S0 dZzamin?
who.NOM go.Past.3SG  to.the. ACC mosque.ACC
‘Who went to the mosque?’

b. Answer:
[UL:ini]1-Foc epiyane SO dzamin.
everyone.NOM go.Past.3PL  to.the. ACC mosque
‘Everyone went to the mosque.’

(S01; 150702_0013; 20:03)

In the question ‘what is x doing?’, the verb phrase of the answer would be focused (“VP focus”,

“predicate focus”). Romeyka employs OV to focus VPs with monotransitive verbs, as

illustrated in example (51):
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(51) Romeyka:

a. Question:
0 jusufis DO eft®i?
the. NOM  Yusufis.NOM what. ACC do.3SG
‘What is Yusufis doing?’
b. Answer:
0 jusufis [bilyisajarin pez]iFoc.

the. NOM  Yusufis.NOM computer. ACC play.3SG
“Yusufis is playing on the computer.’
(S01; 150702_0013; 00:16)

Furthermore, if the verb is intransitive, it can still be focused (see (52)):

(52) Romeyka:

a. Question:
até DO epitSen?
she.NOM what. ACC do.Past.3SG
‘What did she do?’

b. Answer:
até [eyRA ften]i roc.

she. NOM write.IMPF.3SG
‘She was writing.’

(S01; 150703_0040; 00:24)

Based on the previous data, if a VP is focused, then the verb stays in-situ, i.e. in T?; if the verb

is transitive, the object of the verb is placed to the left of the verb, as it is illustrated in (53):

(53) DP/NP-object > [TP verbiroc]

In the question ‘who VP?’, the subject of the answer would be focused (“argument focus”).
Romeyka displays SV to focus the subject. SV is always attested no matter what the syntactic
type or semantic properties of the subject are.

First, the focused subject can be a personal pronoun (see (54)):



142 Word order and information structure in Romeyka:
A syntax and semantics interface account of order in a minimalist system

(54) Romeyka:

a. Question:
Pios ¢faen ta yapsie?
who.NOM eat.Past.3SG the.ACCanchovies. ACC
‘Who ate the anchovies?’

b. Answer:
[eyOliroc éfaya ta yapsiz.
LNOM eat.Past.1SG the.ACCanchovies.ACC
‘I ate the anchovies.’

(S01; 812_0058: 00:06)

Second, the subject may be a demonstrative pronoun (see (55)):

(55) Romeyka:

a. Question:
Plos edotsen tin  kos:dran?
who.NOM give.Past.3SG the. ACChen.ACC
‘Who gave the hen?’
b. Answer:
[aTE]iroc  edotsen me tin kos:aran.

she. NOM give.Past.3SG LACC the.ACChen.ACC
‘She gave me the hen.’

(S01; 812_0093; 0:08)

Third, it could also be an indefinite pronoun (see (56)):
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(56) Romeyka:

a.

Question:

tin aisén TS epiren?

the. ACCAyse.ACC who.NOM marry.Past.3SG
‘Who married Ayse?’

Answers:

b.

[IS]1-Foc epiren.

someone.NOM marry.Past.35G

‘Someone married her.’

(S01; 140102_0008; 04:00)

[IS]1-Foc epiren &®.
someone.NOM marry.Past.3SG she.ACC
‘Someone married her.’

(S01; 140102_0008; 04:01)

Fourth, the subject may be an NP (see (57)):
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(57) Romeyka:
a. Question:
tin aisén TS epiren?

the. ACCAyse.ACC who.NOM marry.Past.3SG

‘Who married Ayse?’
Answers:
b. tin aisén [énan  Ayuros]iroc epiren.

the. ACCAyse.ACC a.NOM young.man.NOMmarry.Past.3SG
‘A young man married Ayse.’
(SO1; 140102_0008; 02:12)

c. tin aisén [éna  mohaL:imis]iroc epiren.
the. ACCAyse.ACC a.NOM teacher NOM  marry.Past.3SG
‘A teacher married Ayse.’
(SO1; 140102_0008; 02:19)

d. tin aisén [éna  dohTOris]iroc epiren.
the. ACCAyse.ACC a.NOM doctor. NOM marry.Past.3SG
‘A doctor married Ayse.’
(SO1; 140102_0008; 02:26)

e. tin aisén [is dohTOris]i.roc epiren.
the. ACCAyse.ACC a.NOM doctor. NOM marry.Past.3SG
‘A doctor married Ayse.’
(SO1; 140102_0008; 02:36)

f. tin aisén [énan  Arfepos]irec epiren.
the. ACCAyse.ACC aNOM man.NOM  marry.Past.3SG
‘A man married Ayse.’

(S01; 140102_0008; 02:53)

Fifth, the subject may be a DP (see (58)):
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(58) Romeyka:

a. Question:
dzumartesi Pios epijen SO paryarin?
Saturday who.NOM go.Past.3SG  to.the. ACC pastures.ACC
‘Who went to the pastures on Saturday?’

b. Answer:
dzumartesi [i zeiNEP]iroc  epijen SO paryarin.
Saturday the. NOM Zeynep.NOM go.Past.3SG to.the. ACC pastures. ACC
‘Zeynep went to the pastures on Saturday.’

(S01; 150702_0013; 20:43)

Based on the previous data, if a subject is focused, no matter what the type of subject is, it is

placed to the left of the verb, as illustrated in (59):

(59) DP/NP-subjecti.poc > TP

In the question ‘whom/what VP?’, the object of the answer would be focused (“argument
focus”). Romeyka displays OV to focus the object. OV is always attested, no matter what the
syntactic type or the semantic properties of the object are.

First, the focused object can be a demonstrative pronoun (see (60)):
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(60) Romeyka:

a. Question:
1 aisé Tinan epiren?
the NOM Ayse. NOMwho.ACC marry.Past.3SG
‘Who did Ayse marry?’

Answers:

b. i aisé [aTSOnan]i.rocepiren.
the. NOM Ayse.NOM this. ACC marry.Past.3SG
‘Ayse married this one.’
(SO1; 140102_0008; 07:24)

c. [aTOnan]iroc epiren.

this. ACC marry.Past.3SG
‘She married this one.’

(S01; 140102_0008; 07:30)

Second, the focused object can be an NP (see (61)):

(61) Romeyka:

a.

Question:

1 aisé Tinan epiren?

the NOM Ayse.NOMwho.ACC marry.Past.3SG

‘Who did Ayse marry?’

Answer:

1 aisé [énan  Ayuron]irec epiren.

the NOM Ayse.NOMa.ACC man.ACC marry.Past.3SG
‘Ayse married a man.’

(S01; 140102_0008; 07:03)

Third, the focused object can be a DP (see (62)):
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(62) Romeyka:

a. Question:
1 aisé Tinan epiren?
the NOM Ayse.NOMwho.ACC marry.Past.3SG
‘Who did Ayse marry?’

Answers:

b. i aisé [ton  dohTOrin]iroc epiren.

the. NOM Ayse.NOMthe.ACCdoctor. ACC marry.Past.3SG
‘Ayse married the doctor.’
(SO1; 140102_0008; 01:37)

c. 1 aisé [ton aLIN]iroc  epiren.
the. NOM Ayse.NOMthe.ACCAlis. ACC marry.Past.3SG
‘Ayse married Alis.’
(SO1; 140102_0008; 06:21)

Based on the previous data, if an object is focused, then the object is placed to the left of the
verb, as illustrated in (63):

(63) DP/NP-objectrrocp > TP

In the question ‘what is x?’, the predicative complement that answers to ‘what’ in the question
would be focused. Romeyka displays PC > VP to focus the predicative complement. PC > VP
is always attested, no matter what the syntactic type or the semantic properties of the

predicative complement are (see (64)):
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(64) Romeyka:

a. Question:
alis DO en?

Alis. NOM what.NOM be.3SG
‘What is Alis?’

Answers:

b. alis [Andras m]i-Foc
Alis.NOM husband. NOM [.POSS be.3SG
‘Alis is my husband.’

(SO1; 140102_0009; 00:16)

c. alis [Ayuros]iroc en.
Alis NOM boy.NOM  be.3SG
‘Alis is a boy.’
(SO1; 140102_0009; 00:20)

d. alis [yardElin]iroc en.

Based on the previous data, if a predicative complement is focused, then the focused

predicative complement is placed to the left of the verb, as illustrated in (65):

Alis. NOM child NOM be.3SG
‘Alis is a child.’
(S01; 140102_0009; 00:09)

(65) PCLroc > TP

In the question ‘where VP?’, the prepositional phrase that answers to ‘where’ would be
focused. Romeyka displays PP > VP to focus the prepositional phrase. PP > VP is always

attested, no matter what the syntactic type or the semantic properties of the prepositional phrase

are (see (66)):
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(66) Romeyka:
a. Question:
1 aisé opsé PUtseka epien?
the NOM Ayse.NOMyesterday where go.Past.3SG
‘Where did Ayse go yesterday?’

Answers:

b. i aisé opsé [s oK"Ul:in]iroc epien.
the. NOM Ayse.NOMyesterday to school. ACC go.Past.3SG
‘Ayse went to school yesterday.’

(SO1; 140102_0009; 01:23)

c. i aisé opsé [so istaMBOlin]i.roc epien.
the. NOM Ayse.NOMyesterday to.the. ACC Istanbul. ACC  go.Past.3SG
‘Ayse went to Istanbul yesterday.’

(SO1; 140102_0009; 01:28)

d. i aisé opsé [sa stalLlae]i.Foc epien.
the NOM Ayse.NOMyesterday to.the. ACC stalls. ACC go.Past.3SG
‘Ayse went to the stalls yesterday.’

(SO1; 140102_0009; 01:32)

e. 1 aisé opsé [sa paryArz,
the. NOM Ayse.NOMyesterday to.the. ACC pastures.ACC
sa stalLlze]i.roc epien.
to.the. ACC stalls.ACC go.Past.3SG
‘Ayse went to the pastures and to the stalls yesterday.’

(SO1; 140102_0009; 01:39)

Based on the previous data, if a prepositional phrase is focused, then the prepositional phrase

is placed to the left of the verb, as illustrated in (67):
(67) PPI-FOC > TP

In the question ‘how/when VP?’, the adverbial phrase that answers to ‘how/when’ would be
focused. Romeyka displays AdvP > VP to focus the adverbial phrase. AdvP > VP is always
attested, no matter what the syntactic type or the semantic properties of the adverbial phrase

are (see (68)):
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(68) Romeyka:

a. Question:
alis LAyaefilisen tin aisén?
Alis. NOM how kiss.Past.3SG the. ACCAysSe.ACC
‘How did Alis kiss Ayse?’
b. Answer:
alis [Sita]iroc efilisen tin aisén.

Alis.NOM immediately kiss.Past.3SG the. ACCAyse.ACC
‘Alis immediately kissed Ayse.’
(S01; 150702_0022; 04:07)

Based on the previous data, if an AdvP is focused, then the AdvP is placed to the left of the
verb, as illustrated in (69):

(69) AdvPLroc > TP

The opposite of an exhaustive focus is when the answer necessarily or typically has more than
one referent for which the proposition can be true. This can be tested when explicitly asking
for a non-exhaustive answer. An exhaustive focus strategy is infelicitous (in questions and
answers) if an exhaustive answer to the question is impossible or highly implausible for

pragmatic reasons. This is not the case in Romeyka, as shown in (70) and (71):
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(70) Romeyka:

a. Question:
ap Endzekana pao
from where PRT.MOD go.1SG
n ayoraso gazéte s ato to xorion?
PRT.MOD buy.1SGnewspaper.ACC in this. ACC the.ACCvillage. ACC
‘Where will I go to buy a newspaper from this village?”’

b. Answer:
[so chiCHEnin]irocna pas
to.the. ACC grocery’s. ACC PRT.MOD go.2SG
n ayorais gazethédes.
PRT.MOD buy.2SGnewspapers. ACC
“You will go to the grocery’s to buy newspapers.’

(S01; 150702_0013; 15:25)
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(71) Romeyka:
a. Question:
PUtsekaen ta o6morfa ta mérae
where be.PLthe.NOM nice. NOM the. NOM places.NOM
s ato to yorion na elépo  ata?
in this. ACC the.ACCvillage. ACC PRT.MOD see.1SG them
‘Where are the most beautiful places to see in this village?’
Answers:
b. [si maziRAN]i.rocen omorfon
to.the. ACC Mazira. ACC be.3SG nice
na pas elépis .
PRT.MOD go0.2SG see.2SG it. ACC
‘It’s nice to go to see Mazira.’
(SO01; 150702_0013; 15:38)
c. [ta staLiae]1-roc en omorfa
the.ACCstalls. ACC be.3PL nice
na pas elépis .
PRT.MOD go0.2SG see.2SG it. ACC
‘It’s nice to go to see the pastures.’
(SO01; 150702_0013; 15:41)
d. [ta kaTUnes]iroc €n omorfa
the. ACCKatunes.ACC be.3PL nice
na pas elépis ata.
PRT.MOD go0.2SG see.2SG they.ACC
‘It’s nice to go to see Katunes.’

(SO1; 150702_0013; 15:44)

The use of quantifiers as focus tests is largely based on their entailment scales. Tests have been
found that make use of quantifiers to establish the type of focus interpretation (exclusive/non-
exclusive) that a certain strategy expresses. Naturally, whether these tests can be used depends
on the existence of quantifiers and indefinites in the language (van der Wal 2016: 290).

First, numerals become exact. Numerals normally have an underspecified interpretation
either as the given quantity, or as a lower boundary, at least this amount (Horn 1972, Levinson

2000). However, in (exhaustive) focus numerals refer only to the exact quantity. E. Kiss (2010)
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shows this interpretation for the preverbal focus position in Hungarian. When a focus numeral
follows the verb, or is topicalised in Hungarian, we get the lower-bound reading, but in the
directly preverbal focus position, the meaning narrows down to only the value given in the

focused constituent, that is, exactly the numeral. The latter appears in Romeyka as well (see

(72)):

(72) Romeyka:
alis s ¢éna mina [BIN lird]i.roc  ekazanepsen.
Alis.NOM in a.ACC month.ACC thousand. ACC lira. ACC earn.Past.3SG
‘It is one thousand that Alis earned in a month.’

(S01; 150702_0013; 16:50)

In (72), the meaning narrows down to only/exactly one thousand.

Second, the universal quantifiers ‘all’ and ‘every’ are incompatible with exclusive focus
(E. Kiss 1998); all referents are included and therefore there is no exclusion of alternatives in
the same set. For example, if the preverbal focus position in Romeyka does not house a
universal pronoun, this strategy/position can therefore be said to express exclusive focus. As

shown by the following examples, this is not the case in Romeyka (see (73)):

(73) Romeyka:

a. Question:

Plos ési ospitin SO yorion?
who.NOM have.3SG house. ACCin.the. ACC village. ACC
‘Who has a house in the village?’

Answers:

b. [ULini]i-Foc éyun ospitin o) yorion.
everyone.NOM have.3PL house.ACCin.the. ACC village. ACC
‘Everyone has a house in the village.’

(S01; 150702_0013; 22:06)

c. [KABa isliroc 68i ospitin o) yorion.
everyone.NOM have.3SG house.ACCin.the. ACC village. ACC
‘Everyone has a house in the village.’

(S01; 150702_0013; 22:09)
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Third, Kenesei (1986, 2006) remarks that no alternatives exist for a unique referent and that
hence no alternatives can be excluded. Therefore, he reasons, if a focus strategy is incompatible
with a unique referent, it expresses exclusive focus. If the Romeyka preverbal focus position
is associated with exclusivity, the referent ‘the sun’ is predicted to be ungrammatical in the

immediate preverbal slot, as there is only one sun in our galaxy (see (74)):

(74) Romeyka:

a. Question:
DO eyvéni asd doyunin?
what.ACC rise.3SGfrom.the. ACC east. ACC
‘What rises from the east?’

b. Answer:
[0 flon]iroe  eyvéni asod doyunin.
the. NOM sun.NOM rise.3SGfrom.the. ACC east. ACC
‘The sun rises from the east.’

(S01; 150703_0040; 13:31)

The answer in (74)b shows that the preverbal focus position in Romeyka is associated with
exclusivity. If the Romeyka preverbal focus position is associated with exclusivity, the referent
‘the moon’ is predicted to be ungrammatical in the immediate preverbal slot, as our planet has

only one moon (see (75) and (76)):

(75) Romeyka:

a. Question:
t aksémin  DOyna lambi?
the. ACCnight. ACC what.ACC shine.3SG
‘What shines at night?’

b. Answer:
[0 FEngon]iroc lambi.
the. NOM moon.NOM  shine.3SG
“The moon shines.’

(S01; 150703_0040; 13;38)
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(76) Romeyka:

a. Question:
DO ¢kripsen tin katsimalin?
what.NOM hide.Past.3SG the. ACCclouds.ACC
‘What hid the clouds?’

b. Answer:
[0 FEngon]iree  ékripsen.

the NOM moon.ACC hide.Past.3SG
‘The moon hid the clouds.’
(SO01; 150703 _0040; 14:03)

Moreover, the focused constituent in questions of total ignorance which yield a yes/no reply
also takes place to the left of the verb, as shown in (77). This is in contrast to MG which allows
movement of the focused constituent in questions only with indefinite DPs (see (78)a), but not

with definite ones (see (78)b):

(77) Romeyka:

a. [i Nife]rroc efaisen ti mamika?
the.NOM daughter-in-law.NOM feed.Past.3SG the. ACCmother-in-law.ACC
‘Did the daughter-in-law feed her mother-in-law?’

(S01; 150702_0013; 13:53)

b. esis [ta tsuPAdz]i.roc Oerizete?
you.NOM the.ACCcorn.ACC harvest.2PL
‘Do you harvest the corn?’

(S07; 812_0067; 01:58)

c. atd [0 mehMEtis]i.roc  éndZen ae?
this. ACC the NOM Mehmetis. NOM bring.Past.3SG it ACC
‘Did Mehmetis bring that?’

(S01; 150703 _0042; 06:36)
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(78) Modern Greek:

a. kseris ta ayladja?
know.2SG the. ACCpears.ACC
‘Do you know the pears?’

b. *t ayladja kseris?
the. ACCpears.ACC know.2SG
‘Do you know the pears?’

(Sitaridou & Kaltsa 2014: 14)

Furthermore, it has been claimed that movement of the focused constituent is unavailable
within the left periphery of the subordinate clause (see Cruschina 2008). Prima facie, on the
basis of (79), it appears as though the focused constituent in subordinate clauses in Romeyka
can appear in the left periphery. Information focused constituent in subordinate clauses in
Romeyka can involve any type of phrase: direct object (NP) (see (79)), direct object (DP) (see
(80) and adverbial phrase (see (81)):

(79) Romeyka:
Direct object (NP) is focused:

a. Question:
alis DOyna  d6tien?
Alis. NOM what.ACC give.Past.3SG
‘What did Alis give?’
b. Answer:
eyo léyo, alis [koS:Aran]iro.  €d6tSen.
LNOM say.1SG Alis.NOM hen.ACC give.Past.3SG

‘I say that Alis gave a hen.’
(S01; 812_0093; 00:19)
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(80) Romeyka:

Direct object (DP) is focused:

a. Question:
DO Oaris, alis Tinan efilisen?
what. ACC think.2SG Alis. NOM who.ACC kiss.Past.3SG
‘Who do you think that Alis kissed?’

b. Answer:
eyo Oaro, alis [tin aiSEN]1.roc efilisen.
LNOM think.1SG Alis.NOM the. ACCAyse.ACC kiss.Past.3SG
‘I think that Alis kissed Ayse.’
(S01; 150703 _0040; 19:07)

(81) Romeyka:

Adverbial phrase is focused:

a. Question:
DO faris, alis POte eyujepsen  to chithapin?
what. ACC think.2SG Alis.NOM when read.Past.2SG the. ACCbook. ACC
‘What do you think? When did Alis read the book?’

b. Answer:
eyo Oaro, [OPSE]Lroc exlijepsen &®.
ILNOM think.1SG yesterday read.Past.3SG it. ACC
‘I think that he read it yesterday.’
(S01; 150703 _0041; 00:03)

Moreover, in indirect yes/no questions the focused constituent also takes place left to the verb

(see (82)):
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(82) Romeyka:

Focus movement in indirect yes/no question:

a. rotas me, alis [tin aiSEN]rroc efilisen?
ask. NOM.2SG [.ACC Alis.NOM the.ACCAyse kiss.Past.3SG
“You ask me, did Alis kiss Ayse?’
(S01; 150702_0022; 03:16)

b. erotds me, to chitiapin  [aLIS]Lrec exlijepsen?
ask.2SGLLACC the.ACCbook.ACC Alis.NOM read.Past.3SG
“You ask me, did Alis read the book?’
(S01; 150702_0022; 06:13)

4.3.3 Contrastive foci in Romeyka

Contrastive focus involves the selection of a subset from a set of alternatives (see Molnar
2006). Contrastive focus in Romeyka is attested preverbally as in MG. Consider the sentence

in (83) from Romeyka and the equivalent one in (84) from MG:

(83) Romeyka:

a. Question:
kahVEN joksa TSAin  0élis?
coffee ACC or tea. ACCwant.2SG
‘Do you want coffee or tea?’

Answers:

b. ey6 [kahVEN]c-Foc0él0.
LNOM coffee. ACC want.1SG
‘I want coffee.’
(S01; 150702_0013; 12:15)

c. manayon [kahVEN]c roc6élo.
only coffee. ACC  want.1SG
‘I only want coffee.’

(SO1; 150702 _0013; 12:22)
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(84) Modern Greek:
a. Question:
0élis kaFE i TSAI?
want.2SG coffee. ACC or tea. ACC
‘Do you want coffee or tea?’
Answers:
b. [kaFE]cree  0élo.
coffee. ACC  want.1SG
‘I want coffee.’
c. mono[kaFE]cree  6élo.
only coffee. ACC want.1SG
‘I only want coffee.’

(Sitaridou & Kaltsa 2014: 12)

From the examples in (83) and (84), it becomes obvious that both Romeyka and MG allow for
contrastive focus to the left of the verb. In particular, the preverbal position is the only option
for marking contrastive focus in Romeyka. See the following grammatical judgement made by

a Romeyka speaker in (85):
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(85) Romeyka:

a. Question:
eyo 1éyo se alis ap"ide ayorasen,
LLNOM say.1SGyou.ACC Alis.NOM pears.ACC buy.Past.3SG
ama esi eksérts alis mila ayorasen.
but youNOM know.2SG Alis.NOM apples. ACC buy.Past.3SG
eyo éryome  léyo se alis aphioa ayorasen.
ILNOM come.1SG say.1SGyou.ACC Alis.NOM pears.ACC buy.Past.3SG
esi doyna 1¢jis me?
youNOM what.ACC say.2SG.LACC?
‘Alis bought pears, but you know that he bought apples. I came and told you that Alis
bought pears. What do you reply to me?’

b. Answer:
alis [Mila]croe  ayorasen.
Alis.NOM apples. ACC buy.Past.3SG
‘Alis bought apples.’
(SO1; 812_0055; 01:54)

Any type of phrase can be contrastively focused in Romeyka: predicate (see (86)), gerund (see
(87)), subject (NP) (see (88)), subject (DP) (see (89)), object (NP) (see (90)), object (DP) (see
(91)), predicative complement (see (92)), prepositional phrase (see (93)), adverbial phrase (see
(94)) and quantifier (see (95)):
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(86) Romeyka:

(87)

Predicate is focused:

a.

Question:

na exujEvis  chithapae

PRT.MOD read.2SG books.ACC

joksa na teRIS thelevizjonin ayapas?
or  PRT.MOD watch.2SG television.ACC love.2SG

‘Do you like to read books or watch television?

. Answer:

eyo [thelevizjonin  na teRO]c-Foc.
INOM television.ACC PRT.MOD watch.1SG
‘I like to watch television.’

(S01; 150702_0013; 12:25)

Romeyka:
Gerund is focused:
a. Question:
LAyana payo  son bak"alin?
how PRT.MOD go.1SG to.the. ACC grocery’s.ACC
me t arapan joksame ta podare  m?
by the. ACCcar ACC or on the. ACCfeet ACC 1.POSS
‘How can I go to the grocery’s? By car or on foot?’
b. Answer:
[porpateFTA]irocna pas SO chichénin.

walking. GER~ PRT.MOD go0.3SG to.the. ACC grocery’s. ACC
“You can get to the grocery’s on foot.’

(S01; 150702_0013; 11:17)
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(88) Romeyka:
Subject (NP) is focused:
a. Question:
éna Andras prakhlaévi t ospitin?
a.NOM man.NOM clean.3SG the. ACChouse. ACC
‘Does a man clean the house?’
b. Answer:
jo,[éna iNEka]croc  phakilaévi t ospitin.
no a.NOM woman.NOM clean.3SG the. ACChouse. ACC
‘No, it’s a woman that cleans the house.’
(SO1; 140102_0009; 06:57)
(89) Romeyka:
Subject (DP) is focused:
a. Question:
0 ramaZAnis epiren tin aisén?

the.NOM Ramazanis.NOM marry.Past.3SG the. ACCAyse.ACC

‘Did Ramazanis marry Ayse?’
b. Answer:
jo,[o eMEris]c.roc epiren tin aisén.

nothe. NOM  Omeris. NOM marry.Past.3SG to.the. ACC Ayse. ACC
“No, it’s Omeris that married Ayse.’

(S01; 140102_0009; 06:13)
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(90)

O

Romeyka:
Direct object (NP) is focused:
a. Question:
0 mehmétis Mila joksa aPHidze  ayérasen?

the.NOM Mehmetis.NOM apples. ACC or  pears.ACC buy.Past.35SG
‘Did Mehmetis buy apples or pears?’
b. Answer:
0 mehmétis [Mila]croe  ayorasen.
the. NOM Mehmetis. NOM apples. ACC buy.Past.3SG
‘It’s apples that Mehmetis bought.’
(SO1 ;150702_0013; 12:05)

Romeyka:
Direct object (DP) is focused:
a. Question:
0 ramazanis ti zeiNEP epiren?

the. NOM Ramazanis.NOM the. ACCZeynep.ACC marry.Past.3SG
‘Did Ramazanis marry Zeynep?’

b. Answer:
0 ramazanis [tin aiSEN]croc epiren.
the. NOM Ramazanis.NOM the. ACCAyse.ACC marry.Past.3SG
‘It’s Ayse that Ramazanis married.’

(S01; 140102_0009; 07:50)
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(92) Romeyka:

(93)

Predicative complement is focused:

a.

Question:

DOyna en avuto? vutiron?
what.NOM be.3SG this.NOM butter. NOM
‘What is this? Butter?’

Answer(s):

[an®Oyalan]c.roc en.

buttermilk. ACC be.3SG

“This is buttermilk.’

(SO1; 812 _0055; 00:54)

Romeyka:
Prepositional phrase is focused:
a. Question:
0 dohtoris SO istamBOlin  epien?

the. NOM doctor.NOM to.the.ACC Istanbul. ACC go.Past.3SG
‘Did the doctor go to Istanbul?’

. Answer:

jo, [sin ingil T"Eran]c.roc epien.

no to.the. ACC England. ACC  go.Past.3SG
‘No, he went to England.’

(SO1; 140102_0009; 08:21)
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(94) Romeyka:

Adverbial phrase is focused:

a. Question:
alis oSim:eron érfen asin tSaikaran?
Alis.NOM today come.Past.3SG  from.the. ACC Caykara. ACC
‘Did Alis come from Caykara today?’

b. Answer:
jokh, [oPSE]c.Foc érfen.
no yesterday come.Past.3SG
‘No, it’s yesterday that he came.’

(S01; 150703_0040; 08:46)

(95) Romeyka:

Quantifier is focused:

a. Question:
manayén  eSIST ¢Sete ospitin SO yorion?
only you.NOM have.2PL house.ACCin.the. ACC village. ACC
‘Only you have a house in the village?’

b. Answer:
jo, [UL:ini]c-Foc éyun ospitin o) yorion.

no everyone.NOM have.3PL house.ACCin.the. ACC village. ACC
‘No, it’s everyone that has a house in the village.’

(S01; 150702_0013; 22:03)

Romeyka displays SV to contrastively focus the subject. SV is always attested, no matter what
the syntactic type or the semantic properties of the subject are.

First, the contrastively focused subject can be a personal pronoun (see (96)):
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(96) Romeyka:

a. Question:
1 aiSE epien sa stalize?
the.NOM Ayse go.Past.3SG to.the. ACC stalls. ACC
‘Did Ayse go to the stalls?’

b. Answer:
jo, [eyOlc-roc epiya sa staliee.
no LNOM  go.Past.3SG to.the.ACC stalls.ACC
‘No, I went to the stalls.’

(S01; 140102_0009; 06:43)

Second, the contrastively focused subject can be an NP (see (97)):

(97) Romeyka:

a. Question:
éna Andras prakhlaévi t ospitin?
a.NOM man.NOM clean.3SG the.ACChouse. ACC
‘Does a man clean the house?’

b. Answer:
jo,[éna  iNEka]c.roe  phakblaévi t ospitin.
no a.NOM woman.NOM clean.3SG the. ACChouse. ACC
‘No, it’s a woman that cleans the house.’

(S01; 140102_0009; 06:57)

Third, the contrastively focused subject can be a DP (see (98)):
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(98) Romeyka:
a. Question:
0 ramaZAnis epiren tin aisén?

the.NOM Ramazanis.NOM marry.Past.3SG the. ACCAyse.ACC

‘Did Ramazanis marry Ayse?’
b. Answer:
jo,[o eMEris]c.roc epiren tin aisén.

nothe. NOM  Omeris. NOM marry.Past.3SG the. ACCAyse.ACC
“No, it’s Omeris that married to Ayse.’

(S01; 140102_0009; 06:13)

Based on the previous data, if a subject is contrastively focused, no matter what the type of

subject is, it is placed to the left of the verb, as illustrated in (99):

(99) DP/NP-subjectc-roc > TP

Romeyka displays OV to contrastively focus the object. OV is always attested, no matter what
the syntactic type or the semantic properties of the object are.

First, the focused object can be a demonstrative pronoun (see (100)):

(100) Romeyka:
a. Question:
alis tin aiSEN epiren?

Alis.NOM the. ACCAyse.ACC marry.Past.3SG

‘Did Alis marry Ayse?’
b. Answer:
jo, alis [eMEN]croc epiren.
no Alis. NOM L.ACC marry.Past.3SG

‘No, it’s me that Alis married.’

(S01; 140102_0009; 09:01)

Second, the focused object can be a DP (see (101)):
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(101) Romeyka:

a. Question:
0 ramazanis ti zeiNEP epiren?
the. NOM Ramazanis.NOM the. ACCZeynep.ACC marry.Past.3SG
‘Did Ramazanis marry Zeynep?’

b. Answer:
0 ramazanis [tin aiSEn]croc epiren.
the. NOM Ramazanis.NOM the. ACCAyse.ACC marry.Past.3SG
‘It’s Ayse that Ramazanis married.’

(S01; 140102_0009; 07:50)

Based on the previous data, if a subject is contrastively focused, no matter what the type of

object is, it is placed to the left of the verb, as illustrated in (102):

(102) DP/NP-objectc-roc > TP

Romeyka displays PP > VP to contrastively focus the PP. PP > VP is always attested (see

(103)):
(103) Romeyka:
a. Question:
i aisé sa paryarae epien?
the. NOM  Ayse.NOMto.the. ACC pastures. ACC go.Past.3SG
‘Did Ayse go to the pastures?’
b. Answer:

jo,i aisé [s éna  yoRlon]croc epien.
nothe NOM Ayse.NOMto a.ACC village. ACC go.Past.3SG
‘No, it’s to a village that Ayse went.’

(SO1; 140102_0009; 08:49)

Based on the previous data, if a PP is contrastively focused, no matter what the type of PP is,

it is placed to the left of the verb, as illustrated in (104):
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Romeyka displays AdvP > VP to contrastively focus the AdvP. AdvP > VP is always attested
(see (105)):

(105) Romeyka:
a. Question:
alis tsaBUya eyajepsen to chitapin?

Alis.NOM quickly read.Past.3SG the. ACCbook.ACC
‘Did Alis read the book quickly?’
b. Answer:
jo, [Sita]c-roc exujepsen &®.
no immediately read.Past.3SG it. ACC
‘No, it’s immediately that he read it’
(S01; 150702_0022; 05:43)

Based on the previous data, if an adverbial phrase is contrastively focused, no matter what the

type of adverbial phrase is, it is placed to the left of the verb, as illustrated in (106):

Apart from wh-questions, another type of question is also used as a focus test. These are the
so-called “alternative questions’ of the form ‘do you want coffee or tea?’. This special type of
yes/no question requires a selection from among a set of given alternatives. The answer can be
said to display selective focus. A focus constituent X is used selectively if “it introduces an
element of [the alternative set] into the common ground and is chosen from a restricted subset
of [the alternative set] the members of which have been explicitly mentioned in the preceding
context” (Zimmermann & Onea 2011: 1663).

Consider (107) from the Romeyka data:
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(107) Romeyka:

a. Question:
kahVEN joksa TSAin 0élis?
coffee ACC or tea. ACCwant.2SG
‘Do you want coffee or tea?’

Answers:

b. [TSAin]croc ayapo.
tea. ACC want.1SG

‘I want tea.’
(S01; 150703 _0042; 05:38)
c. [kahVEN]crocna pino.

coffee. ACC PRT.MOD drink.1SG
‘I want to drink coffee.’
(SO01; 150702_0013; 12:15)

The fact that the alternatives are present and one of the alternatives is selected, e.g. ‘I want tea’,
excludes the other alternative, ‘not coffee’. A question is whether this exclusion is necessarily
present, having truth-conditional effects (semantics), or just implicature (pragmatics) (see van
der Wal 2016). After all, choosing tea does not necessarily mean that one does not want coffee.
In the answers to the alternative questions in Romeyka, the focused constituent can be
any type of phrase: gerund (see (108)), VP (see (109)), subject (personal pronoun) (see (110)),
subject (DP) (see (111)), object (NP) (see (112)), object (DP) (see (113)), predicative
complement (see (114)), prepositional phrase (see (115)) and adverbial phrase (see (116)):
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(108) Romeyka:
a. Question:
LAyana payo  son bak"alin?
how PRT.MOD go.1SG to.the.ACC grocery’s.ACC
me t araPAN joksame ta podAre  m?
by the.ACCcar ACCor on the.ACCfeet. ACC I1.POSS

‘How should I get to the grocery’s? By car or on foot?’

b. Answer:
[porpateFTA]croc na pas SO chichénin.
walking. GER PRT.MOD g0.25SG to.the.ACC grocery’s.ACC

“You should get to the grocery’s on foot.’
(S01; 150702_0013; 11:17)

(109) Romeyka:

a. Question:
na exujEvis  chithapae
PRT.MOD read.2SG books.ACC
joksa na teRIS thelevizjonin ayapas?
or  PRT.MOD watch.2SG television.ACC love.2SG
‘Do you like to read books or watch television?

b. Answer:
eyo [thelevizjonin  na teRO]c-Foc.
LLNOM television.ACC PRT.MOD watch.1SG
‘I like to watch television.’

(S01; 150702_0013; 12:25)
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(110) Romeyka:
a. Question:
Pios ¢faen ton tSorban?
who.NOM eat.Past.3SG the. ACC  soup.ACC?
eSI joksa i aiSE?

youNOM or the NOM Ayse.NOM
‘Who ate the soup? You or Ayse?’

b. Answer:
ton tSorban  [eyOlcroc éfaya.
the. ACCsoup.ACC IL.LNOM  eat.Past.1SG
‘It’s me that ate the soup.’

(S01; 150702_0013; 14:08)

(111) Romeyka:

a. Question:
0 mehMEtis joksa aLiS ¢faen to yavitsin?
the NOM Mehmetis. NOM or  Alis.NOM eat.Past.3SG the.ACCpudding. ACC
‘Did Mehmetis or Alis eat the pudding?’

b. Answer:
[0 mehMEtis]c.roc  éfaen to yavitsin.
the. NOM Mehmetis. NOM eat.Past.3SG the. ACCpudding. ACC
‘It’s Mehmetis that ate the pudding.’
(S01; 150702_0013; 10:23)

(112) Romeyka:

a. Question:
0 mehmétis Mila joksa aPHidze  ayérasen?
the.NOM Mehmetis.NOM apples. ACC or pears.ACC buy.Past.35SG
‘Did Mehmetis buy apples or pears?’

b. Answer:
0 mehmétis [Mila]croe  ayorasen.
the. NOM Mehmetis. NOM apples. ACC buy.Past.3SG
‘It’s apples that Mehmetis bought.’
(S01; 150702_0013; 12:05)
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(113) Romeyka:

a. Question:
1 aisé ton mehMEtin
the. NOM Ayse.NOMthe. ACC Mehmetis. ACC
joksa ton aLiN epiren?
or the. ACC Alis.ACC marry.Past.3SG
‘Did Ayse marry Mehmetis or Alis?’

b. Answer:
1 aiseé [ton aLIN]croc epiren,
the. NOM Ayse.NOMthe. ACCAlis. ACC marry.Past.3SG
jok" ton mehmétin.
no the. ACCMehmetis. ACC
‘It’s Alis that Ayse married, not Mehmetis.’
(S01; 150702_0013; 11:46)

(114) Romeyka:

a. Question:
0 Schillon  ¢éna haiVAnin joksa énan  inSAnin en?
the. NOM dog.NOM a.NOM animal NOM or a.NOM human.NOM be.3SG
‘Is a dog an animal or a human?’

b. Answer:
0 schil:on  [haiVAnin]croc en.
the. NOM dog.NOM animalNOM  be.3SG
‘The dog is an animal.’

(S01; 150702 _0013; 13:11)
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(115) Romeyka:

a. Question:
t adelfo S sin TSAlkaran
the. NOM brother. NOM you.POSS in.the. ACC Caykara. ACC
joksa sin trapeZUndan stétsi?
or in.the. ACC Trabzon.ACC stay.3SG
‘Does your brother stay in Caykara or in Trabzon?’

b. Answer:
adelfo m [sin trapeZUndan]c.roc  Stétsi.
brother. NOM [.POSS in.the. ACC Trabzon.ACC stay.3SG
‘My brother stays in Trabzon.’
(S01; 150702_0013; 12:36)

(116) Romeyka:
a. Question:
1 nife oSim:eron joksa oPSE
the. NOM daughter-in-law.NOM today or  yesterday
efaisen ti mamika?
feed.Past.3SG the. ACCmother-in-law.ACC
‘Did the daughter-in-law feed her mother-in-law today or yesterday?’
b. Answer:
i nife [0PSE]c Foc
the. NOM daughter-in-law.NOM yesterday
efaisen ti mamika.
feed.Past.3SG the. ACCmother-in-law.ACC
‘It’s yesterday that the daughter-in-law fed her mother-in-law.’
(S01; 150702_0013; 14:02)

Second, the universal quantifiers ‘all’ and ‘every’ are incompatible with exclusive focus (E.
Kiss 1998); all referents are included and therefore there is no exclusion of alternatives in the
same set. For example, if the preverbal focus position in Romeyka does not house a universal
pronoun, this strategy/position can be therefore said to express exclusive focus. As shown by

the following examples, this is not the case in Romeyka (see (117) and (118)):
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(117) Romeyka:
a. Question:
manayén i ais¢ epien sa paryare?
only the.NOM Ayse go.Past.3SG to.the. ACC pastures.ACC
‘Did only Ayse go to the pastures?’
b. Answer:
jokb, [Ul:ini]c-Foc épiyane sa paryare.

no everyone.NOM go.Past.3PL to.the. ACC pastures.

‘It’s everyone that went to the pastures.’

(S01; 150702_0013; 20:55)

(118) Romeyka:
a. Question:
manayon alis epien SO kurbétin?
only Alis.NOM go.Past.3SG to.the. ACC abroad.ACC
‘Did only Alis go abroad?’
b. Answer:
[Ul:ini i ayuri|c-roc piyane SO kurbétin.

alLNOM the NOM men.NOM go.Past.3PL  to.the. ACC abroad. ACC
‘It’s all the men that went abroad.’

(S01; 150702_0013; 23:06)

Similarly, the indefinite quantifiers ‘some’ and ‘few’ “are upward entailing, i.e. they imply that
the denoted quantity reaches at least a minimum from a scale of potential quantities”
(Skopeteas & Franselow 2010: 1387). As with the numerals, when these indefinite quantifiers

are in exclusive or exhaustive focus, the alternative quantities are excluded (see (119)):
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(119) Romeyka:

a. Question:
Plos epien S0 istambolin?
who.NOM go.Past.3SG  to.the.ACC Istanbul. ACC
‘Who went to Istanbul?’

b. Answer:
[kaNIS]croe 8  epien o) istambolin.
no-one.NOM NEG go.Past.3SG to.the. ACC Istanbul. ACC
‘No-one went to Istanbul.’

(SO1; 150702_0013; 21:22)

The term ‘focus particles’ has been used to refer to two categories of particles. On the one
hand, there are languages, which have a dedicated particle marking the focus of the sentence.
On the other hand, there are focus particles or focus-sensitive operators, which trigger a focused
reading on the element they modify, or associate with the focus of the constituent in their
environment and do not have an influence on the propositional content of the sentence, but may
influence the truth-conditional values (Konig 1991, Rooth 1985, 1992, Krifka 2006, Beaver &
Clark 2008, i.a.). While in some languages all particles behave the same in terms of the
linguistic expression (e.g. the interaction with stress), in others there are important differences

between them, in terms of their effect on the sentence (see (120) and (121)):

(120) Romeyka:
a. Question:
Plos epien SO kurbétin?
who.NOM go.Past.3SG  to.the. ACC abroad. ACC

‘Who went abroad?’

b. Answer:
[manayos aLiS]c.rec epien SO kurbétin.
only Alis.NOM go.Past.3SG to.the. ACC abroad. ACC
‘Only Alis went abroad.’

(S01; 150702_0013; 23:01)
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(121) Romeyka:
a. Question:
Plos epien S0 dZzamin?
who.NOM go.Past.3SG  to.the. ACC mosque.ACC

‘Who went to the mosque?’

b. Answer:
[managés:a i aiSE]croc epien ) dzamin.
only the. NOM  Ayse.NOMgo.Past.3SG to.the. ACC mosque. ACC

‘Only Ayse went to the mosque.’
(S01; 150702_0013; 20:31)

Finally, it appears that preverbal contrastive focus in subordinate clauses in Romeyka is

possible (see (122)):

(122) Romeyka:

a. Question:
alis DOyna ¢faen?
Alis.NOM what. ACC eat.Past.3SG
milon éfaen i aP¥idin  éfaen?
apple.ACC eat.Past.3SG or pear. ACC eat.Past.3SG
‘What did Alis eat? An apple or a pear?’

b. Answer:
eyo léyo, alis [aP"[din]c-Foc éfaen
[LNOM say.1SG Alis.NOM pear.ACC eat.Past.3SG
‘I say that it’s a pear that Alis ate.’
(SO1; 812 _0055; 00:43)

4.3.4 Summary

In this section, I have shown that focused constituents in Romeyka always occupy the
immediate preverbal position, no matter what the type of focus or the syntactic category of the
constituent are. In §4.4, I will investigate the syntactic distribution of wh-phrases in wh-
questions in Romeyka and whether Romeyka allows for multiple wh-questions and multiple

focus.
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4.4 wh-questions, multiple wh-questions and multiple focus in Romeyka
4.4.0 Introduction

In this section, I address wh-questions in §4.4.1, multiple wh-questions in §4.4.2 and multiple
focus in §4.4.3. In §4.4.4, I provide a theory for multiple wh-questions and multiple focus in

Romeyka. The findings of the section are summarised in §4.4.5.

4.4.1 wh-questions in Romeyka

MG displays wh-questions, (see (123)). Likewise, Romeyka also employs wh-questions (see
(124)) (see Michelioudakis & Sitaridou 2016):

(123) Modern Greek:
a. pcos filise ti maria?
who.NOM kiss.Past.3SG the. ACCMaria. ACC
‘Who kissed Maria?’

(Alexopoulou & Baltazani 2012)

b. pcon filise 1 maria?
whoACC kiss.Past.3SG the NOM Maria. NOM
‘Who did Maria kiss?’

(Alexopoulou & Baltazani 2012)
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(124) Romeyka:
a. Plos edotsen tin kos:aran?
who.NOM give.Past.3SG the. ACChen.ACC
‘Who gave the hen?

(SO1; 812_0093; 00:03)

b. yavitsae Pios ¢faen?
anchovies. ACC who.NOM eat.Past.3SG
‘Who ate anchovies?’

(S01; 812 0057; 04:06)

c. alis DOyna  d6tien?
Alis. NOM what.ACC give.Past.3SG
‘What did Alis give?’

(S01; 812_0093; 00:16)

Crucially, the order of wh-questions is strictly order-preserving in Romeyka (see (125) and

(126)) (see Michelioudakis & Sitaridou 2016):

(125) Romeyka:
a. Plos edotSen tin kos:aran?
who.NOM give.Past.3SG the. ACChen.ACC
‘Who gave the hen?
(SO1; 812 0093; 00:03)
b. ?Plos tin kos:aran  edotsen?
who.NOM the. ACChen.ACC give.Past.3SG
‘Who gave the hen?
(126) Romeyka:
a. yavitse Plos éfaen?

anchovies. ACC who.NOM eat.Past.3SG
‘Who ate anchovies?’
(SO1; 812_0057; 04:06)

b. ?Plos yavitse éfaen?
who.NOM anchovies. ACC eat.Past.3SG

‘Who ate anchovies?’
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wh-phrases are obligatorily left-dislocated (see (127)), with no option to leave any wh-phrase

in-situ (Michelioudakis & Sitaridou 2016):

(127) Romeyka:

a. alis DOyna ootsen?
Alis. NOM what.ACC give.Past.3SG
‘What did Alis give?’
(SO1; 812_0093; 00:16)

b. ?alis dotsen DOyna?
Alis.NOM give.Past.3SG what. ACC
‘What did Alis give?’

4.4.2 Multiple wh-questions in Romeyka

While MG does not allow left-dislocated multiple wh-questions (henceforth MWQ), see (128),
Romeyka does (see (129)) (Michelioudakis & Sitaridou 2016):

(128) Modern Greek:
pcos ytipise pcon
who.NOM hit.Past.3SG  who.ACC
‘Who hit who?’

(Alexopoulou & Baltazani 2012)

(129) Romeyka:
Plos DOyna ayOrasen?
who.NOM what. ACC buy.Past.3SG
‘Who bought what?’

(S01; 150703_0042; 07:37)

Crucially, Romeyka seems to exhibit Superiority effects, which show that MWQ is strictly
order-preserving, as in Bulgarian, although it is not otherwise identical (see (130)) (see

Boskovi¢ 1997, Michelioudakis & Sitaridou 2016):
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(130) Romeyka:

a. Plos DOyna ayorasen?
who.NOM what. ACC buy.Past.3SG
‘Who bought what?’
(SO01; 150703 _0042; 07:37)

b. ?2DOyna  Plos ayorasen?
what. ACC who.NOM buy.Past.3SG
‘Who bought what?’

MWAQ are obligatorily left-dislocated, with no option to leave any wh-phrase in-situ (see (131))
(Michelioudakis & Sitaridou 2016: 9):

(131) Romeyka:

a. Plos DOyna ayorasen?
who.NOM what. ACC buy.Past.3SG
‘Who bought what?’
(SO1; 150703 _0042; 07:37)

b. ?Plos ayorasen DOyna?
who.NOM buy.Past.3SG what. ACC
‘Who bought what?’

4.4.3 Multiple focus in Romeyka

While MG does not allow left-dislocated multiple focus (henceforth MF) (see (132)), Romeyka
does (see (133)) (Michelioudakis & Sitaridou 2016):
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(132) Modern Greek:

a. Question:
pite mu pcos parakolubise pcon?
telLIMP.2PL [.GEN who.NOM follow.Past.3SG who.ACC
‘Tell me who followed who?’

b. Answer:
[0 petros]roc parakolufise [ti maria]roc,
the. NOM Petros.NOM follow.Past.3SG the.ACCMaria. ACC,
0 stavros tin eleni...
the. NOM  Stavros.NOM the. ACCEleni. ACC
‘Petros followed Maria, Stavros Eleni...’

(Alexopoulou & Baltazani 2012)

(133) Romeyka:

a. Question:
Plos DOyna ayorasen?
who.NOM what. ACC buy.Past.3SG
‘Who bought what?’
(SO01; 150703 _0042; 07:37)

b. Answer:
[0 mehMEtis]roc  [araPAn]rocayorasen.

the NOM Mehmetis. NOM car. ACC buy.Past.3SG
‘Mehmetis bought a car.’
(S01; 150703 _0042; 07:39)

MF is strictly order-preserving in Romeyka (see (134)) (see Michelioudakis & Sitaridou 2016):
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(134) Romeyka:

a. [o mehMEtis]roc  [araPAn]rocayorasen.
the NOM Mehmetis. NOM car. ACC buy.Past.3SG
‘Mehmetis bought a car.’
(S01; 150703 _0042; 07:39)

b. ?2[araPAn]rec [0 mehMEtis]roc  ayorasen.
car.ACC the. NOM Mehmetis. NOM buy.Past.3SG
‘Mehmetis bought a car.’

MF is obligatorily left-dislocated with no option to leave any focused phrase in-situ (see (135))
(Michelioudakis & Sitaridou 2016: 9):

(135) Romeyka:

a. ‘[o mehMEtis]roc  [araPAn]rocayorasen.
the NOM Mehmetis. NOM car. ACC buy.Past.3SG
‘Mehmetis bought a car.’
(S01; 150703 _0042; 07:39)

b. ?[o mehMEtis]roc ~ ayorasen [araPAn]roc.
the. NOM Mehmetis. NOM buy.Past.3SG car.ACC
‘Mehmetis bought a car.’

4.4.4 A theory for the multiple wh-questions and the multiple focus in Romeyka

Following Boskovi¢’s (2002, 2007) proposal, Michelioudakis & Sitaridou (2016) propose (a)
the availability of an Attract-1 Focus head below C°, (b) wh-fronting as focus-movement and
(¢) the availability of wh-movement to [Spec, CP] in matrix questions. Thus, while C° is an
Attract-1 head, in Boskovi¢’s terms, which attracts just the highest wh-phrase, Focus is an
Attract-all head that attracts all wh-phrases available to the same position.

Schematically, then, a partial representation of the left periphery of Romeyka is proposed
by Michelioudakis & Sitaridou (2016), as in (136):

(136) [cp C[+Q=mu]/[+wh]=Attract-1 [Focusp Foc? Attract-1 [rocuse Foc’[new info] ...
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Based on Beck’s (2006) account of intervention effects following the focus interpretation, I
provide a principled explanation for MWQ and MF in Romeyka, which is supplementary to
Michelioudakis & Sitaridou’s (2016) analysis.

Beck’s account begins with Kim’s (2002) study, which identifies a core intervention

effect (see (137)), which is attested cross-linguistically:

(137)*[ Qi [ ... [ FocP [ ... wh-phrase; ... []]]
(Kim 2002)

According to (137), a focused phrase cannot intervene between a wh-phrase and its licensing
complementiser. As I have already shown in §4.3.1, according to Rooth’s (1985, 1992, 1996)
Alternative Semantics, focus is associated with two semantic objects: On the one hand, there
is the proposition expressed by the sentence —the set of possible worlds. On the other hand,
the sentence makes salient a set of alternative propositions, which contains alternative
propositions to the proposition. This is the focus-semantic value of the sentence.

Turning now to the interrogative in (138), according to the standard semantic theory of
questions (Hamblin 1973, Karttunen 1977), the denotation of a question is the set of answers
to the question —for example (139)a. More generally, this is the set of propositions in (139)b

(rendered in more formal terms in (139)c):

(138) Who left?

(139) Alternative propositions:
a. {that John left, that Bill left, that Amelie left,...}
b. {that x left | x is an individual}

c. Ap3Ix[p=Aw.x left in w]

wh-phrases, like focus, introduce a set of alternatives. Unlike a focused phrase, introducing
alternatives seems to be the only semantic role of a wh-phrase. It is not surprising that this
parallel has inspired semanticists to derive the interpretations of questions and focus in the
same way. | will develop a particular way of doing that.

I follow Rooth in attributing a twofold semantic contribution to focused phrases: their
ordinary semantic value on the one hand and a set of alternatives of the same type on the other.

A wh-phrase shares with focus the second role. Unlike focus, the wh-phrase makes no ordinary
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semantic contribution. I propose that the ordinary semantics of the wh-phrase is in fact
undefined. Since wh-phrases occur in expressions that have a perfectly well-defined ordinary
semantic value, something must rescue the structure as a whole from indefiniteness. This is the
role of the question operator. Thus, I propose that the LF of (140) and that the semantics of Q
let it ignore the ordinary semantic value of its sister and elevate its focus semantic value to

ordinary semantics:

(140) [Q [who left]]

Things go wrong when there is also a focus in the question whose contribution is evaluated
within the question, i.e. within the scope of the Q operator. This situation is schematised in

(141);

(141)[Q ... [Op [ ... XPF ... wh ...]]]

For the focus on XP to be evaluated within the scope of the Q operator means that there is a
focus sensitive operator, here Op, which uses the semantic contribution of the focus. Op could
be ‘only’ or ‘even’ or the like, or, in Rooth’s (1992) Alternative Semantics, which states that
focus “indicates the presence more indirect framework for association with focus, it could be
the ~ operator”. We know that when focus is evaluated at the level of a phrase ¢, focus semantic
values enter into ordinary semantics.

This analysis explains why Romeyka does not give rise to intervention effects.

4.4.5 Summary

In this section, I have shown that wh-phrases in wh-questions in Romeyka occupy the same
position that focused constituents occupy. Furthermore, Romeyka allows for MWQ and MF,
while intervention effects are not allowed. As for the latter, I have provided an explanation
based on the semantic interpretation of focus and wh-phrases.

So far, I have focused on the identification of the positions of topics, foci and wh-phrases

in Romeyka. In §4.5, I will investigate the syntactic distribution of foci and topics in Romeyka.
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4.5 The syntactic distribution of topics and foci in Romeyka
4.5.0 Introduction

The aim of this section is to offer a detailed presentation of the possible discourse-related
positions in the Romeyka clausal structure. So far, I have shown that foci and topics in
Romeyka are always attested in the left periphery of the verb. I have also shown that the verb
raises to T?. I have therefore concluded that marked constituents move to the left of T°. The
question I address in this section is, where is the landing site of those moved constituents in
the Romeyka clausal structure?

The section is structured as follows: in §4.5.1, I examine how many topic positions there
are in Romeyka; in §4.5.2, I examine how many focus positions there are in Romeyka; in
§4.5.3, I investigate the distribution of topics and foci in Romeyka; and I summarise the

findings of the section in §4.5.4.

4.5.1 How many topic positions are there in Romeyka?

A crucial question, which needs to be answered, is the following: if both the preverbal and the
postverbal domain can accommodate given information, then what differentiates the preverbal
domain from the postverbal domain in terms of given information? Interestingly, in Romeyka,
while given information can be contrastive in the preverbal domain, it cannot be contrastive in
the postverbal domain. Thus, what differentiates the preverbal domain from the postverbal
domain in terms of given information is the [contrast] feature. For instance, consider the object
tin aisén ‘Ayse’ in the preverbal domain in (142)a and in the postverbal domain in (142)b. In
both sentences, the object tin aisén ‘Ayse’ carries [noncontrastive] given information.
However, in (143)a the object do/man ‘dolma’ carries [contrastive] given information and can

appear only in the preverbal domain, but not in the postverbal one (see (143)b):
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(142) Romeyka:

a. [tin aisén]a-top O dohTOris epiren.
the. ACCAyse.ACC the. NOM doctor. NOM marry.Past.3SG
‘The doctor married Ayse.’
(SO1; 140102_0008; 01:15)

b. o dohTOris epiren [tin aisén]a-Top.
the. NOM doctor NOM marry.Past.3SG the. ACCAyse.ACC
‘The doctor married Ayse.’
(SO1; 140102_0008; 01:25)

(143) Romeyka:
a. [dolman]ctop 0 mehMEtis éfaen.
dolma.ACC the. NOM Mehmetis.NOM eat.Past.3SG
‘Mehmetis ate dolma.’
(S01; 150702_0014; 11:46)
b. #o mehMEtis  éfaen [dolman]c-Top.
the. NOM Mehmetis.NOM eat.Past.3SG dolma.

‘Mehmetis ate dolma.’

4.5.2 How many focus positions are there in Romeyka?

In order to examine whether the information focus and the contrastive focus share the same
position, I use an adverb placement test. I specifically test to see whether a preverbal adverb
can interpolate between information focus and the verb on the one hand and between
contrastive focus and the verb on the other. If so, this would indicate that there are two positions
for focus in Romeyka, one for information focus and one for contrastive focus. If not, this
would indicate that there is a single position that can host both information and contrastive
focus.

As for the placement of the adverbs in the clause structure, I follow Alexiadou’s (1997)

proposal, as stated below (see (144)):
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(144) Adverbial Licensing Principle (ALP):
Adverbs are licensed either as Specifiers of Functional Projections or via incorporation
into the verbal head by the relevant (semantic) feature associated with the head.

(Alexiadou 1997: 41)

According to the ALP, adverbs are split into two types: (a) specifier-type adverbs, such as
quantifier or degree adverbs, e.g. purely, unique, nearly, always; and, (b) complement-like
adverbs: completely, easily, badly, well, lovingly.

Specifier-type adverbs are base generated adjuncts. Complement-type ones are mainly
manner adverbs, e.g. qualifying adverbs. Moreover, the following descriptive generalisation

holds (see (145)):

(145) Generalisation:
Specifier-type adverbs have their base position to the left of the verb (non-thematic,
specifiers of NegPs, AspectPs), hence they are VP-external. Complement-like ones have
their base position to the right of the verb; hence they are VP internal.

(Alexiadou 1997: 129)

Having shown that (a) the verb raises to T° (see §3.3) and (b) focus is always preverbal, no
matter what the type of focus is (see §4.2), I test specifier-type adverbs to the left of T, in
particular aspectual and temporal adverbs.

Alexiadou (1997) shows that aspectual and temporal adverbs are licensed as specifiers
of AspP and TP respectively. A result of such an analysis is that it distinguishes between
operator type adverbs like aspectual ones and nominal type adverbs like nominal ones. The
latter behave similarly to other argumental DPs. Moreover, she proposes that only XPs marked
[+T°], [+Asp°] can occupy the specifier positions of TP and AspP respectively in languages
such as Greek and Spanish. In particular, she argues that [Spec, TP] is parameterised cross-
linguistically, hosting subjects in some languages, e.g. Celtic and Icelandic and TAs in some
others, e.g. Greek and Chinese.

In Romeyka, the aspectual distinction perfective vs. imperfective holds in all tenses,
moods and both voices.

Aspectual adverbs can be classified into: (a) durative, indefinite frequency ones; this

class includes adverbs like konda konda ‘every now and then’ and her jyn ‘daily’ and (b)
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cardinal count/definite frequency, point ones; this class subsumes adverbs like Sita
‘immediately’, mian ‘once’, dio tané ‘twice’ etc.

The adverb I use for the test is sita ‘immediately’, which is an aspectual adverb. As such,
it is placed low in the phrase structure, specifically in the specifier of TP. In the case of
information focus, strict adjacency seems to hold between the information focused object and
the verb in (146)b. In (146)c, we see that the adverb sifa cannot interpolate between information
focus to the left and the verb, whereas in (146)b, the adverb is positioned before the focused

object, which is adjacent to the verb:

(146) Romeyka:

a. Question:
alis Sita Tinan efilisen?
Alis.NOM immediately who.ACC kiss.Past.3SG
‘Who did Alis kiss immediately?’

Answers:

b. alis Sita [ti MAnan at]rroc  efilisen.
Alis.NOM immediately the.ACCmother. ACC his kiss.Past.3SG
‘Alis kissed his mother immediately.’

(S01; 150702_0013; 05:27)
c. #alis [ti MAnan at]rroc  Sita efilisen.

Alis. NOM the. ACCmother.ACC his immediately kiss.Past.3SG

Furthermore, when the adverb is information focused, it occupies the immediate preverbal slot
as shown in (147)b, which we have seen being occupied by the information focused object in

(146)b, indicating that informational focus is immediately adjacent to the left of the verb:
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(147) Romeyka:

a. Question:
alis LAyaefilisen tin aisén?
Alis. NOM how kiss.Past.3SG the.ACC Ayse?
‘How did Alis kiss Ayse?’

Answers:

b. alis [Sita]i-roc efilisen tin aisén.
Alis.NOM immediately kiss.Past.3SG the. ACCAyse.ACC
‘Alis kissed Ayse once.’

(S01; 150702_0022; 04:07)
c. #alis efilisen [Sita]i-Foc tin aisén.

Alis. NOM kiss.Past.3SG immediately the.ACCAyse.ACC

Turning now to contrastive focus and adverb placement, in (148)c we see that the adverb cannot
interpolate between the verb and the contrastively focused object and thus (148)b is the only

grammatical option:

(148) Romeyka:

a. Question:
alis Sita tin aisSEN efilisen?
Alis.NOM immediately the.ACCAyse.ACC kiss.Past.3SG
‘Did Alis kiss Ayse immediately?’

Answers:

b. alis Sita [tin biryYL]c-roe  efilisen.
Alis.NOM immediately the.ACCBirgii. ACC kiss.Past.3SG
‘It’s Birgiil that Alis kissed immediately.’

(S01; 150702_0013; 09:23)
c. #alis [tin biryYL]croe  $ita efilisen.

Alis.NOM the. ACCBirgiil. ACC immediately kiss.Past.3SG

Interestingly, when the adverb is contrastively focused, it occupies the immediate preverbal
slot as shown in (149)b, indicating that contrastive focus is immediately adjacent to the left of

the verb and thus yielding identical results to information focus:
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(149) Romeyka:
a. Question:
alis tsaBUuya eydjepsen to chitapin?

Alis.NOM quickly  read.Past.3SG the. ACCbook.ACC
‘Did Alis read the book quickly?’
Answers:
b. jo, [Sita]c-Foc exijepsen a.
no immediately read.Past.3SG it. ACC
‘No, he read it immediately.’
(S01; 150702_0022; 05:43)
c. #o, alis [Sita]lcroc  to chitdpin  eyljepsen

no Alis.NOM immediately the.ACCbook.ACC read.Past.3SG

Therefore, on the basis of the data above I conclude that (a) constituents carrying information
or contrastive focus occupy the same position and (b) strict adjacency holds between the

focused constituent and the verb.

4.5.3 The syntactic distribution of topics and foci in Romeyka

I now move to the investigation of the syntactic distribution of topics and foci in Romeyka. In
order to examine their distribution, I apply the tests offered in Neeleman & van de Koot (2008)
in their investigation of Dutch, as well as in Sener (2010) in his investigation of Turkish.

Consider now example (150):
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(150) Romeyka:
a. Question:
alis DO epitSen?
Alis. NOM what. ACC do.Past.3SG
DO ¢faen SO bairamin?
what.ACC eat.Past.3SG in.the. ACC Bayram.ACC
‘What did Alis do? What did he eat at Bayram?’
Answers:
val:ahi, ut§ ekséro alis do epitSen, ama ...
frankly NEG know.1SG Alis.NOM what. ACC do.Past.3SG but
‘Frankly, I don’t know about Alis, but ...’
b. [o mehmétis]crop  [dOIMAN]croc  éfaen.
the.NOM Mehmetis.NOM dolma.ACC eat.Past.3SG
‘Mehmetis ate dolma.’
(SO01; 150702_0014; 09:06)
c. #[doIMAN]croc [0 mehmétis]ctop  éfaen.
dolma.ACC the.NOM Mehmetis.NOM eat.Past.3SG

‘Mehmetis ate dolma.’

The contrast of felicity in the responses in (150) demonstrates that a C-Foc may follow a C-
Top, whereas a C-Foc cannot move across a C-Top.
Below, I consider a pair, where the context is set up so as to favour an interpretation of

the object as C-Top and the subject as C-Foc (see (151)):
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(151) Romeyka:
a. Question:
0 tSorbas DO ejéndo?
the. NOM  soup.NOM what. ACC happen.Past.3SG
aton kaNiS ¢faen a?

this ACC anyone.NOM eat.Past.3SG it. ACC
‘What about the soup? Has anyone eaten that?’

Answers:

val:ahi, ut§ ekséro 0 tSorbas do ejéndo, ama ...

frankly NEG know.1SG the.NOM soup.NOM what.ACC happen.Past.3SG but
‘Frankly, I don’t know about the soup, but ...’
b. [dolman]c.top [0 mehMEtis]c.roc  éfaen.
dolma.ACC the. NOM Mehmetis.NOM eat.Past.3SG
‘Mehmetis ate dolma.’
(S01; 150702_0014; 11:46)
c. #[o mehMEtis]croc [dolmén]c.Top éfaen.
the.NOM Mehmetis.NOM dolma.ACC eat.Past.3SG

‘Mehmetis ate dolma.’

The infelicity between (151)b and (151)c supports the assumption that a C-Top cannot follow

a C-Foc in Romeyka. Therefore, the only licit order would be C-Top > C-Foc.

Last but not least, I introduce some observations on the interaction between VP-internal

objects and Topic and Focus. What follows is an investigation of the order of DO and IO,

showing that the linear order of DO and IO depends on the discourse function of the objects.

The sentences in example (152) have a ditransitive verb, where the context is set up so as to

favour the interpretation of the 10 as C-Foc and the DO as C-Top:
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(152) Romeyka:
a. Question:
1 antika tSe 1 sandalia
the.NOM antique. NOM and the.NOM chair.NOM
DO ejéndo?

what. ACC happen.Past.3SG
0 paphos Tinan ¢docen a?

the.NOM grandfather NOM who.ACC give.Past.3SG it. ACC

‘What about the antique table and the chair? Who has your granddad bequeathed that

to?’

Answers:

val:ahi 1 antika do ejéndo

frankly the. NOM antique.NOM what. ACC happen.Past.3SG

ut§  ekséro, ama ...

NEG know.1SG but

‘Frankly, I don’t know about the antique table, but ...’

b. [ti  sandalian]c.top[ton TSiri m]c-roc  €00tSen.
the chairACC  the father. ACCL.POSS give.Past.3SG
‘my granddad bequeathed the chair to my dad.’
(S01; 150702_0014; 14:01)

c. #[ton TSIri m]iroc [ti  sandalian]c.ropedotien.
the father ACC L.POSS the chairACC  give.Past.3SG
‘my granddad bequeathed the chair to my dad.’

The contrast in the felicity in (152) provides more evidence on the order C-Top > C-Foc.

Below, I consider a pair, where the context is set up so as to favour an interpretation of the 10

as C-Top and the DO as C-Foc (see (153)):
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(153) Romeyka:

a. Question:
0 tsiri ] DO ejéndo?
the. NOM father.NOM you.POSS what. ACC happen.Past.3SG
0 pap"os DO édocen aton?
the.NOM grandfather NOM what. ACC give.Past.3SG he.ACC
‘What about your dad? What has granddad bequeathed to him?’

Answers:

val:ahi o tsiri m DO ejéndo

frankly the. NOM father NOM [.POSS what. ACC happen.Past.3SG

ut§  ekséro, ama ...

NEG know.1SG but

‘Frankly, I don’t know about my dad, but ...’

b. [ti mana mlctop [to  saAthin]croe  efitSen.
the mother ACC LPOSS the watch.ACC bequeath.Past.3SG
‘my granddad bequeathed the watch to my mother.’
(S01; 150702 _0023; 08:18)

c. #[to saAthin]croc [ti  mana m]c-top efitSen.
the watch. ACC the mother ACC I.POSS bequeath.Past.3SG
‘my granddad bequeathed the watch to my mother.’

The felicity of the sentences in (153) supports the generalisation that C-Top precedes C-Foc in
Romeyka, no matter what grammatical function they bear.

Information focus must be left adjacent to the verb. Thus, information focus is not
different from contrastive focus in terms of its distribution; thus, it follows contrastive topics

(see (154)):
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(154) Romeyka:
a. Question:
tsi birjylis t adélfe
the. GENBIrgii. GEN the. NOM brothers. NOM
D epikane S0 partin?
what. ACC do.Past.3PL  at.the. ACC party. ACC
‘What did Birgiil’s brothers get to drink at the party?’
Answers:
val:ahi as adélfae tes ut§ ekséro, ama ...
frankly from.the.ACC brothers. ACC her NEG know.1SG but
‘Frankly, I do not know about all the brothers but ...’
b. [Gl:unono mikron]ctop  [raCIN]rroc epien.
all. GEN thee NOM young.NOM raki drink.Past.3SG
‘Birgiil’s youngest brother drank raki.’
(SO01; 150702 _0023; 23:26)
c. #[raCiN]i.roc [Gl:unono mikron]c-top  epien.
raki all. GEN the NOM young.NOM drink.Past.3SG
‘Birgiil’s youngest brother drank raki.’

Information focus follows aboutness topics too (see (155):

(155) Romeyka:

a. Question:
avuto to fain Pion patsin epitSen?
this. ACC the. ACCfood.ACC which.NOM girl NOM make.Past.3SG
‘Which girl made this food?’
(SO01; 150703 _0042; 03:32)

b. Answer:
[avaton  to fain]a-top [1 miNE] 1roc epitsen.
this. ACC  the. ACCfood.ACC the. NOM Mine.NOM make.Past.3SG
[t al:on]ctop [1 aiSE]c-roc  epitien.
the. ACCother.ACC the NOM Ayse.NOMmake.Past.3SG
‘Mine made this food; Ayse made the other one.’
(SO01; 150703 _0042; 03:45)
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To conclude, it is obvious from the reasoning provided above that in Romeyka topics always

precede foci. This hierarchy is shown in (156):

(156) Hierarchy of discourse features in Romeyka:
a. Topic > Focus

b. #Focus > Topic

On the basis of the hierarchy of discourse features in Romeyka in (156), the articulation of foci

and topics in Romeyka should be the one shown in (157):

(157) Articulation of discourse-related features in Romeyka:

A-/C-Topic > I-/C-Focus > T° > Given (noncontrastive) information

4.5.4 Summary

In this section, I have shown that in Romeyka (a) topics are always left-dislocated, whereas
constituents carrying given (and noncontrastive) information may appear in the postverbal
domain too; (b) focus always appears to the left of the verb and occupies the immediate
preverbal slot, no matter what the type of focus is; and (c¢) topics are hierarchically higher than

foci.
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4.6 Conclusions

In this chapter, (a) I determined the pragmatically unmarked/neutral word order in Romeyka
and (b) examined the syntactic distribution and the semantic type of the constituents in
pragmatically marked word orders in Romeyka. Overall, I argued that (a) I the pragmatically
unmarked order is SVO in matrix declarative clauses and SOV in subordinate declarative
clauses and (b) focused constituents and wh-phrases always occupy the immediate preverbal
position, while topicalised elements are always left dislocated. Romeyka also allows multiple
wh-questions and multiple focus. The postverbal domain can only be occupied by elements
carrying given (noncontrastive) information.

The word order pattern in matrix clauses is summarised in Table 27 and the word order

pattern in subordinate clauses is summarised in Table 28:

Table 27. Word order pattern in matrix clauses in Romeyka.

SVO  pragmatically unmarked word order or pragmatically marked word order (subject is
focused / a wh-phrase)

SOV  pragmatically marked word order (subject is topicalised and object is focused / a
wh-phrase or both subject and object are focused / wh-phrases)

OSV  pragmatically marked word order (object is topicalised and subject is focused / a

wh-phrase)

Table 28. Word order pattern in subordinate clauses in Romeyka.

SOV  pragmatically unmarked word order or pragmatically marked word order (subject is
topicalised and object is focused / a wh-phrase or both subject and object are focused
/ wh-phrases)

OSV  pragmatically marked word order (object is topicalised and subject is focused / a

wh-phrase)

Interestingly, the word order pattern in matrix clauses in Table 27 shows that word order
variation in matrix clauses is structure-dependent. In chapter 5, I put forth my proposal to

account for word order variation in Romeyka.
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S Order in a minimalist system

5.0 Introduction

In chapters 3 and 4, I examined word order variation in Romeyka. I would now like to move
on to account for such word order variation in a minimalist system. In order to account for
word order variation in Romeyka, I aim to pursue a third factor (principled) explanation for
word order variation, within the minimalist program. After that, I will test my predictions for
every potential syntactic derivation of the subject (S), verb (V) and object (O) in Romeyka and
map those derivations into PF and LF rules. In particular, I will examine (a) matrix declarative
clauses, (b) subordinate declarative clauses, (c) direct questions and (d) indirect questions.
The chapter is organised as follows: in §5.1, I put forth my proposal; §5.2 examines

matrix declarative clauses. §5.3 provides a summary of the chapter.
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5.1 Order in a minimalist system
5.1.1 Order in Romeyka is not structure-dependent

It has long been believed that Merge is assumed not to impose order, i.e. {x, y} = {y, x}. As
such, order is structure-dependent, i.e. no syntactic operation can make reference to it. It has
also been claimed that hypothetical languages, in which syntactic operations are defined in
linear terms, such that Merge creates an ordered pair <x, y>, are outside of the spectrum of
variation defined by UG (see Musso et al. 2003, Smith & Tsimpli 1995).

For instance, Smith & Tsimpli (1995) attempted to teach a polyglot savant, Christofer,
Epun, a language they invented to enable them to test Christofer’s reaction to structures, which,
they hypothesised, could not occur in the world real languages. Epun is an SVO language
(Smith & Tsimpli 1995: 139). Interestingly, Epun displays operations defined in linear terms,
which, to our knowledge, are not attested in natural languages. They specifically illustrate two
examples of such constructions (Smith & Tsimpli 1995: 146). In particular, Epun displays
different word orders to express negation on the one hand and tense on the other (see Table
29):

Table 29. Word order pattern in Epun (Smith & Tsimpli 1995: 146).

SV(O) Positive (present and future)
VS(O) Negative (present and future)
(O)SV Positive (past)

(O)VS Negative (past)

According to Table 29, in Epun there is a contrast between SV(O) word order in positive
sentences and V(S)O word order in negative sentences. Moreover, the past tense is
characterised by the object being moved to the initial position (Smith & Tsimpli 1995: 146).

The findings of Smith & Tsimpli’s (1995) study show that Christopher had considerable
difficulty with those operations, indicating that these operations are outside of the spectrum of
UG (Smith & Tsimpli 1995: 154-155).

Similarly, Musso et al. (2003) investigated the neural correlate of acquiring new
linguistic competence with two fMRI studies. First, German native speakers learned a sample
of ‘real’ grammatical rules from different languages (Italian or Japanese), which, although
parametrically different, follow the UG principles. The activity during this task was compared

with that during a task that involved learning ‘unreal’ rules of language. The ‘unreal’ language
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that they used was constructed by manipulating Italian. In the ‘unreal’ grammar, the subjects
could not relate the nominal and verbal elements by means of any hierarchical order, as the
new rules defined a more linear order of the single words (Musso et al. 2003: 775) (see Table

30):

Table 30. Unreal Italian (artificial rules violating UG) (Musso et al. 2003: 775).

Negative construction Paolo mangia la no pera
“Paolo eats the no pear”
Interrogative construction Pera la mangia Paolo
“Pear the eats paolo”
Use of indefinite article Una bambino mangia una pera

“A (fem.) child (masc.) eats a (fem.) pear (fem.)”

According Table 30, in the first rule, negative sentences were built by always putting the
negation word no after the third word of the clause. The second rule required that the
interrogative construction be built by inverting the linear sequence of the words in a sentence.
The third rule, arbitrarily, emphasised a specific word position for choosing the correct
indefinite article; i.e. indefinite articles within a sentence always agree with the last noun of
the clause (Musso et al. 2003: 775).

The results of Musso et al.’s (2003) study show that the increase of activation over time
in Borca’s area was specific to ‘real’ language acquisition only, independent of the kind of
language. Thus, in Borca’s area, biological constraints and language experience interact to
enable linguistic competence in a new language.

It might be concluded from Smith & Tsimpli (1995) and Musso et al.’s (2003) findings
that syntactic operations that are defined in linear terms are outside of the spectrum of variation
defined by UG.

However, against all odds, the findings of chapters 3 and 4 show that word order variation
(at least in matrix clauses, but see §7.3 for a similar account of subordinate clauses) in Romeyka
is defined in linear terms (see the word order pattern in matrix clauses in Romeyka in Table 31

and the word order pattern in subordinate clauses in Romeyka in Table 32):
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Table 31. Word order pattern in matrix clauses in Romeyka.

SVO  pragmatically unmarked word order or pragmatically marked word order (subject is
focused / a wh-phrase)

SOV  pragmatically marked word order (subject is topicalised and object is focused / a
wh-phrase or both subject and object are focused / wh-phrases)

OSV  pragmatically marked word order (object is topicalised and subject is focused / a

wh-phrase)

Table 32. Word order pattern in subordinate clauses in Romeyka.

SOV pragmatically unmarked word order or pragmatically marked word order (subject is
topicalised and object is focused / a wh-phrase or both subject and object are focused
/ wh-phrases)

OSV  pragmatically marked word order (object is topicalised and subject is focused / a

wh-phrase)

That is to say, in this section I put forth a syntax-semantics interface analysis to account for the
word order pattern attested in matrix (and subordinate) clauses in Romeyka. My proposed
analysis is precisely based on two premises: in particular, I postulate that the order of the
constituents of the clause in Romeyka (a) contributes to the mapping of syntactic units (phases)
from narrow syntax to both SEM and PHON interfaces and (b) plays a role in the semantic
interpretation of focus, yes/no questions and wh-questions at SEM. Contrary to Chomsky
(1995), who assumes that “there is no clear evidence that order plays a role at LF or in the
computation from N to LF”7 (Chomsky 1995: 334), in the rest of this section, I provide
evidence that order plays a role at SEM and in the computation from narrow syntax to SEM in
Romeyka. In the remainder of this chapter, I develop my arguments in favour of such an

analysis.

5.1.2 Against Cartography

In the minimalist literature, there have been various attempts to account for a principled
explanation of discourse-related elements, with cartography (see Cinque 1999, Rizzi 1997)

being the most prominent. Cartography attempts to satisfy two interface conditions, namely the

7 In this extraction, LF is for Chomsky the SEM.



Chapter 5: Order in a minimalist system 203

Condition of Inclusiveness (CI) (see (1)) on the one hand and the Condition of Full
Interpretation (CFI) (see (2)) on the other:

(1) Condition of Inclusiveness (CI):
“Any structure formed by the computation (in particular, © and A) is constituted of
elements already present in the lexical items selected for N [i.e. the numeration — SCJ;
no new objects are added in the course of computation apart from rearrangements of

lexical properties” (Chomsky 1995: 228).

According to the CI, a formal feature cannot be assigned in the computation. By contrast,

formal features must be present in the lexicon.

(2) Condition of Full Interpretation (CFI):
a. A syntactic expression is PF-interpretable iff it can be assigned a phonological
representation (i.e., iff it can “read” by the phonology)
b. A syntactic expression is LF-interpretable iff it can be assigned a semantic
representation (iff it can be read by the semantics)

(Chomsky 1995: 194)

The CFI implies that a direct interaction between the phonological component (PHON) and the
semantic component (SEM) is not possible. Both components interface and communicate only
with the narrow syntax. Given that discourse-related phenomena have both a phonological and
an interpretive impact, it follows that the relevant features must already be present in the
syntactic component.

Based on these interface conditions, cartography suggests that discourse-related features,
such as [focus], [topic] and [contrast], are present in the lexicon. These features are considered
to force their projection to narrow syntax as formal heads.

In contrast to the cartographic approaches, Chomsky (2000) introduces the concept of
“core functional categories”, by which he means C°, T? and v° in the clause. Chomsky (2005:
18) speculates that “the more elaborate structures revealed by the cartographic inquiries are
based on linearisation of features in these [i.e. CP and vP, TB/IR] labels and possibly labels
closely linked to them (as in the C-T connection)”. Biberauer & Roberts (2015) develop this
idea by exploiting the distinction between formal and semantic features. The formal features

are, as proposed in Chomsky (1995), interpretable or uninterpretable and, as such, are visible
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for syntactic operations such as Agree and Merge. The semantic features, on the other hand,
are invisible to the core computational system, but presumably visible at the semantic interface.

As a matter of principle, Chomsky (2005) proposes a reinterpretation of the relation
between the functional heads C° and T?: the Agree (¢) and Tense features associated with the
inflectional system are not an inherent property of T?; instead, they belong to the phase head
C. Richards (2007) elaborates Chomsky’s ideas, arguing that feature inheritance follows by
conceptual necessity from two basic assumptions about the phase-based derivational system:

the Value-Transfer Simultaneity (VTS) (see (3)) and the Phase Impenetrability Condition (PIC)
(see (4)):

(3) Value-Transfer Simultaneity (VTS):
Value and Transfer of uFs must happen together.

(Richards 2007: 566)

(4) Phase Impenetrability Condition (PIC):
The edge and nonedge (complement) of a phase are transferred separately.

(Richards 2007: 568)

As a result, uFs must descend from the phase head onto that part of the phase that actually gets

transferred (and deleted), namely the complement domain (see (5)):

(5) uF must descend from edge to nonedge (i.e. from C to T, v* to V, etc.).

(Richards 2007: 569)

That is, Richards (2007) derives Chomsky’s (2005) mechanism of feature inheritance, which
now follows from ‘good design’: it ensures that full interpretation (FI) is met by enabling
Agree-features to be valued and deleted immediately, as part of Transfer, at the phase level.
This line of third-factor reasoning, proceeding from the premise that FI must be optimally met
(i.e. without delay or lookback), thus yields the conclusion that the efficient satisfaction of
interface conditions requires three components: VTS, PIC and FI.

Given Richards’ (2007) assumption that a system that is in conformance with a
maximally empty UG is one in which phases are pairs of phase heads and nonphase heads

(hence the core sequence C—T—v*-V), the possible expansions of the core functional sequence
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into more richly articulated hierarchies (i.e. the cartographic) have to be constrained. Therefore,

in a minimalist system, discourse-related features do not project onto the narrow syntax.

5.1.3 Linear order

Before I begin with my proposed account of order in Romeyka and since I assume that the
order of the constituents of the clause in Romeyka is defined by a linear relation, I provide a
formal definition of the notions of linear order. Note that a linear order is necessarily a binary
relation (Partee et al. 1987: 28-30).

First, a binary relation on a set A is a collection of ordered pairs of elements of A. In
other words, it is a subset of the Cartesian product A>= A x A. More generally, a binary relation
between two sets A and B is a subset of A x B (Partee et al. 1987: 28-30).

Second, a linear order is a binary relation on some set A, which is antisymmetric,
transitive and total (this relation is denoted here by infix <). In particular, a set A is linearly
ordered under < if the following statements hold for all a, f and y in A (Partee et al. 1987: 28-
30):

(6) A set A is linearly ordered under < if the following statements hold for all o,  and y in
A:
a. If a <P and B < a then a = B (antisymmetry);
b. If a <P and B <7 then a <y (transitivity);
c. a <P or < a (totality).
(Partee et al. 1987: 28-30)

Based on (6), I assume that an antisymmetric view of order implies that the syntax does not
make a categorical distinction between specifiers and complements, (see Lohndal 2012, 2014).
The main syntactic relation, modulo adjuncts, should be that of a merged head and a non-head.

In line with Lohndal (2012, 2014), I define specifiers and complements as follows:

(7) a. A complement is the sister of a head
b. A specifier is the sister of a head
(Lohndal 2012: 120)
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The statement in (7) satisfies the total view of order as well. It apparently reduces the relational
difference between complement and specifier and as such they are syntactically equal.
Moreover, the relation between the specifier and the complement of a specific head is
transitive, for the specifier is hierarchically higher than the complement. That said, for the

specifier a and the complement y of a head f, the order in (8) must hold:

8) <a,B,y>={a, P, vy]|aisthe complement of the head B, B is the head, y is the complement
of the head B}

To sum up, I assume that in a minimalist system the order is linear. A consequence of this
assumption is that the specifier-head relation is the same as the head-complement relation in
syntactic terms, such that the specifier does not bear any relational difference from the
complement; rather, the former is higher than the latter, such that the order specifier > head >
complement is rigid. Having defined the properties of linear order, I now need to explore how
heads are hierarchically articulated in a minimalist system.

So far, I have shown that in a minimalist system, in which the order of the constituents
of the clause is linear, narrow syntax consists of phase-heads and nonphase-heads and
specifiers and complements. Furthermore, in a minimalist system the order of the heads in a
clause is rigidly C > T > v* >V, whereas each head projects a complement and a specifier in
the rigid order specifier > head > complement. I have also argued that the possible expansions
of the core functional sequence into more richly articulated hierarchies (i.e. the cartographic)
are not a property of a minimalist system.

If my argumentation is on the right track, I now need to answer a crucial question: if
order is a purely phonological feature and focus a purely semantic feature, such that both the
latter and the former do not have information that project onto narrow syntax, how could we
then account for Romeyka data, in which linear order plausibly plays a role in focus

interpretation?

5.1.4 Focus interpretation constraint in Romeyka

As I have shown in chapters 3 and 4, while the pragmatically unmarked word order in Romeyka
is VO, OV is, at least in matrix clauses, pragmatically marked. As such, OV order in Romeyka

is pragmatically marked in relation to VO. This asymmetry shows that there is good reason to
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assume that OV phrases are pragmatically marked than VO phrases, such that OV might be
derived from VO. What I am therefore looking for is a theory to capture this assumption.

Indeed, such a claim is made by Biberauer et al. (2014), who argue that head-final orders
are formally marked in relation to head-initial ones. According to them, head-final order refers
to the presence of a diacritic ”, which, when associated with the categorial feature of a head,
triggers the movement of the complement of that head to its specifier, i.e. to what Biberauer et
al. (2014) refer to as “L(inearisation)-movement”. The main evidence for this stems from the
Final-over-Final Condition (FOFC) (see Biberauer et al. 2014).

The notion of formal markedness that Biberauer et al. (2014) adopt should not be taken
to imply relative frequency; hence they do not predict that head-initial languages are more
frequent than head-final ones. Their notion of formal marking relates simply to formal
properties visible to the computational system.

It has been observed that there is an asymmetry in possible word orders cross-
linguistically, both synchronically and diachronically. This observation is captured by the
FOFC, which is a universal constraint on phrase-structure configurations that was proposed by

Biberauer et al. (2014) (see (9)):

(9) The Final-over-Final Condition (FOFC):
A head-final phrase aP cannot dominate a head-initial phrase BP where a and  are heads

in the same Extended Projection.

(Biberauer et al. 2014: 171)

The import of the formulation of FOFC in (9) is illustrated in (10):

(10) a. ik b. p’
aP B B aP
yP o o vP
Consistent head-final Consistent head-initial

(harmonic) (harmonic)
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p’ d. * p’
aP aP B
yP a o yP
Initial-over-final Final-over-initial
(disharmonic) (disharmonic)

(Biberauer et al. 2014: 171)

The import of the formulation of FOFC in (9) rules out structures where oP is the complement
B and yP is the complement of o (Biberauer et al. 2014: 171). Empirical evidence in favour of
FOFC comes from the fact that certain disharmonic word orders are not attested cross-

linguistically, for instance in the clausal domain and in the nominal domain, like the ones in

(11):

(11) Disharmonic word orders that are not attested cross-linguistically:

a. *V-O-Aux *[auxp[ve V DP] Aux]

b. *V-O-C *[ep [1p T VPI Clor *[p [p [yp V O] T] C]
c. *C-TP-V *[yp [cp C TP V]

d. *N-O-P *[pp [ppnp D/N PP] P]

e. *Num-NP-D(em) "‘[D(em)P [nump Num NP] D(em)]

f. *Pol-TP-C *[cp [pop POl TP] C]

(Biberauer et al. 2014: 196)

The asymmetry of the formulation of FOFC shows that there is good reason to assume that
head-final phrases are more marked than head-initial phrases, such that OV might be derived
from VO.

Indeed, within the generative framework, Roberts & Roussou (2003) propose that the
presence of an extra EPP feature makes a representation more marked. Therefore, a derivation
in which a constituent is moved is more marked than one in which there is no movement. The

hierarchy in (12) is given as a markedness scale, where > means ‘more marked than’:
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(12) Markedness Hierarchy:
F*Move/Merge > F*Move > F*Merge > F

F is the least marked option, as it has no feature that takes part in Merge, Agree (and hence not
Move). F*Merge is more marked, since there are two elements being merged, which both have
phonological matrices. F*Merge is less marked than F*Move because the former lacks the EPP
feature driving movement. Finally, F*Move/Merge is the most marked since it involves the
merging of two phonological feature matrices, as well as the EPP feature.

In more recent minimalist approaches to parametric syntax, markedness has been defined

in terms of simplicity of derivations (see Roberts 2007, Roberts & Roussou 2003: 201) (see
(13)):

(13) Simplicity of derivations:
Given two structural representations R and R’ for a substring of input text S, R is simpler
than R’ if R contains fewer formal feature syncretisms than R’

(Roberts & Roussou 2003: 201)

Feature syncretism refers to more than one formal feature occurring in a particular structural

position. Here formal features include ¢-features like person and number, Case features, as

well as features that trigger movement (the EPP feature as defined in Chomsky 2001).
Biberauer et al. (2014) point out that FOFC is based on the way in which movement is

triggered (see (14)):

(14) Movement theory derived from FOFC:
Movement is triggered by a general movement-triggering feature. We use ” (caret) as a
symbol for this feature.

(Biberauer et al. 2014: 209)

They take ” to be a purely formal, arbitrary diacritic. In itself, it has no semantic content and
no connection to phonological or morphological properties beyond simply causing movement.
Moreover, although it can be seen as a kind of formal feature, * differs in several important
respects from formal features like ¢-features. Unlike ¢-features, which are arguably best seen

as attribute-value pairs, it is privative, has no internal structure, cannot be valued or in any
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obvious way “checked off” and, as already mentioned, has no semantic or morphophonological
effects.

The idea that movement is triggered by a purely formal diacritic is widespread in the
current literature. In different versions and with different notations, it appears in, among others,
Roberts and Roussou (2003).

Biberauer et el. (2014) argue that the properties of different types of movement depend
on the features that ” is associated with. Where the movement-trigger * is associated with the
uninterpretable ¢-features of an active Probe, for instance finite T, it gives rise to A-
movement; in this respect it replaces the EPP features of Chomsky. Where * is associated with
a phase head, for instance C?, it triggers A’-movement. Finally, where * is associated with the
categorial, Extended Projection-defining feature [£V], ‘linearisation movement’ takes place,
i.e. movement of the sister of a head to its specifier. These types of movement-triggers are

illustrated in (15):

(15) a. T, triggers movement of the goal of the probe [u¢] to Spec, TP.
b. Cier, ) triggers A-movement to Spec, CP.
c. Vi, 4 triggers movement of the sister of V to Spec, VP.

(Biberauer et al. 2014: 210)

If head-final phrases are derived through movement, then this observation suggests that there
is a restriction on where the * feature can occur. In particular, the disallowed order involves
the movement of a phrase that does not itself contain any movement. Biberauer et al (2014)
capture this intuition by proposing that whether or not the » feature is associated with a given
head’s c-selection feature depends on whether the lexical head (e.g. V) also carries the
feature. The central idea is that the ” feature can ‘spread’ upwards from head to head, starting
from the lexical head (thus providing the feature configurations that give rise to roll-up
movement), but this spreading must take place monotonically, in line with Rizzi’s (2001)
Relativised Minimality. In other words, lower heads’ c-selectional features must carry the *
feature in order for higher heads to do so. Furthermore, no intermediate head’s c-selection
feature can be without a » feature if both the lower and higher heads in the structure carry the
~ feature —i.e. the * feature cannot ‘skip’ a head.

Very much in line with Biberauer et al. (2014), I propose that the * feature could account
for word order variation in Romeyka too. However, in Romeyka the » feature also has internal

structure, since it carries both phonological and semantic information, visible at the interfaces.
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That said, I interpret the notion of markedness used by Biberauer et al. (2014) differently; while
they interpret markedness as a formal notion, I interpret it as both phonological and semantic.
In my case, the " feature enters derivation carrying both phonological and semantic information

as follows:

(16) a. Ty, ~ triggers movement of the goal of the probe [ug] to Spec, TP | carries Foc or
wh.
b. Cier, ) triggers A-movement to Spec, CP | ~ carries either Top, or Foc, or wh.

c. Vi, 4 triggers movement of the sister of V to Spec, VP | * carries either Foc or wh.

While » is associated with the formal features of a phase head, it triggers movement of its
complement to its specifier position. Therefore, when * is associated with the c-selection
feature inherited to the lexical head V° from the phase head v°, it triggers movement of the
complement of the VO to its specifier. Like in Biberauer et al. (2014), I call this movement
‘linearisation movement’ and I consider it as the movement that is responsible for the VO and
OV alternation in Romeyka.

I now move on to the argumentation in favour of my proposal. In order to explain how
the ” feature contributes to the efficient computation of interface conditions in Romeyka, I take
into consideration the two aforementioned interface conditions, namely the Condition of
Inclusiveness (CI) (see (1)) and the Condition of Full Interpretation (CFI) (see (2)).

Based on CI and CFI, I propose that discourse-related features are encoded in the »
feature and they are present in the lexicon. That is, the » feature (a) drives the computation in
the narrow syntax and (b) contributes to the mapping of syntactic units (phases) to the
interfaces. A transfer (phase) unit is transparently mapped onto the SEM as an ordered logical
form LF. A spell-out (phase) unit is transparently mapped onto the PHON as an ordered
phonological form PF. Thus, a transfer and a spell-out unit are equal in terms of the carried
information mapped onto the SEM and PHON respectively. While it is obvious why a PF must
be an ordered set, it is not clear why an LF must be an ordered set too. The Romeyka data shed
light on the latter, as I will show below.

On the syntactic side, the basic operation is Merge (Chomsky 1995). In particular, Set
Merge gives an unordered set {a, B}, whereas Pair Merge gives an ordered set <a, f>. In my
theory, I assume that Merge can only create an ordered set <a, f>. This ordered set A can be

merged with another ordered set B and so on, resulting in a Cartesian product. Since syntactic
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units (phases) are transparently mapped onto the interfaces, I therefore assume that Cartesian
products are mapped onto SEM as LFs.

Continuing the focus on the semantic side of this architecture, I follow Lohndal (2012)
and argue that the LF is just a Transfer rule. These rules determine the mapping from narrow
syntax to the SEM. Lohndal (2012) assumes that the SEM is what you get after the narrow
syntactic representation has been handed over to the semantic interface. Furthermore, Lohndal
(2012) shows that the syntactic representations can be mapped onto conjuncts. These conjuncts
are then conjoined and existential closure is added. That is, while on the syntactic side the basic
operation is Merge, on the semantic side I follow Lohndal (2012) by assuming that the main
operation is Conjunction.

As such, at the SEM, an LF, which is a Cartesian product, is an open statement. In order
to be interpreted at the SEM, it is made into a statement (a) by prefixing an existential
quantifier, which binds the event variable and (b) by chaining all of the predicates together, as

illustrated in (17):

(17) {3e (Ae & Te) | e is a verb}

The statement in (17) would be interpreted as in (18):

(18) There exists an event e such that A is the agent of € and T is the Theme of e.8

For instance, in the sentence in (19), all of the predicates are chained together and then

existential closure binds the event variable (see (20)):

(19) The boy kicked the ball.

(20) {3Je (Agent (e, the boy) & Theme (e, the ball)) | e is kicked}

8 Throughout this study, the existence of event variables is taken for granted. Lexical items or roots can either be
born with an event variable in the encyclopedia, or they can get an event variable from their categoriser. The latter
view entails that the categoriser contributes the event variable, as in the following illustration for a verb.

1. \Y%

V(e) VKILL
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It follows that a syntactic derivation of a clause X, like the one in (21), is mapped onto the

PHON as a PF, as in (22) and onto the SEM as an LF, as in (23):

(21) Syntactic derivation of a clause X:

¥ = {the boy} x <kicked, the ball>

(22) Phonological Form (PF) of the X:
PFs = {the boy} x <kicked, the ball>

(23) Logical Form (LF) of the X:
LFs = {the boy} x <kicked, the ball>

Afterwards, the semantic interpretation of the LFs in (23) would be like the one in (24):

(24) Semantic interpretation of the LFs:
{3e (Agent (e, the boy) & Theme (e, the ball)) | e is kicked}

Finally, the semantic interpretation of an LF of the Z, such as the one in (25), which I call
‘ordinary interpretation’ after Rooth (1985, 1992, 1996) and Beck (2006), interfaces with a

pragmatic component, taking either a focus (see (26)) or a wh-question interpretation (see (27)):

(25) Ordinary interpretation:
{3e (Agent (e, the boy) & Theme (e, the ball) | e is kicked}

(26) Focus interpretation:
a. {Je ([Agent (e, someone)]r & Theme (e, the ball)) | e is kicked}
b. {3e ([Agent (e, the boy)]o & Theme (e, the ball)) | e is kicked}

(27) wh-question interpretation:

{3e (Agent (e, someone)|r & Theme (e, the ball)) | e is kicked}



214 Word order and information structure in Romeyka:
A syntax and semantics interface account of order in a minimalist system

Based on the Romeyka data, I propose a semantic constraint on focus interpretation in
Romeyka, which provides a principled explanation of the contribution of the ” feature to a
computationally efficient satisfaction of interface conditions.

First, consider the sentences in (28) and their LF representation in (29):

(28) Romeyka:

a. o mustafas epeLEpsen to yorafin.
the.NOM Mustafas. NOM put.fertiliser.Past.3SG the.ACCfield. ACC
‘Mustafas put fertiliser on the field.’

(SO1; 150703 _0040; 02:16)

b. #o mustafas to yorafin epeLAEpsen.
the NOM Mustafas.NOM the. ACCfield. ACC put.fertiliser.Past.3SG
‘Mustafas put fertiliser on the field.’

c. alis [ti MAnan at]roc efilisen.

Alis.NOM the. ACCmother.ACC his kiss.Past.3SG
‘Alis kissed his mother.’
(S01; 150702_0013; 06:08)

d. #alis efilisen [ti MAnan at]Foc.
Alis. NOM kiss.Past.3SG the. ACCmother. ACC his
‘Alis kissed his mother.’

(29) Logical Form (LF):
a. LFs = {o mustafis} x {epel&psen} x {to yorafin}
b. LFs = {o mustafas} x <to yorafin, epel&psen>
c. LFs = {alis} x <ti manan at, efilisen>

d. LFs = {alis} x <efilisen, ti manan at>

The felicity of the sentences in (28) shows that OV order in Romeyka is pragmatically marked
in relation to VO. Moreover XP-V order in Romeyka is pragmatically marked in relation to V-

XP —consider the sentences in (30), their LF representation in (31):
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(30) Romeyka:

a. mian [alis]roc  efilisen tin aisén.
once Alis. NOM kiss.Past.3SG the. ACCAyse. ACC
‘Alis kissed Ayse once.’

(S01; 150702_0013; 06:24)

b. #[alis]Jroc mian efilisen tin aisén.
Alis. NOM once kiss.Past.3SG the. ACCAyse.ACC
‘Alis kissed Ayse once.’

c. alis [mian]roc  efilisen tin aisén.
Alis. NOM once kiss.Past.3SG the. ACCAyse. ACC
‘Alis kissed Ayse once.’

(S01; 150702_0022; 02:46)

d. #[mian]r.c alis efilisen tin aisén.
once Alis. NOM kiss.Past.3SG the. ACCAyse.ACC
‘Alis kissed Ayse once.’

(31) Logical Form (LF):
a. LFs = {mian} X <alis, efilisen> x {tin ai§én}
b. LFs = {alis} x <mian, efilisen> X {tin ai§én}
c. LFs = {alis} x <mian, efilisen> x {tin ai§én}

d. LFs = {mian} X <alis, efilisen> x {tin ai§én}

This felicity of the sentences in (30) shows that there is good reason to assume that head-final
phrases in Romeyka are more pragmatically marked than head-initial phrases, such that OV
might be derived from VO and XP-V from V-XP. This asymmetry between a focused and a

nonfocused clause can be captured in the semantic constraint in (32):

(32) Focus interpretation constraint in Romeyka:
A phrase a is focused iff
a. « €LF
b. LF = {<a, p>| P is a verb}

According to (32), a phrase a is focused if and only if (a) it is an element of a set LF and (b)

LF is a set of the phrases o and B3, in which a precedes B and B is a verb.
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The constraint in (32) makes the following predictions for a monotransitive matrix clause
with an overt subject, which can be seen in the Romeyka data:

First, consider a pragmatically unmarked clause, like the one in (33):

(33) Romeyka:
0 mustafas epeLEpsen to yorafin.
the. NOM Mustafas. NOM put.fertiliser.Past.3SG the.ACCfield. ACC
‘Mustafas put fertiliser on the field.’
(S01; 150703_0040; 02:16)

The LF representation of (33) would be like the one in (34):
(34) LFz = {o mustafas} x {epel@&psen} x {to yorafin}
The semantic interpretation of (34) would be like the one in (35):
(35) {3e (Agent (e, o mustafas) & Theme (e, to yorafin)) | e is epelepsen}
The constraint in (32) predicts that no phrase of the LFs in (34) is focused, since although (a)
is an element of a set LF, (b) LF is not a set of the phrases o and B3, in which a precedes § and
B is a verb.
Second, consider a pragmatically marked clause, like the one in (36), in which the object

1s focused:

(36) Romeyka:

alis [ti MAnan at]rroc  efilisen.
Alis.NOM the. ACCmother. ACC his kiss.Past.3SG
‘Alis kissed his mother.’

(S01; 150702_0013; 06:08)

The LF representation of (36) would be like the one in (37):

(37) LFx = {alis} x <ti manan at, efilisen>
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The semantic interpretation of (37) would be like the one in (38):

(38) a. {3e (Agent (e, alis) & [Theme (e, someone)]r)) | € is efilisen}
b. {3e (Agent (e, alis) & [Theme (e, ti ménan at)]o)) | e is efilisen}

The constraint in (32) predicts that the DP-object #i manan at ‘his mother’ in the LFs in (37) is
focused, since (a) it is an element of a set LF and (b) LF is a set of the phrases a and 3, in which
a precedes B and B is a verb, i.e. efilisen ‘he kissed’.

Third, consider a yes/no question, like the one in (39), in which the object is focused:

(39) Romeyka:
ta tsuPAdzx Oerizete?
the. ACC|[pears.ACC]rroc harvest.3SG
‘Do you harvest the pears?’

(S07; 812_0067; 01:58)

The LF representation of (39) would be like the one in (40):

(40) LFz = <tsupade, Oerizete>

The semantic interpretation of (40) would be like the one in (41):

(41) a. {3e (Agent (e, esist) & [Theme (e, something)]r)) | € is Oerizete}
b. {3e (Agent (e, esist) & [Theme (e, tsupade)]o)) | € is ferizete}

The constraint in (32) predicts that the DP-object tsupddee ‘pears’ in the LFs in (40) is focused,
since (a) it is an element of a set LF and (b) LF is a set of the phrases a and B, in which a
precedes B and B is a verb, i.e. ferizete ‘you harvest’.

Fourth, consider a pragmatically marked clause, like the one in (42), in which the object

is a wh-phrase:
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(42) Romeyka:

alis DOyna ayoOrasen?
Alis NOM what.ACC buy.Past.3SG
‘What did Alis buy?’

(SO1; 812 0056; 04:13)
The LF representation of (42) would be like the one in (43):
(43) LFx = {alis} x <doyna, ayorasen>
The semantic representation of (43) would be like the one in (44):
(44) {3Je (Agent (e, alis) & [Theme (e, doyna)r)) | e is aydrasen}
The constraint in (32) predicts that the wh-phrase doyna ‘what’ in the LFs in (43) is focused,
since (a) it is an element of a set LF and (b) LF is a set of the phrases a and B, in which a
precedes B and [ is a verb, i.e. ayorasen ‘he bought’.
Fifth, consider a pragmatically marked clause, like the one in (45), in which the subject
is focused:
(45) Romeyka:
[0 mehMEtis]roe  ayorasen to biljisajarin.
the. NOM Mehmetis. NOM buy.Past.3SG the. ACC computer. ACC
‘Alis bought the computer.’
(SO1; 150703 _0040; 05:32)
The LF representation of (45) would be like the one in (46):
(46) a. LFz = <o mehmétis, aydrasen> x {to biljisajarin}

The semantic representation of (46) would be like the one in (47):

(47) a. {3e (Agent (e, someone)]r & Theme (e, to biljisajarin)) | e is ayorasen}

b. {3e (Agent (e, o mehmétis)]o & Theme (e, to biljisajarin)) | e is ayorasen}
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The constraint in (32) predicts that the DP-subject o mehmétis ‘Mehmetis’ in the LFs in (46) is
focused, since (a) it is an element of a set LF and (b) LF is a set of the phrases a and 3, in which
a precedes B and B is a verb, i.e. aydrasen ‘he bought’.

Sixth, consider a yes/no question, like the one in (48), in which the subject is focused:

(48) Romeyka:
[eSilroc  pézis futbolin?
youNOM play.2SG footbal. ACC
‘Do you play football?’
(S03; 150702_0015; 08:35)

The LF representation of (48) would be like the one in (49):

(49) a. LFy = <esi, pézis> x {futbélin}

The semantic interpretation of (49) would be like the one in (50):

(50) a. {3e (Agent (e, someone)]r & Theme (e, futbdlin)) | e is pézis}
b. {3e (Agent (e, esi)]Jo & Theme (e, futbolin)) | e is pézis}

The constraint in (32) predicts that the DP-subject es? ‘you’ in the LFs in (49) is focused, since
(a) it is an element of a set LF and (b) LF is a set of the phrases o and 3, in which a precedes 3
and B is a verb, i.e. pézis ‘you play’.

Seventh, consider a wh-question, like the one in (51), in which the subject is a wh-phrase:

(51) Romeyka:
TS Epiren to biljisajarin?
who.NOM buy.Past.3SG the. ACCcomputer. ACC
‘Who bought the computer?’
(SO1; 140102_0007; 05:36)

The LF representation of (51) would be like the one in (52):

(52) LFx = <ts, epiren> X {to biljisajarin}
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The semantic interpretation of (52) would be like the one in (53):

(53) {3Je (Agent (e, ts)]r & Theme (e, to biljisajarin)) | e is epiren}

The constraint in (32) predicts that the wh-phrase #s ‘who’ in the LFs in (52) is focused, since
(a) it is an element of a set LF and (b) LF is a set of the phrases o and 3, in which a precedes 3
and B is a verb, i.e. epiren ‘he bought’.

Eighth, consider a pragmatically marked clause, like the one in (54), in which the object
is left-dislocated and the DP-subject is focused:

(54) Romeyka:
tin ai$én [0 dohTOris]1-roc epiren.
the. ACCAyse.ACC the. NOM doctor. NOM marry.Past.3SG
‘The doctor married Ayse.’
(SO1; 140102_0008; 01:15)

The LF representation of (54) would be like the one in (55):

(55) LFx = {tin ai§én} x <o dohtdris, epiren>

The semantic interpretation of (55) would be like the one in (56):

(56) a. {3e (Theme (e, tin aisén) & Agent (e, someone)]r) | € is epiren}

b. {3e (Theme (e, tin aisén) & Agent (e, o dohtoris)]o) | e is epiren}

The constraint in (32) predicts that the DP-subject o dohtoris ‘the doctor’ in the LFs in (55) is
focused, since (a) it is an element of a set LF and (b) LF is a set of the phrases a and 3, in which
a precedes B and P is a verb, i.e. epiren ‘he married’.

Ninth, consider a yes/no question, like the one in (57), in which the object is left-

dislocated and the DP-subject is focused:
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(57) Romeyka:
ato 0 mehmétis éndZen ®?
this, ACC the NOM Mehmetis. NOM bring.Past.3SG it ACC
‘Did Mehmetis bring that?’
(SO1; 150703 _0042; 06:36)

The LF representation of (57) would be like the one in (58):

(58) LFz = {atdé} x <o mehmétis, éndzen>

The semantic interpretation of (58) would be like the one in (59):

(59) a. {3e (Theme (e, atd) & Agent (e, 0 mehmétis)]|r) | e is éndzen}
b. {3e (Theme (e, atd) & Agent (e, 0 mehmétis)]o) | € is éndzen}

The constraint in (32) predicts that the DP-subject o mehmétis ‘Mehmetis’ in the LFs in (58) is
focused, since (a) is an element of a set LF and (b) LF is a set of the phrases a and f, in which
a precedes B and B is a verb, i.e. éndzZen ‘he brought’.

Tenth, consider a wh-question, like the one in (60), in which the object is left dislocated

and the subject is a wh-phrase:
(60) Romeyka:
tin aisén TS epiren?
the. ACCAyse.ACC who.NOM marry.Past.3SG
‘Who married Ayse?’
(SO1; 140102_0008; 00:35)
The LF representation of (60) would be like the one in (61):
(61) LFsx = {tin ai§én} x <ts, epiren>

The semantic interpretation of (61) would be like the one in (62):

(62) 3Fe (Theme (e, DP-object) & [Agent (e, DP-subject)]r, verb (e)) | e is epiren}
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The constraint in (32) predicts that the wh-phrase #s ‘who’ in the LFx in (61) is focused, since
(a) it is an element of a set LF and (b) LF is a set of the phrases o and 3, in which a precedes 3
and [ is a verb, i.e. epiren ‘he married’.

However, the constraint in (32) does not make any predictions for the focus interpretation
in clauses with MF, like the one in (63), or in clauses with MWQ), like the one in (66).

Let us begin with a clause with MF, like the one in (63):

(63) Romeyka:
[0 mehMEtis]roc  [araPAN]Jroc  ayOrasen.
the. NOM Mehmetis. NOM car.ACC buy.Past.3SG
‘Mehmetis bought a car.’
(SO1; 150703 _0042; 07:39)
The LF representation of (63) would be like the one in (64):
(64) a. LFz = {0 mehmétis} x <arapan, ayOrasen>

The semantic interpretation of (64) would be like the one in (65):

(65) a. {3e ([Agent (e, someone)]r & [Theme (e, something)]r) | € is aydrasen}
b. {3e ([Agent (e, o mehmétis)]o & [Theme (e, arapan)]o) | e is aydrasen}

Let us now turn to a clause with MWQ, like the one in (66):

(66) Romeyka:

Plos DOyna ayOrasen?
who.NOM what. ACC buy.Past.3SG
‘Who bought what?’

(S01; 150703_0042; 07:37)

The LF representation of (66) would be like the one in (67):

(67) LFz = {pios} x <doyna, ayérasen>
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The semantic interpretation of (67) would be like the one in (68):

(68) {3Je ([Agent (e, pios)]r & [Theme (e, doyna)]r) | e is ayorasen}

Based on the semantic interpretation of the LFsz in (64) and (67), I propose the following
prediction regarding pragmatically unmarked and marked word orders, which constrains the

semantic interpretation of focused phrases in Romeyka (see (69)):

(69) Focus interpretation constraint in Romeyka:
a. A phrase a is focused iff
i. a€LF
ii. LF={<a,p>|pisaverb}
b. A phrase a is focused iff
i. a€LF,
ii. LFi={a}
iii. LFi xLFy={<a,B,y>|a €LF;and € LF;and y € LF»}
iv. LF>={<B,y>|visaverb}
v. P €LF2|pis[+focus] or [+wh]

According to (69)a (a), a phrase a is focused if and only if (i) is an element of a set LF and (ii)
LF is a set of the phrases o and B, in which a precedes  and B is a verb. According to (69)b, a
phrase a is focused if and only if (i) is an element of the set LFi, (ii) LF; is a set of the phrase
a, (ii1) LF; precedes LF>, such that a precedes  and  precedes y.the phrase a is an element of
the set LF1and (iv) LF: is a set of the phrases  and vy, in which 3 precedes y and v is a verb and
(v) the phrase B is either [+focus] or [+wh] and is an element of the set LF».

However, the last revision of the focus interpretation constraint in Romeyka in (69)

cannot capture the infelicity of the sentences in (70):
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(70) Romeyka:

a. 7[o mehMEtislr.c  DOyna ayorasen?
the. NOM Mehmetis. NOM what. ACC buy.Past.3SG
‘What did Mehmetis buy?’

b. ?[t8orBAN]r.c Plos ¢faen?

soup. ACC ~ who.NOM eat.Past.3SG
‘Who ate only soup?’

The LF representation of (70) would be like the one in (71):

(71) Logical Form (LF) representation:
a. LFs = {0 mehmétis} x <ddyna, aydrasen>

b. LFs = {tSorban} x <pios, éfaen>

The semantic interpretation of (71) would be like the one in (72):

(72) Semantic interpretation:
a. 1. {3e ([Agent (e, someone)]r & [Theme (e, doyna)]r) | € is éfaen}
ii. {Je ([Agent (e, alis)]o & [Theme (e, doyna)]r) | e is éfaen}
b. i. {3e ([Theme (e, something)]r & [Agent (e, pios)]r) | € is éfaen}
ii. {3e ([Theme (e, tSorban)]o & [Agent (e, pios)]r) | € is éfaen}

Based on the infelicity of the sentences in (70), I propose the following prediction regarding
pragmatically unmarked and marked word orders, which constrains the semantic interpretation

of focused phrases in Romeyka (see (73)):
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(73) Focus interpretation constraint in Romeyka:
a. A phrase a is focused iff
i. a€LF
ii. LF={<a,p>|pisaverb}
b. A phrase a is focused iff
i. a€LF,
ii. LFi={a}
iii. LFi xLFy={<a,B,y>|a €LFand} € LF>and y € LF»}
iv. LF>={<B,y>|visaverb}
v. P €LFy|pis[+focus] or [+wh]
vi. o carries the same semantic value as f; i.e. a is [+focus] as is B, or a is [+wh] as

is B

According to (73)a, a phrase a is focused if and only if (i) is an element of a set LF and (ii) LF
is a set of the phrases a and 3, in which a precedes B and 3 is a verb. According to (73)b, a
phrase a is focused if and only if (i) is an element of the set LFi, (ii) LF; is a set of the phrase
a, (ii1) LF; precedes LF>, such that a precedes  and  precedes y.the phrase a is an element of
the set LF1and (iv) LF is a set of the phrases 3 and vy, in which B precedes y and vy is a verb, (v)
the phrase B is either [+focus] or [+wh] and is an element of the set LF> and (vi) a carries the
same semantic value as B; i.e. a is [+focus] as is B, or a is [+wh] as is B.

So far, I have shown that the constraint in (73) can make predictions regarding the
semantic interpretation of focused phrases in declarative and interrogative clauses in Romeyka.

In conclusion, there is good reason to assume that the linearisation feature in Romeyka
contributes to the efficient computation of interface conditions, since it efficiently maps phases
as ordered LFs and PFs onto the SEM and PHON respectively. In the remainder of this chapter,
I test the predictions made by the constraint in (73) for every potential syntactic derivation of
the subject (S), verb (V) and object (O) in Romeyka and I map those derivations into PF and
LF rules. In particular, I examine (a) matrix declarative clauses, (b) subordinate declarative

clauses, (c) direct questions and (d) indirect questions.
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5.2 Application of the focus interpretation constraint in syntactic derivations in

Romeyka

Based on the focus interpretation constraint proposed in (70), in this section I test the
predictions made by this constraint in a pragmatically unmarked and a marked word order. I
specifically map those syntactic derivations into PF and LF rules (for a detailed application of

the focus interpretation constraint in syntactic derivations in Romeyka see Appendix B).

5.2.1 SVO in matrix declarative clauses in Romeyka

In a pragmatically unmarked SVO word order, the verb undergoes V°-to-T° movement, while
a " feature is associated with the EF of the phase head C°, resulting in the left dislocation of
the DP-subject (see (74) and (75)):

(74) [cp DP-subject C° [tp verb; [ve [ve & DP-object]]]]

(75) CP

DP-subject C’

C° TP

verb; vP

ti A%

DP-object
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For (74) and (75), the Spell-Out rule in (76) is applied:

(76) a. PFz =PF; x PF, x PF3
b. PFs=CP x TP x VP
c. PFs = {DP-subject} x {verb} x {DP-object}

For (74) and (75), the Transfer rule in (77) is applied:
(77) a. LFs=LF; X LF, x LF3
b. LFz=CP x TP x VP
c. LFz = {DP-subject} x {verb} x {DP-object}
The semantic interpretation of (77) would be like the one in (78):
(78) {3Je (Agent (e, DP-subject) & Theme (e, DP-object)) | e is a verb}
Consider the clause in (79):
(79) Romeyka:
0 mustafas epeLEpsen to yorafin.
the. NOM Mustafas. NOM put.fertiliser.Past.3SG the.ACCfield. ACC

‘Mustafas put fertiliser on the field.’
(S01; 150703 _0040; 02:16)

In the clause in (79), the verb epl@psen ‘he put fertiliser’ undergoes V°-to-T® movement, while

a " feature is associated with the EF of the phase head C°, resulting in the left dislocation of

the DP-subject o mustafas ‘Mustafas’ (see (80) and (81)):

(80) [cp o0 mustafas C° [rp epeldpsen; [vp [vp & to yorafin]]]]
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(81) CP

o0 mustafas C

C° TP

epeleépsen;  vP

ti Vv’
to yorafin

For (80) and (81), the Spell-Out rule in (82) is applied:
(82) a. PFs=PF; x PF; x PF3

b. PFx=CP x TP x VP

c. PFs = {o mustafas} x {epel&psen} x {to yorafin}
For (80) and (81), the Transfer rule in (83) is applied:
(83) a. LFs=LF; x LF, x LF3;

b. LFs=CP x TP x VP

c. LFs = {o mustafas} x {epel&psen} x {to yorafin}

The semantic interpretation of (83) would be like the one in (84):

(84) {3Je (Agent (e, o mustafas) & Theme (e, to yorafin)) | e is epelepsen}
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5.2.2 SOV in matrix declarative clauses in Romeyka

When the DP-object is focused in an SOV word order, the verb undergoes a V°-to-T?
movement, while a * feature is associated with the c-selection feature of V°, which is inherited
by the phase head v°, resulting in the movement of the DP-object to the [Spec, VP]. The »
feature is then spread to v, triggering movement of the VP to the [Spec, vP]. Finally, the »
feature is spread to T°, triggering movement of the vP to the [Spec, TP] (see (85) and (86)):

(85) [cp DP-subject C° [1p [vp [ve DP-object; # £]] verbi]]

(86) CP

DP-subject C’

C? TP
vP T
VPy v’ verb; t
DP-object;  V’v° I
li Z;

For (85) and (86), the Spell-out rule in (87) is applied:

(87) a. PFz =PF; x PF»
b. PFs=CP x TP
c. PFsz = {DP-subject} x <DP-object, verb>
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For (85) and (86), the Transfer rule in (88) is applied:
(88) a. LFs=LF; x LF»

b. LFs=CP x TP

c. LFz = {DP-subject} x <DP-object, verb>

The semantic interpretation of (88) would be like the one in (89):

(89) a. {3e (Agent (e, DP-subject) & [Theme (e, DP-object)]r) | € is a verb}
b. {3e (Agent (e, DP-subject) & [Theme (e, DP-object)]o) | € is a verb}

Consider the clause in (90):

(90) Romeyka:

alis [ti MAnan at]rroc  efilisen.
Alis.NOM the. ACCmother. ACC his kiss.Past.3SG
‘Alis kissed his mother.’

(S01; 150702_0013; 06:08)

In the clause in (90), the verb efilisen ‘he kissed” undergoes a V-to-T° movement, while a »
feature is associated with the c-selection feature of VO, which is inherited by the phase head v°,
resulting in the movement of the DP-object #i mdnan at ‘his mother’ to the [Spec, VP]. The *
feature is then spread to v, triggering movement of the VP to the [Spec, vP]. Finally, the »
feature is spread to T°, triggering movement of the vP to the [Spec, TP] (see (91) and (92)):

(91) [cp alis C° [rp [ [vp ti manan at; #; #]] efilisen;]]
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(92) CP
alis C
c? TP
vP T
VP« v’ efilisen; 4
ti mananat; V’v° I

li Z;

For (91) and (92), the Spell-out rule in (93) is applied:

(93) a. PFz =PF; x PF»
b. PFx=CP x TP

c. PFs = {alis} x <ti ménan at, efilisen>

For (91) and (92), the Transfer rule in (94) is applied:

(94) a. LFs=LF; x LF»

b. LFs=CP x TP

c. LFs = {alis} x <ti manan at, efilisen>

The semantic interpretation of (94) would be like the one in (95):

(95) a. {3e (Agent (e, alis) & [Theme (e, ti mdnan at)]r) | e is efilisen}
b. {3e (Agent (e, alis) & [Theme (e, ti manan at)]o) | e is efilisen}
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5.3 Conclusions

In this chapter, I proposed a semantic constraint on focus interpretation, which makes
predictions regarding the semantic interpretation of focused phrases in declarative and
interrogative clauses in Romeyka. The predictions made by that constraint were tested for every
potential syntactic derivation of the subject (S), verb (V) and object (O) in Romeyka and those
derivations were mapped into PF and LF rules. The findings of this chapter show that there is
good reason to assume that the linearisation feature in Romeyka contributes to the efficient
computation of interface conditions, since it efficiently maps phases as ordered LFs and PFs

onto the SEM and PHON respectively.
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6 Typological classification of Romeyka word order

6.0 Introduction

The goal of this chapter is twofold: (a) it aims at typologically classifying Romeyka word order;
and (b) it compares word order in Romeyka with word order (i) in Turkish, (ii) in Georgian
and (ii1) in Pontic Greek. The chapter is organised as follows: §6.1 typologically classifies
Romeyka word order; §6.2 compares the word order in Romeyka with the one in Turkish; §6.3
compares the word order in Romeyka with the one in Georgian; and §6.4 compares the word

order in Romeyka with the one in Pontic Greek. §6.5 provides a summary of the chapter.
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6.1 Typological classification of Romeyka word order
6.1.0 Introduction

In this section, I put word order variation in Romeyka in a typological context. In particular, I
show that, like German, Romeyka can be classified to “a third subtype of language lacking a
dominant order, which consists of languages in which different word orders occur but the
choice is syntactically determined” (Dryer 2005: 330-331). In Romeyka, the dominant order is
SVO in matrix clauses and SOV in subordinate clauses. Matrix and subordinate clauses may
contain an auxiliary, in which case the order is rigidly AuxVO.

The section is organised as follows: §6.1.1 classifies the order of subject, object and verb
in Romeyka; §6.1.2 classifies the order of subject and verb in Romeyka; and §6.1.3 classifies

the order of object and verb in Romeyka. §6.1.4 provides a summary of the section.

6.1.1 Order of Subject, Object and Verb in Romeyka

According to Dryer (2005: 338), there are three types of languages in terms of the order of
object (O) and verb (V): (a) languages that are OV (in which the object precedes the verb), like
Turkish (see (1)); (b) languages that are VO (in which the verb precedes the object) like Gulf
Arabic (see (2)); (c) languages with both orders where neither order is dominant. Languages in
which neither OV nor VO is dominant fall into two sorts: on the one hand, there are languages
with a flexible word order where both orders are common and the choice is determined by
extragrammatical factors. A second class of languages in which both OV and VO are common
are languages in which word order is primarily determined syntactically, but in which there are
competing OV and VO constructions. German is an instance of this, in that the VO order is
used in matrix clauses in which there is no auxiliary verb, while the OV order is used in clauses

with an auxiliary verb and in subordinate clauses introduced by a subordinator (see (3)):

(1) Turkish:
Mehmed-i  gor-di-m.
Mehmet-ACC see-Past-1SG
‘I saw Mehmet.’

(Dryer 2005: 338 apud Underhill 1976: 51)
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(2) Gulf Arabic:
?akalaw sandwiich-aat.
eat.3PL sandwich-PL
‘They ate sandwiches.’

(Dryer 2005: 338 apud Holes 1990: 119)

(3) German:

a. Anna trink-t Wasser.
Anna drink-3SG water
‘Anna is drinking water.’
(Dryer 2005: 338)

b. Anna ha-t Wasser getrunken.
Anna have-3SG water  drink.Past. PART
‘Anna has drunk water.’
(Dryer 2005: 338)

c. Hans sag-t, dass Anna Wasser trink-t.
Hans say-3SGthat Annawater drink-3SG
Hans says that Anna is drinking water.’

(Dryer 2005: 339)

Another language, whose word order depends both on whether there is an auxiliary and
whether the clause is a matrix clause, is Dinka (Nilotic; Sudan); like German, the order is SVO
in matrix clauses without an auxiliary, SAuxOV in main clauses with an auxiliary, but it is
VSO in subordinate clauses without an auxiliary and AuxSOV in subordinate clauses with an

auxiliary (Dryer 2005: 331 apud Nebel 1948: 9, 25, 42, 75, 82) (see (4)):

(4) Kisi:

a. keuwo 1owa saa
snake bite Saa
“The snake bit Saa.’

b. Fala  ¢o Léénndoyikpaa
Fallah PROG machete sharpen
‘Fallah is sharpening the machete.’

(Dryer 2005: 339 apud Childs 1995: 249-250)
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Like German, Romeyka can be classified as “a third subtype of language lacking a dominant
order, which consists of languages in which different word orders occur but the choice is
syntactically determined” (Dryer 2005: 330-331).°

In Romeyka, the dominant order is SVO in matrix clauses and SOV in subordinate
clauses. Matrix and subordinate clauses in Romeyka may contain an auxiliary, in which case
the order is rigidly AuxVO. In matrix clauses, the auxiliary éyo ‘I have’ is found in wishes and
exclamatives. They are counterfactual optatives and they take an infinitive as their
complement. Consistent with what holds for wishes and exclamatives is the use of éyo ‘I have’

in subordinate clauses, in particular, in the protasis of counterfactual conditionals.

6.1.2 Order of Subject and Verb in Romeyka

Regarding the dominant order of lexical (or nonpronominal) subject and verb, the primary
types are languages that are SV (in which the subject precedes the verb), a type represented by
English and Turkish, as illustrated in (5) and languages that are VS (in which the subject
follows the verb), exemplified by Welsh, as illustrated in (6) (Dryer 2005):

(5) Turkish:
Su  kayna-di.
water boil-Past
“The water boiled.’
(Dryer 2005 apud Kornfilt 1997: 90)

(6) Welsh:
Daeth y dyn.
come.Past.3SG the man
‘The man came.’

(Dryer 2005 apud Williams 1980: 165)

The VSO word order is attested cross-linguistically in languages where the SVO word order is

the basic order. Greenberg (1966) was the first to capture this generalisation as a language

? The other two are (a) languages with a flexible order, in which there is one order that is most common that can
be described as the dominant order and (b) languages with a flexible order, in which the flexibility is greater and
there is no-one order that is dominant in terms of frequency of usage or pragmatic neutrality (see Dryer 2005:
330).
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universal: “All languages with dominant VSO order have SVO as an alternative or as the only
alternative basic order” (Greenberg 1966: 79). Greenberg (1966: Appendix II) lists Welsh,
Hebrew and Berber among the VSO languages.

Although Greenberg classifies MG as an SVO language, more recent research seems to
agree that it is a VSO language, with SVO as an alternative (see Alexiadou & Anagnostopoulou
1998, Roussou & Tsimpli 2006, i.a.).

In our case, it is interesting that Romeyka, which is an SVO language as I have shown in
§3.1, lacks VSO orders. I suppose that such a mismatch does not necessarily raise typological

queries, but rather witnesses an on-going macroparametric change in Romeyka (see chapter 7).

6.1.3 Order of Object and Verb in Romeyka

The order of object and verb has received considerable attention because of the fact that a large
number of other features are predictable from it, at least in a statistical sense (Dryer 1992,
Greenberg 1963, Hawkins 1983). For example, OV languages tend to be postpositional,
genitive before noun, adverb before verb, complementiser at end of a clause and standard-
marker-adjective order in comparative clauses, while VO languages tend to exhibit the opposite
orders. The patterns are sometimes more complex than this. For example, while VO languages
almost exclusively place relative clauses after nouns, both orders of relative clause and noun
are common among OV languages. In addition, there are some word order features that do not
correlate with the order of object and verb. For example, contrary to some claims, the order of
adjective and noun does not correlate with the order of object and verb (Dryer 1988, 1992).

While the order of genitive and noun correlates with the order of object and verb (OV
languages tending to be GenN and VO languages NGen), it differs from other pairs of elements
whose order correlates in that SVO languages are intermediate between OV and verb-initial
languages: SVO&GenN languages are as common as SVO&NGen languages.

In Romeyka, the GenN order is rigid, as illustrated in the following examples (see (7))':

10 For an account of the history of genitive in Greek, see Mertyris (2014).
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(7) Romeyka:
ida t ali ton arapan.
see.Past.1SG the.GENAIis.GEN the.ACCcar.ACC
‘I saw Alis’ car.’

(S07; 812_0062; 00:09)

Furthermore, both orders of relative clause and noun are common in Romeyka; it places

relative clauses both after the noun (see (8)a) and before the noun (see (8)b)'!:

(8) Romeyka:

a. 1 patsi [asi maziran d érfen]
the. NOM girl NOM from.the. ACC Mazira. ACC REL come.Past.3SG
t emon t anépsin  éton.
the NOM mine. NOMthe. NOM niece. NOMbe.IMPF.3SG
“The girl who came from Mazira is my niece.’
(SO01; 812 0112; 06:01)

b. [asi maziran d érfen]
from.the. ACC Mazira. ACC REL come.Past.3SG
1 patsi t emon t anépsin  éton.
the.NOM girl NOM the. NOM mine.NOMthe. NOM niece. NOMbe.IMPF.3SG
“The girl who came from Mazira is my niece.’

(S01; 812 _0112; 06:06)

6.1.4 Summary

In this section, I have shown that, like German, Romeyka can be classified as “a third subtype
of language lacking a dominant order, which consists of languages in which different word
orders occur but the choice is syntactically determined” (Dryer 2005: 330-331). In Romeyka,
the dominant order is SVO in matrix clauses and SOV in subordinate clauses. Matrix and

subordinate clauses may contain an auxiliary, in which case the order is rigidly AuxVO.

! For a tentative presentation of relative clauses in Romeyka, see Gandon (2016).
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6.2 Is Romeyka like Turkish?
6.2.0 Introduction

Turkish is a predominantly head-final language. Thus, it manifests an OV (object-verb) word
order, a head-postposition order, a possessor-possessed order and a dependent verbal form—
main verb order. It is also a pro-drop language and a complement-drop language, since
agreement and possessive relationships are obligatorily marked on the head. Case marking in
Turkish is extremely important for verb valency, as verbs take direct object complements in
the nominative (indefinite/non-referential objects) and the accusative (definite objects), as well
as the dative and the ablative, according to their properties. Modifiers (adjectives, pronouns,
numerals, indefinite articles) generally precede nouns. Control structures are also evident in
dependent verbal forms with no morphological marking with respect to their subject, as well
as in infinitival constructions. Finally, one can observe a strictly fixed constituent order in
Turkish and any derivations from it are explained on a pragmatic basis (see Go¢men et al.
1995).

The goal of this section is to compare word order in Turkish with that in Romeyka. The
findings of this section show that Romeyka seems to be like Turkish, in that it has the focus to
the left of the verb, but unlike Turkish in that VO is the pragmatically unmarked order in matrix
clauses.

The section is organised as follows: §6.2.1 looks for the pragmatically unmarked word
order in Turkish; §6.2.2 examines the syntactic distribution of pragmatically marked word

orders in Turkish. §6.2.3 provides a summary of the findings of the section.
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6.2.1 Pragmatically unmarked word orders in Turkish

The pragmatically unmarked word order in Turkish is argued to be OV (see Erguvanli 1984,
Erkii 1983, Kornfilt 1997, Sener 2010, i.a.) (see (9)):

(9) Turkish:

a. Question:
Ne ol-du?
what happen-Past.3SG
‘What happened?’
b. Answer:
Cadi hirsiz-1 lanetle-di.

witch-NOM  thief-ACC curse-Past.3SG
‘The witch cursed the thief.’
(Sener 2010: 10)

Unlike in Turkish, in Romeyka the pragmatically unmarked word order is VO.

6.2.2 Pragmatically marked word orders in Turkish

In Turkish, the focused constituent is argued to be placed immediately preverbally no matter
what sub-type of focus it conveys (see Goksel & Kerslake 2005, Kornfilt 1997, Sener 2010,
i.a.). It should also be noted that nothing that bears information or contrastive focus can be
placed in the postverbal field (see Erguvanli 1984, Goksel & Kerslake 2005, Kornfilt 1997,
Sener 2010, i.a.). Likewise, in Romeyka, the focus is always to the left of the verb. That is,

contrastive focus in both Turkish and Romeyka cannot move across contrastive topic (see

(10)):
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(10) Turkish:
a. Question:
Can’dan n’aber? O ne yedi partide?
‘What about John? What did he eat at the party?’

Answers:

Valla Can-"1 bil-mi-yor-um, ama ...

frankly Can-ACC know-NEG-PROG-1SG but

‘Frankly, I don’t know about John, but ...’

b. [Aylin]c.top  [dolma-lar-dan]c.roc ye-di.
Aylin-NOM  dolma-PL-ABL eat-Past-3SG
‘Aylin ate from the dolmas.’

c. #[dolma-lar-dan]c.roc [Aylin]ctop  ye-di.
dolma-PL-ABL Aylin-NOM  eat-Past-3SG
‘Aylin ate from the dolmas.’

(Sener 2010: 19)

In the same way, information focus must be left adjacent to the verb in both Turkish and
Romeyka. Thus, information focus is not different from contrastive focus in terms of its

distribution, hence follows contrastive topics (see (11)):
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(11) Turkish:

a. Question:

Filiz-in  kardes-ler-i ne i¢-ti parti—de?
Filiz-GEN sister-PL-POSS what drink-Past-3SG  party-LOC
‘What did Filiz’s sisters get to drink at the party?’

Answers:

Valla tiim kardes-ler-den  haberim yok, ama ...

frankly all sister-PL-ABL  news-POSS-1SG NEG but

‘Frankly, I do not know about all the sisters but ...’

b. [Filiz-in en  kiiciik kardes-i]c-top [raki-dan]ipoc ig-ti.
Filiz-GEN most young sister-3SG-POSS raki-ABL drink-Past-3SG
‘Filiz’s youngest sister drank (from the) raki.’

c. #[raki-dan]iroc [Filiz-in en  kiigiikk kardes-i]Jc-top  ig-ti.
raki-ABL Filiz-GEN most young sister-3SG-POSS drink-Past-3SG
‘Filiz’s youngest sister drank (from the) raki.’

(Sener 2010: 35)

6.2.3 Summary

The findings of this section show that Romeyka seems to be like Turkish, in that it has the
focus to the left of the verb, but unlike Turkish in that VO is the pragmatically unmarked order

in matrix clauses.
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6.3 Is Romeyka like Georgian?
6.3.0 Introduction

The goal of this section is to compare word order in Georgian with that in Romeyka. The
findings of this section show that Romeyka seems to be like Georgian, in that it has the focus
to the left of the verb, but unlike Georgian, in that it has both VO and OV as the pragmatically
unmarked orders.

This section is organised as follows: §6.3.1 examines the unmarked word orders in
Georgian; §6.3.2 examines the syntactic distribution of pragmatically marked word orders in

Georgian. §6.3.3 provides a summary of the findings of the section.

6.3.1 Pragmatically unmarked word orders in Georgian

Georgian is characterised as a ‘free word order’ language: all permutations between major
clausal constituents are grammatical (see Aronson 1982: 47, Boeder 1989: 160, Harris 1981:
22, Hewitt 1995: 528). The following examples illustrate the most frequent orders of clauses,
SOV in (12)a and SVO in (12)b. Both orders may occur in all-new contexts:

(12) Georgian:
a. zarisk’ac-i  monadire-s  da-c”’r-i-s.
soldier-NOM hunter-DAT PR(FUT)-cut-THM-S.3.SG
b. zarisk’ac-i  da-c”’r-i-s monadire-s.
soldier-NOM PR(FUT)-cut-THM-S.3.SG hunter-DAT
“The soldier will wound the hunter.’

(Skopeteas et al. 2009: 103)

Unlike in Georgian, in Romeyka the pragmatically unmarked word order is VO.

Despite this “free word order” it has been claimed that the basic order is V-final (see
Aronson 1982: 47, Harris 2000: 141-146, Boeder 2005: 64). The syntactic evidence for the
assumption of V-finality is admittedly weak, but all of the available criteria (e.g. the order in
sequences of finite and non-finite verbs in Harris (2000: 145), object placement with
coordinated verbs in Skopeteas & Fanselow (2010), suggest a V-final word order.

Regarding the organisation of information structure in Georgian, according to Asatiani

(2007) and Skopeteas et al. (2009), VO order seems to result from (a) the predicate being
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focused and (b) for an element to receive information focus postverbally. Skopeteas’ (2012:
132) crucial generalisation for the study of information structure in Georgian is that the
alternation between OV and VO orders does not depend on a semantic or a pragmatic trigger.

Skopeteas et al. (2009) suggest that Georgian has an optional syntactic operation that
fronts the finite verb to a high position within the thematic layer of the clause. This operation
is an instance of head movement, which however, is not triggered by a discourse feature and
has the effect of giving Georgian mixed OV/VO properties. They assume that these sentences
involve an optional head-fronting operation. The assumption of ‘optional’ V-fronting implies
that VO orders are not necessarily the result of a movement operation that targets a position
that is associated with a discrete information structural function. V-fronting is a semantically
vacuous operation that may be optionally selected in discourse in order to meet preferences on
the linearisation of the involved constituents.

According to Skopeteas et al. (2009), the difference between a head-final language such
as Turkish that consistently prohibits postverbal focus and a head-final language such as
Georgian, is that the latter (but not the former) has an optional operation of verb fronting with
the following effects: (a) VO order may appear in all focus contexts and (b) in-situ focus
surfaces as postverbal whenever the verb is fronted. The intuition behind this syntactic
operation is that to the extent that the verb is fronted without a discrete trigger, Georgian
behaves like a head-initial language. The consequence of optional verb fronting is the
possibility of postverbal focus, which is available in head-initial languages. This is the crucial
difference between a consistently head-final and a head-initial language: In an OV language
without verb fronting, postverbal focus is not possible (which is the case for OV languages like

Turkish).
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6.3.2 Pragmatically marked word orders in Georgian

The following word orders have been encountered as valid permutations: SOV (see (13)), SVO
(see (14)), OSV (see (15)), OVS (see (16)) and two orders containing argument ellipsis, SV
(see (17)) and OV (see (18)):

(13) Georgian:

(14)

a.

Question:

In the scene, in front of the well: is a/the boy pushing a/the bus?

. Answer:

ara, bi¢’-i mankana-s a-c’v-eb-a.
no boy-NOM car-DAT (10.3)PV-push-THM-PRS.S.3.SG
‘No, a/the boy is pushing a/the car.’

(Condition: contrastive/object)

(Skopeteas & Franselow 2010: 7)

Georgian:
a. Question:

In the scene, in front of the fence: what is a/the girl hitting?
b. Answer:

£0g0 u-rt’q’-am-s mankana-s.

girl(NOM) PV(10.3)-hit-THM-PRS.S.3.SG car-DAT
‘A/the girl is hitting a/the car.’

(Condition: non contrastive/object)

(Skopeteas & Franselow 2010: 7)



246

Word order and information structure in Romeyka:
A syntax and semantics interface account of order in a minimalist system

(15) Georgian:

(16)

(17)

a.

Question:

In the scene with the blue sky: who is looking at a/the lamp?
Answer:

lamp’a-s  k’ac-i u-q’ur-eb-s.

lamp-DAT man-NOM PV(10.3)-ear-THM-PRS.S.3.SG
‘No, a/the man and not a/the woman is cutting a/the melon.’

(Condition: non contrastive/subject)

(Skopeteas & Franselow 2010: 7)

Georgian:

a.

Question:

In the scene in the room: what is a/the man kicking?

. Answer:

sk’am-s  u-rt’q’-am-s igi.
chair-DAT PV(I10.3)-hit-THM-PRS.S.3.SG 3.SG.DIST:NOM
‘He is hitting a/the chair.’

(Condition: non contrastive/object)

(Skopeteas & Franselow 2010: 7-8)

Georgian:

a.

Question:

In the scene, inside the house: is a/the woman cutting the melon?
Answer:

ara, k’ac-i ¢’r-1-s.

no man-NOM cut-THM-PRS.S.35G

‘No, a/the man is cutting it.’

(Condition: contrastive/subject)

(Skopeteas & Franselow 2010: 8)
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(18) Georgian:
a. Question:
In the scene, in front of the blue wall: whom is the man pulling?
b. Answer:
kal-s e-kac-eb-a.
woman-DAT PV(IO.3)-pull-THM-PRS.S.3.SG
‘(She) is pulling a/the woman.’
(Condition: non contrastive/object)

(Skopeteas & Franselow 2010: 8)

Likewise, in Romeyka, the focus is always to the left of the verb.

6.3.3 Summary

The findings of this section show that Romeyka seems to be like Georgian, in that the focus is
to the left of the verb, but unlike Georgian, in that it has both VO and OV as the pragmatically

unmarked orders.
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6.4 Is Romeyka like Pontic Greek?
6.4.0 Introduction

In this section, I compare word order in Romeyka with word order in Pontic Greek. First

consider the following extract from Sitaridou & Kaltsa (2014):

“Pontic Greek is a variety of Asia Minor Greek spoken both within and outside of Greece
by Greek nationals. Within Greece, it is mainly spoken in Macedonia (especially in
Thessaloniki, Kozani, Imathia, Kilkis, Pieria and Drama), Thrace and to a lesser extent
in Attica. Outside of Greece, it is spoken within Greek immigrant communities in
diaspora, especially in Germany and in the USA. Despite the robustness of Pontic Greek
speakers in Greece numerically (roughly estimated at 300.000 speakers), in real terms,
large numbers of speakers have suffered attrition or are heritage speakers and,
consequently, only a fraction of the estimated Pontic Greek-speaking population can be
claimed to be native speakers of the variety. Due to the geographical dispersion of Pontic
Greek, it is important to note that the term ‘Pontic Greek’, synchronically, can only be
used as an “umbrella” term for the various sub-dialects, which, crucially, can diverge

significantly from one other in terms of syntax” (Sitaridou & Kaltsa 2014: 3-4).

For the purposes of this study, I focus exclusively on the Pontic Greek varieties of Northern
Greece and, in particular, on the variety used in the area of Thessaloniki (Sitaridou & Kaltsa
2014). Romeyka and Rumeic, i.e. the varieties spoken in the Azov region (Ukraine, Russia)
(see Pappou-Zhouravliova 1995), are considered to be distinct from Pontic Greek, though
Pontic Greek, Romeyka and Rumeic fall under AMG (along with Cappadocian).

Sitaridou & Kaltsa (2014) argue that in Pontic Greek, which is a VO language, discourse
operations result in a great deal of OV word order. Specifically, they argue that (a) information
focus is obligatorily in the left periphery and (b) a Contrast projection is in the CP domain,
which can host both topics and foci.

The findings of this section show that Romeyka seems to be like Pontic Greek, in that it
has VO as the pragmatically unmarked order in matrix declarative clauses and the focus is to
the left of the verb, but unlike Pontic Greek, in that it has a single focus position.

This section is organised as follows: §6.4.1 examines the unmarked word orders in Pontic

Greek; §6.4.2 examines the syntactic distribution of topics in Pontic Greek; and §6.4.3



250 Word order and information structure in Romeyka:
A syntax and semantics interface account of order in a minimalist system

examines the syntactic distribution of foci in Pontic Greek. §6.4.4 provides a summary of the

findings of the section.

6.4.1 Pragmatically unmarked word order in Pontic Greek

The pragmatically unmarked word order in Pontic Greek is VO (see (19)) like in Romeyka:

(19) Pontic Greek:
énas  jinéka panda epérine kréas.
a.NOM woman.NOM always buy.Past.3SG meat. ACC

‘A woman always bought meat.’

(Mackridge 1990: 119)

6.4.2 Topics in Pontic Greek

There are two main strategies for conveying old information in Pontic Greek: (a) CILD, as in
Romeyka and (b) usage of a particle, like in Romeyka (Sitaridou & Kaltsa 2014: 6).

First, let us consider CILD in Pontic Greek (see (20)a and (20)b). Like in Romeyka (see
(21)a), clitic doubling (CD) with right dislocation is ungrammatical both in Pontic Greek (see
(20)c and (20)d) and in Romeyka (see (21)b) (Sitaridou & Kaltsa 2014: 6):

(20) Pontic Greek:

a. tin elean edek aten to jitonan.
the. ACColive.ACC give.Past.1SG her the. ACCneighbour. ACC
‘I gave the olive to the neighbour.’

b. ?ton  jitonan edek aton din elean.
the. ACCneighbour. ACC give.Past.1SG he.ACC the.ACColive. ACC

c. *edek aten to jitonan din elean.
give.Past.1SG her the. ACCneighbour. ACC the.ACColive.ACC

d. *edek aton  to jitonan din elean.
give.Past.1SG he.ACC the.ACCneighbour. ACC the.ACColive. ACC

(Sitaridou & Kaltsa 2014: 6 apud Drettas 1997: 278)
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(21) Romeyka:
a. ombron ta patside s okMiliin t§  epoliyan ®.
then the. ACCgirls. ACC to school. ACC NEG send.Past.3PL them
‘Then, they were not sending the girls to school.’
(S01; 150702_0019; 03:26)
b. 2ombron t§  epodliyan & s okMilin ta patside.
then NEG send.Past.3PL them to school. ACC the. ACCgirls.ACC

‘Then, they were not sending the girls to school.’

Sitaridou & Kaltsa (2014) discuss the frequent occurrence of the pa-particle in Pontic Greek
and argue that it functions as a contrastive topic particle. Despite the relatively frequent usage
of pa(l)-phrases in Romeyka, the pa(l)-particle does not seem to express contrast, as in Pontic
Greek (see Sitaridou & Kaltsa 2014); rather it seems to reflect a stage prior to the one we find
in Pontic Greek where grammaticalisation of contrast into the particle seems not to have taken

place, as in Pharasiot and Rumeic (see Agouraki 2010, Dawkins 1916, Kisilier 2007).

6.4.3 Foci in Pontic Greek

Focus in Pontic Greek is expressed (a) by a fronting operation in the case of information focus,
or (b) with particles attached to the verbal constituent undergoing contrastive focalisation
(Sitaridou & Kaltsa 2014: 12).

Consider the sentences in (22) and (24) from Pontic Greek and the equivalent ones in

(23) and (25) from Romeyka:
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(22) Pontic Greek:

(23)

a. Question:
0 jorikas do efane?
the. NOM  Yorikas. NOM what. ACC eat.Past.3SG?
‘What did Yorikas eat?’
Answers:
b. (o jorikas) [to xoSaf]i-Foc efaen.
the. NOM Yorikas.NOM the.ACCstewed.fruit. ACCeat.Past.3SG
“Yorikas ate a (traditional) soup.’
c. #o jorikas efaen [do xoSaf]iFoc.

the. NOM Yorikas.NOM eat.Past.3SG the. ACCstewed.fruit. ACC

“Yorikas ate a (traditional) soup.’

(Sitaridou & Kaltsa 2014: 12)

Romeyka:

a. Question:
alis DOyna ¢faen?
alis NOM what.ACC eat.Past.3SG?
‘What did Alis eat?’

Answers:

b. alis [xaVits]iroc  éfaen.
Alis.NOM pudding. ACC eat.Past.3SG
‘Alis ate a pudding.’

(SO1; 150703 _0040; 07:14)
c. #alis ¢faen [xaVits]iroc.

Alis. NOM eat.Past.3SG pudding. ACC
‘Alis ate a pudding.’
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(24) Pontic Greek:
a. Question:
do edevasen?

what read.Past.3SG?

‘What did he read?’
Answers:
b. pola vivlia edevasen.

many.ACC books.ACCread.Past.3SG
‘He read many books.’

c. #edevasen  pola vivlia.
read.Past.3SG many.ACC books.ACC
‘He read many books.’

(Sitaridou & Kaltsa 2014: 12)

(25) Romeyka

a. DO exujepsen?
what.ACC read.Past.3SG
‘What did he read?’

Answers:

b. [pol:& cMTApa]iroc exujepsen.
many.ACC books. ACC  read.Past.3SG
‘He read many books.’

(SO1; 812_0059; 00:10)

c. #eyljepsen  [pol:& cMTApa]iFoc.

read.Past.3SG many.ACC books.ACC

‘He read many books.’

From the examples in (22) and (24) from Pontic Greek and the equivalent ones in (23) and (25)
from Romeyka, it becomes obvious that Romeyka allows for information focus to the left of
the verb.

The Pontic Greek pattern is reminiscent of what has recently been claimed about
information focus, namely that it also commonly appears within the left periphery (Sitaridou
& Kaltsa 2014: 13). This operation is dubbed focus-fronting and is different from contrastive

fronting since a contrastive interpretation of the focus constituent is not necessary. Analogous
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to Romeyka, information focus-fronting in Pontic Greek can involve any type of phrase: direct
object (NP) (see (26) from Pontic Greek and (27) from Romeyka), direct object (DP) (see (28)
from Pontic Greek and (29) from Romeyka), indirect object (beneficiary) (DP) (see (30) from
Pontic Greek and (31) from Romeyka), predicative (adjective) (see (32) from Pontic Greek and
(33) from Romeyka), adverbial (NP) (see (34) from Pontic Greek and (35) from Romeyka) and

existential constructions (see (36) from Pontic Greek and (37) from Romeyka):

(26) Pontic Greek:

a. Question:
do efaes?
what. ACC eat.Past.2SG
‘What did you eat?’

b. Answer:
[xavits]iroc  efaa.
pudding. ACC eat.Past.1SG
‘I ate pudding.’

(Sitaridou & Kaltsa 2014: 13 apud Drettas 1997: 280)

(27) Romeyka:

a. Question:
alis DOyna ¢faen?
alis NOM what.ACC eat.Past.3SG?
‘What did Alis eat?’
b. Answer:
alis [xaVits]iroc  éfaen.

Alis.NOM pudding. ACC eat.Past.3SG
‘Alis ate a pudding.’
(S01; 150703 _0040; 07:14)
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(28) Pontic Greek:

(29)

(30)

a. Question:
do eplises?
what. ACC wash.Past.2SG
‘What did you wash?’
b. Answer:
[ta podar®  m]irec eplisa.
the. ACCfeet. ACC 1.POSS wash.Past.1SG
‘I washed my feet.’

(Sitaridou & Kaltsa 2014: 13 apud Drettas 1997: 280)

Romeyka:
a. Question:
1 aisé Tinan epiren?
the.NOM Ayse. NOMwho.ACC marry.Past.3SG
‘Who did Ayse marry?’
b. Answer:
i aisé [ton doHTOrin]i.rec  epiren.
the NOM Ayse.NOMthe. ACC doctor. ACC marry.Past.3SG
‘Ayse married the doctor.’
(SO1; 140102_0008; 01:37)

Pontic Greek:

epita ti nifen Oa eniyane lutron.
then the.ACCbride. ACC PRT.MOD open.IMPF.3PL bath.ACC
“Then they would prepare the bath for the married girl.’

(Sitaridou & Kaltsa 2014: 13 apud Drettas 1997: 280)
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(31) Romeyka:

(32)

(33)

a.

Question:

to chitapin  Tinan éndzes?

the. ACCbook.ACC who.ACC bring.Past.2SG
‘To whom did you give the book?’

. Answer:

to chitdpin  [ton juSUfin]iroe  énga.

the. ACCbook.ACC the. ACC  Yusufis. ACC bring.Past.1SG
‘I brought the book for Yusufis.’

(S01; 150703 _0042; 00:54)

Pontic Greek:

a.

Question:
do en atos?
what. ACC be.3SG he
‘What is he like?’

. Answer:
palalos en.

crazy.NOM be.3SG

‘He is crazy.’

(Sitaridou & Kaltsa 2014: 14 apud Drettas 1997: 555)

Romeyka:

a. Question:
alis DO en?
Alis. NOM what.NOM be.3SG
‘What is Alis?’

b. Answer:
alis [Ayuros]iroc en.

Alis NOM boy.NOM  be.3SG
‘Alis is a boy.’
(S01; 140102_0009; 00:20)
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mesaniyts eton.
midnight be.Past.3SG
‘It was midnight.’
(Sitaridou & Kaltsa 2014: 14 apud Drettas 1997: 555)
(35) Romeyka:
a. Question:
1 mana S POte efaisen ton musafirin?
the.NOM mother.NOM you.POSS when feed.Past.3SG the. ACC  guest. ACC
‘When did your mother feed the guest?’
b. Answer:
[0PSE]iroc efdisen ton musafirin.
yesterday feed.Past.3SG the. ACCguest. ACC
‘She fed the guest yesterday.’
(S01; 150703 _0041; 07:10)
(36) Pontic Greek:

(37)

yorafe ¢!  ine.
fields NEG exist.3PL
‘There are no fields’

(Sitaridou & Kaltsa 2014: 14)

Romeyka:

a. Question:
0 Schibon DO en?
the.NOM dog.NOM what.NOM be.3SG
‘What is the dog?’

b. Answer:

[haiVAnin]iree  en.
animal. NOM be.3SG

‘It’s an animal.’

(S01; 140102_0009; 00:35)
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Analogous to Romeyka, in Pontic Greek focus-fronting also applies to questions of “total

ignorance” that yield a yes/no reply (Sitaridou & Kaltsa 2014: 14). See (38) from Pontic Greek
and (39) from Romeyka:

(38) Pontic Greek:

(39)

a.

Question:

t apio® ekserts?
the. ACCpears.ACC know.2SG
‘Do you know the pears?’
?7?%ekserts ta apide?
know.2SG the. ACCpears.ACC

‘Do you know the pears?’

(Sitaridou & Kaltsa 2014: 14)

Romeyka:
a. [i Nife]rroc efaisen ti mamika?
the.NOM daughter-in-law.NOM feed.Past.3SG the. ACCmother-in-law.ACC
‘Did the daughter-in-law feed her mother-in-law?’
(S01; 150702_0013; 13:53)
b. esis [ta tsuPAdz]i.roc Oerizete?
you.NOM the. ACCcorn.ACC harvest.2PL
‘Do you harvest the corn?’
(S07; 812_0067; 01:58)
c. atd [0 mehMEtis]i.roc  éndZen ae?

this. ACC the NOM Mehmetis. NOM bring.Past.3SG it ACC
‘Did Mehmetis bring that?’
(SO01; 150703 _0042; 06:36)

Like in Romeyka, in Pontic Greek, strict adjacency seems to hold between the moved

constituent and the predicate, especially in cases where the predicate is the verb be or have

(Sitaridou & Kaltsa 2014: 14). See (40) from Pontic Greek and (41) from Romeyka:
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(40) Pontic Greek:

a. Question:
atksa  esne panda.
like.this be.IMPF.2SG always
“You were always like this.’

b. Answer:
*aiksa panda esne.
like.this always be.IMPF.2SG
“You were always like this.’

(Sitaridou & Kaltsa 2014: 14 apud Drettas 1997: 182)

(41) Romeyka:

a. Question:
alis LAyaefilisen tin aisén?
Alis. NOM how kiss.Past.3SG the.ACC Ayse?
‘How did Alis kiss Ayse?’
Answers:
b. alis [Sitali-Foc efilisen tin aisén.

Alis.NOM immediately kiss.Past.3SG the. ACCAyse.ACC
‘Alis kissed Ayse once.’
(SO01; 150702 _0022; 04:07)

c. #alis efilisen [Sita]i-roc tin aisén.

Alis. NOM kiss.Past.3SG immediately the.ACCAyse.ACC

Furthermore, like in Romeyka, movement of the focused constituent in subordinate clauses in
Pontic Greek is possible (Sitaridou & Kaltsa 2014: 14). See (42) from Pontic Greek and (43)

from Romeyka:
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(42) Pontic Greek:
a. ebaresen oti  tSantarmas eton.
think.Past.3SG that policeman be.IMPF.3SG
‘He thought (that) he was a policeman.’
b. ebaresen dzantarmas eton.
think.Past.3SG  policeman be.IMPF.3SG
‘He thought he was a policeman.’

(Sitaridou & Kaltsa 2014: 15 apud Drettas 1997: 370)

(43) Romeyka:

a. Question:
DO Oaris, alis Tinan efilisen?
what. ACC think.2SG Alis.NOM who.ACC kiss.Past.3SG
‘Who do you think that Alis kissed?’

b. Answer:
eyo 0aro, alis [tin aiSEN]Lroc efilisen.
I think.1SG Alis.NOM the.ACCAyse.ACC kiss.Past.3SG
‘I think that Alis kissed Ayse.’
(S01; 150703 _0040; 19:07)

Contrastive focus in Pontic Greek is realised through (a) the use of discourse particles unlike
in Romeyka, or (b) focus movement like in Romeyka. Let us begin with (a). One of the focus
particles in the particle cela (Sitaridou & Kaltsa 2014: 11). It is always in postposition, but not
enclitic to the verb (see (44) and (45)):

(44) Pontic Greek:

a. kit ecekace ¢t

lie.3SG there and NEG see.2SG it. ACC PRT

eleps  ato cela.

‘It is there and you don’t even see it.’

b. efaen do fain atun ¢ edoken atsen cela.
eat.Past.3SG the. ACCfood.ACC their and strike.Past.3SG them PRT
‘He ate their food and beat them as well.’

(Sitaridou & Kaltsa 2014: 11 apud Drettas 1997: 410)
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(45) Pontic Greek

atos ... eperane ci ti marian eksenkan aten
he take.Past.3PL PRT the.ACCMaria.ACCtake.out.Past.3PLher. ACC
aso plan din bortan.

from.the. ACC sides.ACC the.ACCdoor.ACC
‘He ... they took Maria and forced her to exit through the side door.’
(Sitaridou & Kaltsa 2014: 11 apud Drettas 1997: 481)

Moving now to focus strategy (b), consider (46) from Pontic Greek and (47) from Romeyka:

(46) Pontic Greek:
a. Question:
Oelts na pseno sen gaiven
want.2SG PRT.MOD make.1SG you.ACC coffee. ACC
ci ena dio otia na vukuse?
and one.ACC two.ACC sweets. ACC PRT.MOD eat.PNP.2SG
‘Do you want me to make you some coffee and a couple of sweets to eat?’
Answers:
b. kaiven pseson.
coffee. ACC  bake.IMP.2SG

‘Make coffee (and not something else).’

b’.manayon kaiven pseson.
only coffee. ACC bake.IMP.2SG
‘Only make coffee.’

c. *manayon kaiven pa  pseson.
only coffee ACC PRT bake.IMP.2SG
‘Only make coffee.’

d. kaiven pa Oelo.

coffee. ACC PRT want.1SG
‘I want coffee.’

e. kaiven pa  Oelo, otia pa  Oelo.
coffee. ACC PRT want.1SG sweets. ACC PRT want.1SG
‘I want both coffee and cookies.’

(Sitaridou & Kaltsa 2014: 11-12)
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(47) Romeyka:

a. Question:
kahVEN  joksa TSain  0¢élis?
coffee ACC or tea. ACCwant.2SG
‘Do you want coffee or tea?’

b. Answer:
ey6 [kahVEN]c.roc0élo.
I coffee. ACC  want.1SG
‘I want coffee.’

(S01; 150702_0013; 12:15)

In (46) and (47), we conclude that focus movement in Pontic Greek is on a par with Romeyka.
However, in the case of contrastive focus, strict adjacency between the focused
constituents and the verb holds in Romeyka, but not in Pontic Greek (see (48) from Pontic

Greek and (49) from Romeyka) (Sitaridou & Kaltsa 2014: 15):

(48) Pontic Greek:
aika emorfa pedja esis kamian ideten?
such beautiful. ACCchildren.ACC youNOM ever  see.Past.2PL
‘Have you ever seen such beautiful children?’

(Sitaridou & Kaltsa 2014: 15 apud Drettas 1997: 183)
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(49) Romeyka:
a. Question:
alis tsaBUuya eydjepsen to chitapin?
Alis.NOM quickly  read.Past.3SG the. ACCbook.ACC
‘Did Alis read the book quickly?’
Answers:
b. jo, [Sita]croc exujepsen a.
no immediately read.Past.3SG it. ACC
‘No, he read it immediately.’
(S01; 150702_0022; 05:43)
c. #jo, alis [Sitalcroc  to chitdpin  exljepsen

no Alis.NOM immediately the.ACCbook.ACC read.Past.3SG

Sitaridou & Kaltsa (2014) argue that pa in Pontic Greek is the exponent of Contrast’. They also
discuss how the pa and ci markers are, in fact, in complementary distribution. ci is one of the

contrastive focus particles. Consider (50):

(50) Pontic Greek:
ar aets pontiaka pe aton ci  na ekser.
so this.way Pontic. ACC  tell.IMP.2SG he.ACC PRT PRT.MOD know.3SG
‘Hence, tell him in Pontic Greek so that he understands.’

(Sitaridou & Kaltsa 2014: 22 apud Drettas 1997: 523)

In (50) the ci particle appears attached to a verb+clitic complex and focalises the entire
predicate. ci does not attach enclitically to any other element except for predicates. For this

reason, (51) is ungrammatical:

(51) Pontic Greek:
*tin anasta ci  ida.
the. ACCAnasta. ACC PRT see.Past.1SG
‘I saw ANASTA.”
(Sitaridou & Kaltsa 2014: 22)
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According to Sitaridou & Kaltsa (2014), the presence of ci under Contrast implies high verb
movement to FocusP. Evidence for such an analysis comes from (a) the incompatibility of a
pa-phrase and ci-phrase, as shown in (52)a, because a pa-constituent is not compatible with a
focused verb; and (b) the complementarity of distribution between V-to-C and negation, as

shown in (52)b, since it is well known that a Neg head blocks V-to-C, irrespective of the trigger:

(52) Pontic Greek:

a. *tin anasta pa pe aten ci.
the. ACCAnasta. ACC PRT tel.IMP.2SG she. ACC PRT
‘Tell Anasta!’

(Sitaridou & Kaltsa 2014: 22)

b. *c" ida ci tin anasta
NEG see.Past.1SG PRT the.ACCAnasta. ACC
(ekusa tin anasta).
hear.Past.1SG the. ACCAnasta. ACC
‘I didn’t see Anasta (I heard Anasta).’

(Sitaridou & Kaltsa 2014: 22)

It follows that the discourse particles pa and ci have specialised selectional requirements. This
clearly demarcates ci from cela. Therefore, the claim that Sitaridou & Kaltsa (2014) put
forward is that pa attaches to XPs and ci to XUs.

Consider the orderings in (53), (54), (55), (56), which give us an insight into the overall

articulation of the information structure in Pontic Greek:

(53) CLID-Object - Subject pa—V
ton memet €yo pa ayapo aton.
the. ACCMemet. ACC 1 PRT love.1SG he.ACC
‘It is Mehmet that I love.’
(Sitaridou & Kaltsa 2014: 23 apud Melanofrydis 2001: 13)
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(54) Subject — Object pa — I-Foc — V
i nazlu xanum ecinon pa
the. NOM NazluNOM lady.NOM this. ACC PRT
efcero ci 0 afin.
empty. ACC NEG PRT.FUT leave.3SG
‘Nazlu-hanum wouldn’t leave this empty.’

(Sitaridou & Kaltsa 2014: 23 apud Melanofrydis 2001: 43)

(55) Object pa—I-Foc—-V
eplirosam efta ciledes;, c ecina pa
pay.Past.1PL seventhousand; and these. ACC PRT
0 popas eton c epicen ato.
the.NOM priest NOM be.Past.3SG and do.Past.3SG it.ACC
‘We paid 7000 (drachmas); and as for these, it was thanks to the priest that we managed
(to pay so little).’
(Sitaridou & Kaltsa 2014: 23 apud Drettas 1997: 442)

(56) Subjectpa - Top —I-Foc -V
eyo pa osimeron pola stenayorementza ime.
I PRT today very sad be.1SG
‘Today I am very sad.’
(Sitaridou & Kaltsa 2014: 23 apud Andreadis 1990: 27)

Sitaridou & Kaltsa (2014: 23) argue for a low focus position in the vP-periphery of the clause,
in line with Belleti (2004). The diagnostics for a low focus position in the vP periphery are
presented below:

First, consider the position of postverbal subjects (see (57) and (59) from Pontic Greek

and (58) and (60) from Romeyka):
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(57) Pontic Greek:

(58)

(39)

a.

Question:

pios erfen?

who.NOM come.Past.3SG

‘Who came?’

Answer:

0 jorikas erfen.

the. NOM Yorikas. NOM come.Past.3SG
‘Yorikas came.’

(Sitaridou & Kaltsa 2014: 23)

Romeyka:

a. Question:
Pios érfen?
who.NOM come.Past.3SG
‘Who came?’

b. Answer:
aLS érfen.

Alis.NOM come.Past.3SG
‘Alis came.’

(S01; 812_0056; 08:52

Pontic Greek:

a.

Question:
do eyomosen?

what fill.Past.3SG

‘What got filled?’

Answer:

to potir eyomosen.
the.NOM glass.NOM fill.Past.3SG
‘The glass got filled.’

(Sitaridou & Kaltsa 2014: 23)
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(60) Romeyka:

a. Question:
DOyna yomosen?
what  fill.Past.3SG
‘What got filled?’
b. Answer:
[to parTAgin] eyomosen.
the.NOM glass.NOM fill.Past.3SG
“The glass got filled.’
(SO1; 812_0056; 03:47)

Second, consider the position of the focused adverbial (see (61) from Pontic Greek and (62)

from Romeyka):

(61)

(62)

Pontic Greek:

opse 0 juras efien.
yesterday the.NOM Yuras.NOM leave.Past.3SG
“Yesterday Yuras left.’

Romeyka

alis [0PSE]roc érfen asin tSaikaran.
Alis.NOM yesterday come.Past.3SG from.the. ACC Caykara. ACC
‘Alis came from Cayraka yesterday.’

(S01; 140102_0007; 03:26)

Third, consider the position of wh-phrases in multiple wh-questions (see (63) from Pontic

Greek and (64) from Romeyka):
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(63) Pontic Greek:
0 juras tinan pote efilise?
the.NOM Yuras.NOM who.ACC when kiss.Past.3SG
(*o juras)?
the. NOM  Yuras.NOM
‘When Yuras kissed whom?’

(Sitaridou & Kaltsa 2014: 24)

(64) Romeyka:

alis POte Tinan efilisen?
Alis. NOM when who.ACC kiss.Past.3SG
‘When Alis kissed whom?’

(S01; 812_0056; 04:33)

The diagnostics for a low focus position in the vP periphery, which were presented above, are
all consistently not obtained either in Pontic Greek or in Romeyka. I therefore conclude that

all focus positions in Romeyka are in the left periphery, analogous to Pontic Greek.

6.4.4 Summary

The findings of this section show that Romeyka seems to be like Pontic Greek, in that it has
VO as the pragmatically unmarked order in matrix declarative clauses and it has the focus to

the left of the verb, but unlike Pontic Greek, in that it has a single focus position.



Chapter 6: Typological classification of Romeyka word order 269

6.5 Conclusions

In this chapter, (a) I typologically classified Romeyka word order; (b) I compared word order
in Romeyka with word order (i) in Turkish, (i1) in Georgian and (iii) in Pontic Greek; and (¢) I
examined the evolution of VO and OV alternation in matrix and subordinate clauses in
Romeyka.

Beginning with (a), I have shown that, like German, Romeyka can be classified as “a
third subtype of language lacking a dominant order, which consists of languages in which
different word orders occur but the choice is syntactically determined” (Dryer 2005: 330-331).
In Romeyka, the dominant order is SVO in matrix clauses and SOV in subordinate clauses.
Matrix and subordinate clauses may contain an auxiliary, in which case the order is rigidly
AuxVO.

As for (b), I have shown that Romeyka seems to be (i) like Turkish, in that it has the
focus to the left of the verb, but unlike Turkish in that it has VO as the pragmatically unmarked
order in matrix clauses; (ii) like Georgian, in that it has the focus to the left of the verb, but
unlike Georgian in that it has both VO and OV as the pragmatically unmarked orders; and (iii)
like Pontic Greek, in that it has VO as the pragmatically unmarked order in matrix clauses and

has the focus to the left of the verb, but unlike Pontic Greek in that it has a single focus position.
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7 The evolution of VO and OV alternation in Romeyka

7.0 Introduction

In this chapter, I investigate the evolution of VO and OV alternation in matrix and subordinate
clauses in Romeyka. Essentially, the diachronic puzzle can be summarised as follows: is the
development of the VO and OV alternation in Romeyka (a) the result of internal (endogenous)
change or continuity, or rather (b) the result of external change due to contact with local Turkish
varieties?

The main findings of the chapter indicate that (a) the pragmatically unmarked VO order
in matrix clauses in Romeyka is the result of continuity from previous stages of Greek and (b)
the pragmatically unmarked OV order in subordinate clauses in Romeyka is the result of
external change due to contact with local Turkish varieties.

The chapter is structured as follows: in §7.1, I discuss the reconstruction method I use;
§7.2 explores the evolution of VO and OV alternation in matrix clauses in Romeyka; and, §7.3
depicts the evolution of VO and OV alternation in subordinate clauses in Romeyka. The main

findings of the chapter are summarised in §7.4.
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7.1 The reconstruction method

The reconstruction of syntax did not emerge until recently, as syntactic parameters are not as
rich as lexicon variety, that is similarities are less probative (Longobardi & Guardiano 2009:
1684). However, Campbell & Harris (2002), Willis (2011) and Longobardi & Guardiano
(2009), i.a., have claimed that syntactic patterns can be compared cross-linguistically.

In this study, I essentially follow Sitaridou’s (2016: 13) reconstruction method, as

illustrated in the following extract:

“I have been approaching the syntactic classification of Pontic Greek by means of, first,
comparing the syntax of specific phenomena in Romeyka to the ones in Hellenistic,
Medieval and Pontic Greek (Sitaridou 2014a) to see which one Romeyka matches best;
second, assessing whether changes/innovations could have sprung out of a Hellenistic or
Medieval Greek pool of grammatical cues (in the sense of Lightfoot 2010). Crucial to
this modus operandi is the idea that reanalysis takes place during child language
acquisition and the distinction between the abstract grammatical system and the surface
output of that system. On this view, it follows that reanalysis is constrained both by pre-
and post-reanalysis grammars and that it must be acquirable on the basis of the same
primary linguistic data. This imposes limits on the possible hypotheses that can be
entertained (see also Willis 2011) —the same would hold even if we simply adopt Sapir’s
(1921) drift, which refers to the predisposition to undergo certain changes given certain

precursor traits” (Sitaridou 2016: 13).

Let us take a look at how this actually works: I compare the VO and OV alternation in matrix
and subordinate clauses in Romeyka with the VO and OV alternation in (a) HelGr, (b) MedGr
and (c) Anasta Turkish. Depending on the findings of this comparison, I make two predictions:
First, if VO and OV alternation in Romeyka is similar to that found in previous stages of Greek
and not to that found in Anasta Turkish, then we can safely conclude that this is the result of
continuity from previous stages of Greek. Second, if the VO and OV alternation in Romeyka
is similar to that found in Anasta Turkish and not to that found in previous stages of Greek,
then we can conclude that this is the result of external change due to contact with Anasta

Turkish.
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7.2 The evolution of VO and OV alternation in matrix clauses in Romeyka

I begin my investigation with VO and OV alternation in matrix clauses in Romeyka. To start
with, the pragmatically unmarked word order in matrix clauses in Romeyka is VO (see chapter
4), while OV results from movement of the focused object, regardless of whether it is
information focus or contrastive focus (see chapter 4).

Likewise, in Hellenistic Greek (henceforth HelGr), the pragmatically unmarked word
order in matrix clauses is VO (see (1)), while OV results from movement of the focused object,

regardless of whether it is information focus (see (2)) or contrastive focus (see (3)) (Kirk 2012):

(1) Hellenistic Greek:
dvOpomdc TIg gmoinoe deimvov péya.
anthropos tis epoie:se deipnon méga.
man.NOM INDEF.NOM make.Past.3SG dinner. ACC large. ACC
‘A certain man made a large dinner.’

(Kirk 2012: 41 apud Lk 14:16)

(2) Hellenistic Greek:
el éue Moeue, Koi  [TOv TaTEPQL HOV]1Foc BV TjOElTE.
ei eme¢ ¢:ideite kai ton patéra mou  an ¢:ideite.
if me know.PNP.2PL and the. ACCfather ACCIL.POSS PCL know.PNP.2PL
‘If you had known me, you would have known my father.’

(Kirk 2012: 107 apud Jn 8:19)

(3) Hellenistic Greek:
[EAeog]c-Foc  OEA® kal o0  Ouoiav.
éleos thélo: kai ou thusian.
mercy. ACC want.1SG and NEG sacrifice. ACC
‘I want mercy and not sacrifice.’

(Kirk 2012: 108 apud Mt 9:13, 12:7)

Unlike in Romeyka and HelGr, in Medieval Greek (henceforth MedGr) and MG, VO is both

the pragmatically unmarked and marked word order. For instance, for MedGr see the
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pragmatically unmarked VO order in (4), an in-situ information focused object in (5), as well

as an in-situ contrastive focused object in (6):

(4) Medieval Greek:
[Motépa pov, ol 0OeoDdeg 00 PNyog Nopav TOV
patéra mu, i Bitdes tu  riyos fvran ton
father 1.POSS the uncles.NOM the king.GEN find.Past.3SG he.ACC
OpeaVOV Kol  wToxdv, Kol Euolpdotnoov  TO Voot OV
orfanoén ce ptoxyén, ce emirdstisan to nis:in tu.
orphan.ACC and poor.ACC and divide.Past.3PL the.ACCisland. ACChis
“The uncles of the king found him orphaned and poor and they divided his island.’
(Chronicle of Machairas: 468)

(5) Medieval Greek:
"Héevpe [Koi TODTOV]1-Foc.
iksevre ce taton.
know.IMPF.3SG PRT this. ACC
‘He also knew that.’
(Chronicle of Machairas: 6)

(6) Medieval Greek:
Kai méye Qpeviovg HLOVTOTOQOPOLG
ce  pépse frénimus mandatoforus;
and send.IMP.2SGrestrained. ACC messengers.ACC
undev  méyMg [GTuy0VC]C-Foc.
midén pépsis atiyus.
NEG send.PNP.2SG impetuous.ACC
‘Also, send restrained messengers; do not send impetuous (messengers).’

(Chronicle of Machairas: 25)

In contrast to Romeyka, in Anasta Turkish, the pragmatically unmarked word order is OV (see

(7) and (8)):
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(7)  Anasta Turkish:
a. Question:
Diin ne  yap-ti-niz?
yesterday what do-Past-2PL
‘What did you do yesterday?’
b. Answer:
Rumca konus-tu-k.
Romeyka talk-Past-1PL
Yaz-di-k.
write-Past-1PL
Ortu-du-k.
sit-Past-1PL.
Televizyon-e izle-di-k.
television-DAT watch-Past-1PL
yemek ye-di-k.
food  eat-Past-1PL
Cay is-ti-k.
tea  drink-Past-1PL
‘We talked in Romeyka. We wrote. We sat. We had a meal. We had tea.’
(S01; 150703 _0043 0008; 01:06)
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(8) Anasta Turkish:
a. Question:
Ayse diin ne  yap-t1?
Ayse yesterday what do-Past-3SG
‘What did Ayse do yesterday?’

b. Answer:
Ayse diin yemek yap-ti.
Ayse yesterday food  make-Past-3SG
Bakala git-ti.
grocery-DAT go-Past-3SG
Ekmek al-d1

bread buy-Past-3SG
‘Yesterday, Ayse made food. She went to the grocery. She bought bread.’
(SO01; 150703 _0043; 01:22)

On the contrary, like in Romeyka, OV in Anasta Turkish is the result of movement of the

focused object (see (9)):

(9) Anasta Turkish:

a. Question:
Ali  bir kere kim-i Op-tii?
Ali  one time who-ACC kiss-Past-3SG
‘Who did Ali kiss once?’

b. Answer:

Ali  bir kere [Ayse-"yi]iroc Optil.

Ali one time Ayse-ACC  kiss-Past-3SG
‘Ali kissed Ayse once.’

(SO01; 150703 _0044; 00:54)

I now move to the investigation of the syntactic distribution of topics and foci in Anasta Turkish
and compare it to Romeyka.

In the first place, consider the example (10) from Anasta Turkish:
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(10) Anasta Turkish:
a. Question:
Can-’dan n’ aber?O ne ye-di parti-de?
Can-ABL what news he what eat-Past-3SG party-LOC
‘What about Can? What did he eat at the party?’
Answers:
Can-in  vallahi ne yap-ti-n1 bil-mi-yor-um ama ...
Can-GEN frankly what do-PART-POSS know-NEG-PROG-1SG but
‘Frankly, I don't know about Alis, but ...’
b. [Aylin]c-top[dolma]c-roc  ye-di.
Aylin dolma eat-Past-3SG
‘Aylin ate dolma.’
(SO01; 150702 _0023; 01:59)
c. #{dolma]croc [Aylin]cTop  ye-di.
dolma Aylin eat-Past.3SG
‘Aylin ate dolma.’

The contrast of felicity in the responses in (10) demonstrates that, like in Romeyka, in Anasta
Turkish a C-Foc may follow a C-Top, whereas a C-Foc cannot move across a C-Top.
Below, I consider a pair, where the context is set up so as to favour an interpretation of

the object as C-Top and the subject as C-Foc (see (11)):
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(11) Anasta Turkish:
a. Question:
Corba-dan n”  aber? On-dan i¢en ol-du mu peki?
‘What about the soup? Has anyone eaten that?’
Answers:
Vallahi ¢orba-dan haber-im yok, ama ...
frankly soup-ABL news-POSS-1SG NEG but
‘Frankly, I don’t know about the soup, but ...’
b. [dolma-lar-1]c-top [Aylin]c.roc ye-di.
but dolma-PL-ACC Aylineat-Past-3SG.
‘Aylin ate dolma.’
(SO01; 150702_0023; 02:21)
c. # Aylin]c-roc  [dolma-lar-1]c-top ye-di.
Aylin dolma-PL-ACC eat-Past-3SG
‘Aylin ate dolma.’

The infelicity in the answers in (11) supports the assumption that a C-Top cannot follow a C-
Foc in Anasta Turkish, like in Romeyka. Therefore, the only licit order would be C-Top > C-
Foc in both Anasta Turkish and Romeyka.

In the same way, information focus must be left adjacent to the verb. Thus, information
focus is not different from contrastive focus in terms of its distribution, hence follows

contrastive topics (see (12)):
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(12) Anasta Turkish:

a. Question:
Birgiil-tin ~ kardes-ler-i diin parti-de  ne  ig¢-ti?
Birgiil-GEN sibling-PL-POSS yesterday party-LOC what drink-Past-3SG
‘What did Birgiil’s siblings get to drink at the party?’

Answers:

Vallahi kardes-ler-i haber-im yok, ama ...

frankly sibling-PL-POSS news-POSS-1SG NEG but

‘Frankly, I do not know about all her siblings but ...’

b. [kiiciik kardesi]ctop [raki]iroc Igti.
young brother-POSS raki drink-Past-3SG
‘Birgiil’s youngest brother drank (from the) raki.’
(S01; 150702 _0023; 23:07)

c. #[raki]iroc [kiiglik kardesi]c-top iGti.
rak1 young brother-POSS drink-Past-3SG
‘Birgiil’s youngest brother drank (from the) raki.’

Additional data can be drawn from the Anatolian Turkish variety of Cappadocia
(Karamanlidika), which is genetically related to the one spoken in ‘Anasta’ and bears the same
structure to Standard Modern Turkish, rather than that employed by HelGr. First, the
pragmatically unmarked order in Karamanlidika Turkish is OV (see (13)b), like in Standard
Modern Turkish (see (13)c) and unlike in HelGr, in which it is VO (see (13)a):



280 Word order and information structure in Romeyka:
A syntax and semantics interface account of order in a minimalist system

(13) Pragmatically unmarked order:

a. Hellenistic Greek:

avOpomdc TIg gmoinoe delmvov uéyo
anthropos tis epoie:se deipnon meéga

man.NOM INDEF.NOM make.Past.3SG dinner., ACC large. ACC
‘A certain man was preparing a great banquet.’
(Kirk 2012: 41 apud Lk 14:16)
b. Karamanlidika Turkish:
Mip drap alip petlhig giherti.
Bir adam azim meclis eyle-di.
a man large gathering give-Past-3SG
‘A certain man was preparing a great banquet.’
(Lk 14:16)
c. Standard Modern Turkish:
Adam-in  bir-i bliylik bir sdlen hazir-la-yip
man-GEN one-ACC large one gathering prepare-Past-3SG
‘A certain man was preparing a great banquet.’

(Lk 14:16)

As for the information focus, Karamanlidika Turkish manifests OV (see (14)c), like in Standard

Modern Turkish (see (14)c) and HelGr (see (14)a):
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(14) Information focus:

a. Hellenistic Greek:
el éue  Moeue,
el em¢ ¢:ideite,
if me know.PNP.2PL
Kol [tov TOTEPQL HOV]1Foc &V TjOclTE.
kai ton patéra mou an  ¢:ideite.
and the.ACCfather. ACCI.POSS PCL know.PNP.2PL
‘If you knew me, you would know my Father also.’
(Kirk 2012: 107 apud Jn 8:19)

b. Karamanlidika Turkish:
&yep mevi TAETTIVI
eger ben-i  bileidiniz
if I[-ACC know-2PL
[metepii]iFoc TOYN TAMpPLITIVIE.
peder-im-i daht biliridiniz.
father-1.POSS-ACC also know-2PL
‘If you knew me, you would know my Father also.’
(Jn 8:19)

c. Standard Modern Turkish:
Ben-i  tanisaydiniz,
I-ACC  know-2PL
[Baba-m-1]i.roc da tanirdiniz.
father-I.POSS-ACC also know-2PL
‘If you knew me, you would know my Father also.’

(Jn 8:19)

Regarding the contrastive focus, Karamanlidika Turkish bears OV (see (15)b), like in Standard
Modern Turkish (see (15)c) and HelGr (see (15)a):
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(15) Contrastive focus:

a. Hellenistic Greek:
[EAeoc]cFroc  O6A® kol ov  Ouciav
¢leos thélo: kai ou thusian.
mercy. ACC want.1SG and NEG sacrifice. ACC
‘I desire mercy, not sacrifice.’
(Kirk 2012: 108 apud Mt 9:13, 12:7)

b. Karamanlidika Turkish:
[Mepyopet]croc t0TéPIU, P& KOLPTMAVIGTEUELL.
Merhamet isteri-m, ve kurban iste-me-m.
mercy want-1SG and sacrifice want-NEG-1SG
‘I desire mercy, not sacrifice.’
(Mt 9:13, 12:7)

c. Standard Modern Turkish:
Ben kurban degil,[merhamet]c.roc isterim.
I sacrifice NEG mercy want-1SG
‘I desire mercy, not sacrifice.’

(Mt 9:13, 12:7)

Overall, our data show that the pragmatically unmarked word order in Romeyka is VO and it
is similar to HelGr and MedGr and different from Anasta Turkish. This suggests that it is safe
to assume that the pragmatically unmarked word order in Romeyka derives from previous
stages of Greek and not from Turkish. However, due to the homoplasy of information focus
and contrastive focus in Romeyka, HelGr and Anasta Turkish, it is difficult to come up with a
safe conclusion regarding their diachronic development.

If the pragmatically unmarked word order in matrix clauses in Romeyka had changed
due to its contact with Anasta Turkish, we would have expected OV to be the pragmatically
unmarked word order in Romeyka. Additional evidence derives from the fact that the word
order in a variety of Laz, a Kartvelian language spoken in an area close to ‘Anasta’, i.e. in

Pazar, is not the same as that in Georgian, a language to which it is genetically related (see
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Oztiirk & Pochtrager 2011). Nevertheless, it is similar to Turkish. Note that Pazar Laz is in
massive contact with Turkish.!2
In Laz, the pragmatically unmarked word order is OV, like in Turkish and unlike in

Georgian, in which it is both VO and OV (see (16)):

(16) Pazar Laz:

a. Question:
‘What happened?’

b. Answer:
Alik citabi dot’k’u.
Ali.NOM book.ACC read.Past.3SG
‘Ali read the book.’

(Goksel 2011: 146)

The information focus in Laz results in OV orders, like in both Anasta Turkish and Georgian

(see (17)):

(17) Pazar Laz:
Alik citabi [Ayses]i-roc kOmecu.
Ali.LNOM book. ACC Ayse.DAT give.Past.3SG
‘Ali gave the book to Ayse.’
(Goksel 2011: 149)

Finally, the contrastive focus in Laz results in OV orders, like in both Anasta Turkish and

Georgian (see (18)):

12 Laz is a Caucasian language mainly spoken in Turkey. It belongs to the subgroup called the South-Caucasian
branch along with Megrelian, Georgian and Svan. The data used in this study come from one of the varieties of
Laz, viz. Pazar Laz, also known as Atinan. Laz is an endangered language. It is hard to estimate the number of
speakers of Laz, but it is assumed to be between 50.000 and 500.000 (Oztiirk & Pochtrager 2011: 3).
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(18) Pazar Laz:
Alik citabi [Ayses]croc  kOmegu.
Ali.NOM book.ACC Ayse.DAT  give.Past.3SG
‘Ali gave the book to Ayse.’
(Goksel 2011: 149)

The pragmatically unmarked word order in Pazar Laz is a clue in favour of a non-contact
explanation for the Romeyka counterpart, since Laz must have reshaped its word order schema
in accordance with the Turkish one. This is a strong indication that the pragmatically unmarked
VO order in Romeyka derives from previous stages of Greek.

Under those circumstances, it becomes obvious that the pragmatically unmarked order

in matrix clauses in Romeyka developed from previous stages of Greek (see Table 33):

Table 33. Inherit development (Sitaridou 2016).

a. In Hellenistic Greek, the pragmatically unmarked word order is VO with OV
resulting from movement of the focused object (see Kirk 2012)

b. In Medieval Greek, the pragmatically unmarked word order is VO with focus in-situ

c. In Anasta Turkish, the pragmatically unmarked word order is OV with the focused
object in-situ

d. In Romeyka, the pragmatically unmarked word order is VO with OV resulting from
movement of the focused object

e. The pragmatically unmarked VO order in Romeyka descends either from Hellenistic
Greek or Medieval Greek

f. Therefore, the pragmatically unmarked VO order is inherited (from previous stages

of Greek)

Crucially, data from other AMG varieties, namely Cappadocian, Phérasiot, Pontic (as they
were presented in §6.4) and Silliot, support this analysis. In all AMG varieties, the
pragmatically unmarked word order is VO, like in Romeyka. However, except for Pontic
Greek, the organisation of information structure in Cappadocian, Pharasiot and Silliot more
closely resembles the one found in MedGr and MG, rather than the one found in Romeyka and

Pontic Greek (see Table 34):
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Table 34. Distribution of information structure in AMG varieties.
Romeyka Pontic Cappadocian Pharasiot Silliot
Greek
Pragmatically SVO SVO SVO SVO SVO
unmarked (see (19)) (see (23)) (see (27))
order
Aboutness [O]a-topSV  [O]a-tepSV  [O]a-1opSV n/a n/a
topic (see (20))
Contrastive [OlctopSV  [Olc1opSV  [Olc-TopSV [OlctopSV  n/a
topic (see (21)) (see (24))
Information  S[O]irocV S[O]1-FocV SV[O]i-Foc SV[O]i-Foc SV[O]i-Foc
focus (see (22)) (see (29)) (see (28))
S[O]1-FocV
(see (29))
Contrastive S[O]c-FocV S[O]crcV  n/a SV[O]c-Foc n/a
focus (see (26))

As for Cappadocian, like in Romeyka the pragmatically unmarked word order is attested to be

VO (see (19)):

(19) Cappadocian; Gharzono:

“Eva

éna

TOTIO0)0G 1)

patiSayos ice

pia

tria

perja.

TOPLAL.

a.NOM king.NOM have.IMPF.3SG three. ACC sons.ACC

‘A king had three sons.’

(Dawkins 1916: 340)

Analogous to Romeyka, aboutness and contrastive topics in Cappadocian are placed in the

preverbal domain. Consider the aboutness topics in (20) and the contrastive topics in (21):
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(20) Cappadocian; Delmeso:

a. Na Tpa YOTOL TOTIORYOV TO moudi.
na pira yotu patiSayu to peoi.
PRT.MOD marry.Past.1SG 1 the.GENking.GEN the.ACCson.ACC
‘I would marry the king’s son.’

b. [Tov  moaticGyov T0 Todi|a-Top €YD VA 10 TpaL.
tu patiSayu  to pedija-top €y0 na to pira.
the. GENking.GEN the.ACCson.ACC 1 PRT.MOD he.ACC marry.Past.1SG
“The king’s son, I would marry him.’

(Dawkins 1916: 316)

(21) Cappadocian; Ulaghatsh:

a. Question:
Kpéye gva KOAO O¢L,
krépse éna kalo Séi,

ask.IMP.2SG a.ACC good.ACC thing. ACC

b

10 do  Exkpeyeg gva oé1 dé¢  vaou
ito do  ékrepses éna Séi dé ne.
this. NOM REL ask.Past.2SG a.NOM thing. NOMNEG be.3SG
‘Ask for something else; what you have asked for is nothing.’

b. Answer:

oyova [ttd]ctop  Kpw.

oybna it kréo.
I this. ACC ask.1SG
‘T ask for that.’

(Kesisoglou 1951: 138)

In Cappadocian, constituents that are information focused stay in-situ, i.e. in the postverbal

domain (see (22)):
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(22) Cappadocian; Ulaghatsh:

a. Question:
duéda it KpPEELG va og déko.
diléda ti kréis na se déko.

ask.IMP.2SG what. ACC want.2SG PRT.MOD you. ACC give.PNP.1SG
‘Ask what you want and I will give it to you.’
b. Answer:
kpéw  [Eva  BAOYO]iFoc.
kréo  éna aloyo.
ask.1SG a.ACC horse. ACC
‘I want a horse.’

(Kesisoglou 1951: 138)

In Pharasiot, the pragmatically unmarked word order is VO (see (23)):

(23) Pharasiot:
Kaveic jo  mmpev da Hoapovp.
kanis dzo piren da misafur.
no-one.NOM NEG receive.Past.3SG the. ACCguests. ACC
‘No-one received the guests.’

(Dawkins 1916: 492)

In Pharasiot, contrastive topics are preverbal (see (24)):
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(24) Pharasiot:

a. Question:
X0 TATOG car  pova &c;
st tatas dze mana ¢és?

youNOM father. ACCand mother. ACC have.2SG
‘Have you a father and mother?’

b. Answer(s):

[Tatdg ToAlc-Top  EYO, jou  [péva oA ]cTop  EYO.
tatds pal éxo dze mana pal éyo.
father ACCPRT have.ISG and mother. ACC PRT have.1SG

‘A father I have and a mother I have.’

(Dawkins 1916: 536)

Pharasiot information foci are always postverbal (see (25)):

(25) Pharasiot:

a. Question:
"E, vid pov, Tiva a Top;
e, 16 mu tina a par?

hey son.VOC [.POSS who.ACC PRT.MOD take.PNP.2SG

‘My son, whom will you marry?’

b. Answer:
A Tapw [to Yoipidt KOG]1-Foc.
a paro to yairioi mas.

PRT.MOD take.PNP.1SG the. ACCdonkey.ACC our
‘I will marry our donkey.’
(Dawkins 1916: 482)

In Pharasiot, contrastive focused constituents are placed in a postverbal position (see (26)):
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(26) Pharasiot:

a. Question:
Adé 10 (OOKKO  OMGCETE da
adé to fsok:o d0seté da

this. ACC the. ACCboy.ACC give.IMP.2PL he.ACC
T0 HLOVTGOVKO 10 yolva.
to mutsuko to xazna.
the. ACClittle.fellow.ACC the. ACCtreasure. ACC
‘Give this boy, the little fellow, the treasure.’

b. Answer:
I'o xalvag jo  Vpéfo,
Yo xaznas dzo irévo,
ILNOM treasure. ACC NEG seek.1SG
na  vpéPm [T apocvvT GOV]C-Foc.
ma irévo ti arosini su].
but seek.1SG the.ACChealth. ACC you.POSS
‘I do not ask for treasure, but I ask for your health.’

(Dawkins 1916: 540)
In Silliot, the pragmatically unmarked word order is VO (see (27)):

(27) Silliot:
[IMpaypu gval HIKPO yoiy.
pirami éna mikro yaiy.
get.Past.1PL a.ACC small. ACC boat. ACC
‘We got onto a small boat.’

(Costakis 1968: 116)

Information focus in Silliot is either postverbal (see (28)) or preverbal (see (29)):
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(28) Silliot:

a. Question:
KOpN tov Civa o€ napn;
koéri tu  tSina se pari?

daughter. NOM his who.ACC PRT.FUT marry.PNP.3SG
‘Whom will his daughter marry?’

b. Answer:
Ko GOL KON o€ mépn
ko su koéri se pari

yours.NOM  you.POSS daughter.NOM PRT.FUT marry.PNP.3SG
[Tov oToy TN J1-Foc-

tu staytidzi.

the. ACCman.who.sells.ashes. ACC

“Your daughter will marry the man who sells ashes.’

(Dawkins 1916: 284)

(29) Silliot:

a. Question:
[Todt’”  elotiyic;
put istijis?
where be.IMPF.2PL
‘Where are you from?’

b. Answer:
[On’ K&otovpov]iroc HPTOLL.
op kasturu irtami.
from Konya come.Past.1PL
‘We came from Konya’.

(Costakis 1968: 116)

In a nutshell, the distribution of VO and OV alternation in other AMG varieties indicate that:
(a) the pragmatically unmarked word order in AMG varieties derives from previous stages of
Greek, (b) the information focus and contrastive focus in Cappadocian, Phérasiot and Silliot

could derive from MedGr and (c) it is still a mystery whether the information focus and
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contrastive focus in Romeyka and Pontic Greek derive (i) from HelGr, or (ii) from MedGr and

whether had reshaped after the Turkish equivalent due to its contact with it.
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7.3 The evolution of VO and OV alternation in subordinate clauses in Romeyka

I now move on to account for the evolution of VO and OV alternation in subordinate clauses
in Romeyka. In Romeyka, the pragmatically unmarked word order in subordinate clauses is
OV (see chapter 4).

Unlike in Romeyka, in HelGr the pragmatically unmarked word order in subordinate

clauses is VO (see (30)):

(30) Hellenistic Greek:
Aéyov 0Tt évipamnoovior 1OV V1OV pov.
... légo:n hoti  entrapé:sontai  ton hyion. ACC mou.
say.PART that respect.3PL the. ACCson.ACC 1.POSS
‘... saying, ‘They will respect my son.’

(Mk 12:6)

Moreover, unlike in Romeyka, but like in HelGr, in MedGr (see (31)) and MG (see chapter 4)

the pragmatically unmarked word order in subordinate clauses is VO:

(31) Medieval Greek:
AoA@dvta  Tovg 0Tl Eyopev KOATV aydmnv  pecoOV  paG
... lalonta tus oti  éyomen  kalin ayapin meson  mas;
say.GER them that have.lPL good.ACC love.ACC between us.
‘... saying to them that we have peace between us.’

(Chronicle of Machairas: 230)

In Anasta Turkish, the pragmatically unmarked word order in subordinate clauses is OV, like

in Romeyka (see (32)):

(32) Anasta Turkish:
Hi¢ iste-mi-yor-um yemek yap-ma-yacag-im.
no want-NEG-PROG-1SGfood  make-NEG-FUT-1SG
‘I don’t want to make food.’

(S01; 150702_0032; 02:05)
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Since the pragmatically unmarked word order in subordinate clauses in Romeyka is OV, like
that in Anasta Turkish and unlike that in HelGr, MedGr and MG, I would argue that OV in
subordinate clauses in Romeyka is the result of its contact with Anasta Turkish.

In order to account for the grammatical mechanism that have triggered such a change in
the pragmatically unmarked word order in subordinate clauses in Romeyka, I follow a feature-
based analysis. In particular, I build my proposal on Tsimpli (2003) and Tsimpli &
Mastropavlou’s (2007) distinction between formal features that are visible at the syntax-
semantics interface because of their semantic import, i.e. SEM-interpretable features and those
whose role is restricted to syntactic derivations and possibly have PHON-realisation but no
role at SEM, i.e. the SEM-uninterpretable features. Based on this distinction, there are the
following (un)interpretability possibilities between SEM and PHON (see also Neocleous &
Sitaridou submitted) (see (33)):

(33) (Un)interpretability possibilities between SEM and PHON:

a. SEM-interpretable/PHON-uninterpretable features (e.g. animacy distinctions on
Greek nouns and pronouns are not grammaticalised due to grammatical gender
differences)

b. SEM-interpretable/PHON-interpretable (e.g. animacy distinctions on English wh- and
personal pronouns)

c. SEM-uninterpretable/PHON-interpretable (e.g. resumptive uses of subject—verb
agreement and object clitics in Greek)

d. SEM-uninterpretable/PHON-uninterpretable (e.g. case and subject—verb agreement in
English)

(Tsimpli & Dimitrakopoulou 2007: 223)

In the previous chapters, I have shown that Romeyka word order variation is discourse-driven.
Discourse-related features are encoded in a formal feature, i.e. the linearisation feature. The
linearisation feature drives the computation in the narrow syntax and maps syntactic units
(phases) as LFs onto the SEM and as PFs onto the PHON. The pragmatic interpretation of the
clause takes place at the SEM, in which the linear order of the constituents plays a vital role in
the interpretation of their pragmatic value.

That is to say, for the linearisation feature there must be the following (un)interpretability

possibilities between the SEM and the PHON (see (34)):
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(34) (Un)interpretability possibilities between the SEM and the PHON of the linearisation
feature:
a. SEM-interpretable/PHON-uninterpretable (VO, the object is focused)
b. SEM-interpretable/PHON-interpretable (OV, the object is focused)
c. SEM-uninterpretable/PHON-interpretable (OV, the object is not focused)
d. SEM-uninterpretable/PHON-uninterpretable (VO, the object is not focused)

In other words, what differentiates a pragmatically unmarked VO order (see (34)a) from a
pragmatically unmarked OV order (see (34)c) is (a) the presence of the linearisation feature in
the latter but not in the former and (b) the lack of internal semantic interpretation in the
linearisation feature in the latter (i.e. SEM-uninterpretable). Essentially, a formal linearisation
feature without internal semantic structure (SEM-uninterpretable and PHON-interpretable) is
reminiscent of Biberauer et al.’s (2014) analysis.

As for the distribution of the linearisation feature in subordinate clauses in Romeyka, I
argue that the linearisation feature in focused OV orders is SEM-interpretable and PHON-
interpretable, whereas in nonfocused OV orders it is SEM-uninterpretable and PHON-
interpretable (see Table 35):

Table 35. Interface (un)interpretability of the linearisation feature in focused and nonfocused order subordinate

clauses in Romeyka.

Focused SEM-interpretable PHON:-interpretable

Nonfocused SEM-uninterpretable PHON:-interpretable

In Anasta Turkish, I argue that, like in Romeyka, the linearisation feature in focused OV orders
is SEM-interpretable and PHON-interpretable, whereas in nonfocused OV orders it is SEM-
uninterpretable and PHON-interpretable (see Table 36):

Table 36. Interface (un)interpretability of the linearisation feature in focused and nonfocused order subordinate

clauses in Anasta Turkish.

Focused SEM-interpretable PHON:-interpretable

Nonfocused SEM-uninterpretable PHON:-interpretable

Essentially the problem is, what is the initial state grammar that yielded the current state in

Romeyka? In particular, in an early stage, I argue that the linearisation feature in focused OV
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orders was SEM-interpretable and PHON-interpretable, whereas in nonfocused VO orders it
was SEM-uninterpretable and PHON-uninterpretable (see Table 37):

Table 37. Early stage of the interface (un)interpretability of the linearisation feature in focused and nonfocused

order subordinate clauses in Romeyka.

Focused SEM-interpretable SEM-interpretable
Nonfocused SEM-uninterpretable PHON-uninterpretable

I therefore assume that the pragmatically unmarked VO order in subordinate clauses in
Romeyka shifted to OV as a result of language contact with Anasta Turkish. That is to say, the

trajectory word order change in subordinate clauses in Romeyka is shown in (35):

(35) SEM-uninterpretable/PHON-uninterpretable (VO, the object is not focused) > SEM-
uninterpretable/PHON-interpretable (OV, the object is not focused)

According to (35), the original absence of the linearisation feature in Romeyka nonfocused
orders (SEM- and PHON-uninterpretable) changed into the appearance of a linearisation
feature without semantic structure (SEM-uninterpretable) because of its contact with the
equivalent Anasta Turkish structure.

In order to resolve the contact trajectory, I depart from the following premises on contact-
induced syntactic change:

First, contact was possible because Romeyka allowed both orders to start with. That is,
interference due to language contact was triggered in Romeyka, because both parameters
values of the linearisation feature existed in both Romeyka and Anasta Turkish. This supports

the Resistance Principle (Guardiano et al. 2016: 54) (see (36)):

(36) Resistance Principle:
Resetting of parameter o from value X to Y in language A as triggered by interference
of language B only takes place if a subset of the strings that contribute to constituting a
trigger for value Y of parameter o in language B already exists in language A.

(Guardiano et al. 2016: 54)

In other words, the resetting of a parameter under the influence of interference data is possible

only if the new triggers are similar enough to triggers already unmistakably present in the



296 Word order and information structure in Romeyka:
A syntax and semantics interface account of order in a minimalist system

interfered language, though of course not sufficient on their own to trigger the new value
(Guardiano et al. 2016: 54). The informal idea is that interference data in parametric syntax
must appear at least in part as “familiar” in the interfered language, in order to be used as
triggers; thus “contact may exacerbate/reinforce existing tendencies” (Sitaridou 2014a).
Second, I pursue a theoretical approach in that in multilingual environments it is the
SEM-uninterpretable features of a language x that are not instantiated in the language y or vice
versa that cause learnability problems. I therefore assume transfer from Turkish into Romeyka
whereby the SEM-uninterpretable features of Romeyka cause learnability problems. Based on
these assumptions, I propose a generalisation of contact-induced word order change in

Romeyka (see (37)):

(37) Generalisation of contact-induced change in word order in Romeyka:
The PHON-realisation of the linearisation feature which is SEM-uninterpretable is

sensitive to contact-induced change.

Third and equally important, as the Feature Economy states, acquirers tend to generalise the
input from the above alternations; children conclude that the linearisation feature must always

be present, even if there is no semantic interpretation (see (38)):

(38) Input Generalisation:
If a functional head sets parameter p; to value v; then there is a preference for similar
functional heads to set p; to value vi.

(Biberauer & Roberts 2015)

This account explains the directionality of cross-linguistic effects: it is always the language
that instantiates the more restrictive option that affects the other, not vice versa (see Feature
Economy in Biberauer & Roberts 2015). Hence, it is Anasta Turkish that affects Romeyka
regardless of whether the latter is the L1 (attrited or heritage) or L2.

In the final analysis, as shown above, the pragmatically unmarked OV order in
subordinate clauses in Romeyka is assumed to have been reshaped after Anasta Turkish (see

Table 38):



Chapter 7: The evolution of VO and OV alternation in Romeyka 297

Table 38. Contact-induced change (Sitaridou 2016).

a. In Hellenistic Greek, the pragmatically unmarked word order is VO (see Kirk 2012)
b. In Medieval Greek, the pragmatically unmarked word order is VO

c. In Anasta Turkish, the pragmatically unmarked word order is OV

d. In Romeyka, the pragmatically unmarked word order is OV

e. Therefore, Romeyka OV is contact induced by Anasta Turkish

Interestingly, the fact that the pragmatically unmarked word order in subordinate clauses in
Romeyka changed from VO to OV, whereas the pragmatically unmarked order in matrix
clauses in Romeyka did not change, can be explained by an acquisitional perspective of
reanalysis (see Lightfoot 1991).

The asymmetries between matrix and subordinate clauses were first captured by Ross’
(1973) Penthouse Principle, in which any syntactic phenomena treat matrix clauses differently

from subordinate clauses (see (39)):

(39) The Penthouse Principle:
The rules are different if you live in the penthouse.

(Ross 1973)

Perhaps the best known example of the penthouse principle effect is the distribution of subject-
auxiliary inversion in constituent questions in English, which in many (but not all) varieties of

English is restricted to matrix clauses (see (40)):

(40) English:
a. What can Sam do about it?

b. I’ll find out what Sam can do about it.
Compare it with (41):
(41) English:

b. *What Sam can do about it?

c. *I’ll find out what can Sam do about it.
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According to the Penthouse Principle, more goes on upstairs than downstairs. C° is said to be
obligatory in subordinate clauses, because sentences must be turned into CPs in order to
function as arguments and modifiers. Sentences with a fronted constituent of this type are
therefore CPs, headed by a C° position obligatorily filled by a complementiser or finite verb.
Otherwise, where C° is not required for the satisfaction of some principle of grammar, its
presence is language-specifically determined. Thus, in subordinate clauses in German, the
obligatory C° position is usually filled by a lexical complementiser, which blocks V°-to-C°
movement.

Reanalysis based on main clause V°-to-C® movement in German is also advocated by
Lightfoot (1991), in the context of a parameter-setting model of change which crucially
assumes that acquisition must be based on main clauses only, so that the verb-final syntax
overtly displayed by subordinate clauses is in principle not accessible to the learner. Here the
triggering factor of the reanalysis is seen as random variation in the input, resulting in
increasingly frequent exercise of the V2 option: “This no more reflects a difference in
grammars than if some speaker were shown to use a greater number of passive or imperative
sentences. Rather, it reflects the kind of accidental variation that is familiar from studies in
population genetics. Nonetheless, changes in the primary linguistic data, if they show a slight
cumulative effect, might have the consequence of setting a grammatical parameter differently”
(Lightfoot 1991: 67-68).

If we followed the parameter-setting model of change, word order in subordinate clauses
in Romeyka would not be accessible to the learner; hence word order in subordinate clauses in

Romeyka is more sensitive to language contact change than that one in matrix clauses.
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7.4 Conclusions

In this chapter, I investigated the evolution of VO and OV alternation in matrix and subordinate
clauses in Romeyka. The main findings of the section indicate that (a) the pragmatically
unmarked VO order in matrix clauses in Romeyka is the result of continuity from previous
stages of Greek and (b) the pragmatically unmarked OV order in subordinate clauses in

Romeyka is the result of external change due to contact with Turkish.
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8 Conclusions

8.1 Summary of the study and conclusions

The goal of this dissertation was to investigate word order and information structure in the light
of recent developments within the minimalist program. The language examined was Romeyka,
the only Asia Minor Greek variety still spoken in the area historically known as Asia Minor
(present-day Anatolia, Turkey). The objective of this study was twofold: (a) descriptively, to
examine word order variation in Romeyka and (b) theoretically, to investigate whether such
word order variation could be a language specific property or, rather, could be accommodated
in a minimalist system. Descriptively, I aimed to (a) determine the pragmatically unmarked
and marked word orders in Romeyka, (b) examine their typological classification and (c)
identify their diachronic evolution. Theoretically, this study was fundamentally about the role
that word order plays in the efficient computation of interface conditions, mainly of the syntax
and semantics interface. The question I asked was (a) whether the order of the constituents of
a clause plays a role in the computation from narrow syntax to the semantics interface and (b)
whether order plays a role in the semantic interpretation at the SEM. I pursued an approach
where the order of the constituents of a clause plays such a role and asked what the implications
are for the theory of syntax and semantics interface.

In chapter 1, I presented (a) the scope of the dissertation, (b) the theoretical framework I
followed in this study, (c) an introduction to Romeyka (d) the objectives of the study, (e) the
methodology of the study and (f) a roadmap of the dissertation.

In chapter 2, I presented a brief overview of the Romeyka grammar. The way I presented
the grammar was not explicit at all and was developed in a traditional way. I specifically
introduced the basic facts about phonology, morphology and syntax in Romeyka. The goal of
the chapter was to introduce the reader to the basic grammatical rules of Romeyka so that they
would follow the linguistic discussion in the remainder of this study.

In chapter 3, I focused on the word order variation in Romeyka. I specifically examined
the respective position of the subject (S), verb (V) and object (O) in main and subordinate

declarative and interrogative clauses in Romeyka. First, I presented the results of my survey of
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word order variation in matrix and subordinate declarative and interrogative clauses in
Romeyka. The findings of this survey showed that three-word orders are attested in Romeyka,
namely SVO, SOV and OSV. On the other hand, V-initial and S-final word orders, i.e. VSO,
VOS and OVS, are not attested in Romeyka. Second, I argued that V raises to T° in Romeyka.
Third, I showed that subjects in pragmatically unmarked word orders are left-dislocated.

In chapter 4, (a) I determined the pragmatically unmarked/neutral word order in
Romeyka and (b) examined the syntactic distribution and the semantic type of the constituents
in pragmatically marked word orders in Romeyka. Overall, I argued that (a) the pragmatically
unmarked order in Romeyka is SVO in matrix declarative clauses and SOV in subordinate
declarative clauses and (b) focused constituents and wh-phrases always occupy the immediate
preverbal position, while topicalised elements are always left dislocated. Romeyka also allows
multiple wh-questions and multiple focus. The postverbal domain can only be occupied by
elements carrying given (noncontrastive) information.

In chapter 5, I proposed a semantic constraint on focus interpretation, which makes
predictions regarding the semantic interpretation of focused phrases in declarative and
interrogative clauses in Romeyka. The predictions made by that constraint were tested for every
potential syntactic derivation of the subject (S), verb (V) and object (O) in Romeyka and those
derivations were mapped into PF and LF rules. The findings of this chapter show that there is
good reason to assume that the linearisation feature in Romeyka contributes to the efficient
computation of interface conditions, since it efficiently maps phases as ordered LFs and PFs
onto the SEM and PHON respectively.

In chapter 6, (a) I typologically classified Romeyka word order and (b) I compared word
order in Romeyka with word order (i) in Turkish, (ii) in Georgian and (iii) in Pontic Greek.
Beginning with (a), I have shown that, like German, Romeyka can be classified as “a third
subtype of language lacking a dominant order, which consists of languages in which different
word orders occur but the choice is syntactically determined” (Dryer 2005: 330-331). In
Romeyka, the dominant order is SVO in matrix clauses and SOV in subordinate clauses. Matrix
and subordinate clauses may contain an auxiliary, in which case the order is rigidly AuxVO.
As for (b), I have shown that Romeyka seems to be (i) like Turkish, in that it has the focus to
the left of the verb, but unlike Turkish in that it has VO as the pragmatically unmarked order
in matrix clauses; (ii) like Georgian, in that it has the focus to the left of the verb, but unlike
Georgian in that it has not both VO and OV as the pragmatically unmarked orders; and (iii)
like Pontic Greek, in that it has VO as the pragmatically unmarked order in matrix clauses and

has the focus to the left of the verb, but unlike Pontic Greek in that it has a single focus position.
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In chapter 7, I investigated the evolution of VO and OV alternation in matrix and
subordinate clauses in Romeyka. The main findings of the section indicate that (a) the
pragmatically unmarked VO order in matrix clauses in Romeyka is the result of continuity
from previous stages of Greek and (b) the pragmatically unmarked OV order in subordinate
clauses in Romeyka is the result of external change due to contact with Turkish. Based on the
contact-induced change in (b), I proposed a generalisation of contact-induced change that
which predicts that the semantic uninterpretable features are sensitive to change phonologically

due to language contact.
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8.2 Implications on broader issues

Overall, the goal of this dissertation was to account for the role of order in a minimalist system.
My theory was based on two tenets: (a) order contributes to the mapping of syntactic units
(phases) from narrow syntax to both the SEM and PHON and (b) order plays a role in the
semantic interpretation of focus at the SEM.

The findings of my study indicate that there is good reason to assume that order in
Romeyka (a) contributes to the efficient computation of interface conditions, since it efficiently
maps phases as ordered LFs to the SEM and (b) contributes to the semantic interpretation of
focus in declarative and interrogative clauses.

The proposal of the study (a) provides an alternative principled explanation of
information structure within the minimalist program rather than the cartographic one (see
Cinque 1999, Rizzi 1997) and (b) offers a principled explanation of previous theories on
linearisation, such as the Kayne’s Linear Correspondence Axiom (LCA) (1994) and the
Biberauer et al.’s (2014) Final-Over-Final Condition (FOFC), as well as (c) a principled
explanation of word order change due to language contact and (d) provides evidence against
the claim that word order does not play any role in the efficient computation of interface
conditions and mainly in relation to the syntax and semantics interface (see Chomsky et al.

2017, i.a.).
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8.3 Limitations and future work

To begin with, in chapter 1 I noted that this study is in essence theoretical and not experimental,
in the sense that I do not provide any statistics to analyse my data. The reason is crucial and
fundamental for the nature of my study, which focuses on hierarchy and not on frequency. As
such, hypotheses are developed based on empirical observations on primary language data,
which lead to the development and proposal of a theoretical model within the minimalist
framework, which makes predictions about (a) the semantic interpretation of different word
orders in Romeyka and (b) the word orders in Romeyka that changed due to their contact with
local Turkish varieties. However, the merits of future experimental studies on these phenomena
would validate or not the theoretical claims of this study.

To add to this, I narrowed my study mainly to clauses consisting of a(n overt) subject
(S), verb (V) and object (O) for the sake of the better comparison of clauses with similar
structure throughout the investigation of the phenomena in examination. Nevertheless, future
work on more complicated clauses would provide us with further insights on the credentials of
the theoretical model developed in this study.

In conclusion, if the arguments in the present dissertation are on the right track, the
predictions that have been made, will need to be tested cross-linguistically, both synchronically
and diachronically, in order to evaluate their validity. Obviously, only future work can tell us

whether the views in the present dissertation can be sustained or not.
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Machairas Leontios, EEHI'HXIZ
g YAvkeiag ydpag Kdmpov, 1 moia Aéyeton

Kpdvaka tovté€otv Xpovik(ov)

New Testament

The Bible in Turkish

Ayt Tletit Ko Awebnkm, Téve Pammpil
Be yehaotlnunl Inocodg Xprotolovv yevi

Baceti, ki ‘Tvtlim Xepip, PecovAlaprv

apeAdlepi Be pextovmiapn, xEU AToKAALYIG
Tp, Xdho povtléttetev dtink tovpktle

Moava  teptloope  Ohovvoum  AbBnvara,

l'eopyn  [Holvpépnviv  1am’  YOVECIVTE
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Appendix A Information structure questionnaires

1 wh-congruence
1.1 Topics
1.1.1 Aboutness topics

(1)  Subject (personal pronoun):

esi do epitses?
youNOM what. ACC do.Past.2SG
‘What did you do?’

(2) Subject (demonstrative pronoun):
at¢ do epitSen?
she what. ACC do.Past.3SG
‘What did she do?’

(3) Subject (NP):
éna likon do epitSen?
a.NOM wolf.NOM what. ACC do.Past.3SG
‘What did a wolf do?’
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(4) Subject (DP):

a. o mehmétis do epitsen?
the NOM Mehmetis. NOM what. ACC do.Past.3SG
‘What did Mehmetis do?’

b. i aisé do epitsen?
the.NOM Ayse. NOMwhat.ACC do.Past.3SG
‘What did Ayse do?’

C. 0 dohtoris do epitSen?
the.NOM doctor.NOM what.ACC do.Past.3SG
‘What did the doctor do?’

(5) Object (DP):
a. tin aisén pios epiren?
the. ACCAyse.ACC who.NOM marry.Past.3SG
‘Who married Ayse?’
b. ta yaroélae pios epolisen s okMalin?
the.ACCchildren.ACC who.NOM send.Past.3SGto school. ACC
‘Who sent the children to school?’

c. to chithdpin  pios éndzen?
the. ACCbook.ACC who.NOM bring.Past.3SG
‘Who brought the book?’
d. to dérsin pios epitSen?
the. ACChomework. ACC who.NOM do.Past.3SG
‘Who did the homework?’
e. to boz dolépinpios ayorasen asin tSaikaran?

the. ACCfridge. ACCwho.NOM buy.Past.3SG from.the. ACC Caykara. ACC
‘Who bought the fridge from Caykara?’
f. to tSdin  pios epitSen?
the. ACCtea. ACCwho.NOM make.Past.3SG
‘Who made the tea?’
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1.1.2 Contrastive topics

(6)

(7

VP:

0 mehmétis do epitSen

the NOM Mehmetis. NOM what. ACC do.Past.3SG
dz esi do.ACC  epitses?

and youNOM what. ACC do.Past.2SG
‘What did Mehmetis do and what did you do?’

Subject (DP):
a. Context:
alis éfaen éna milon,
Alis. NOM eat.Past.3SG a.ACC apple.ACC
0 mehmétis ¢faen énan  aphidin.
the NOM Mehmetis. NOM eat.Past.3SG a.ACC pear.ACC
‘Alis ate an apple and Mehmetis ate a pear.’
Question:
alis do éfaen,
Alis.NOM what. ACC eat.Past.3SG
dz o mehmétis do ¢faen?
and the NOM Mehmetis. NOM what. ACC eat.Past.3SG
‘What did Alis eat and what did Mehmetis eat?’
b. Context:

alis éfaen to milon,

Alis. NOM eat.Past.3SG the. ACCapple.ACC

0 mehmétis ¢faen t ap"idin.
the NOM Mehmetis. NOM eat.Past.3SG the.ACCpear.ACC
‘Alis ate the apple and Mehmetis ate the pear.’

Question:

pios ¢faen to milon

who.NOM eat.Past.3SG the. ACCapple.ACC

dze pios ¢faen t ap"idin.

and who.NOM eat.Past.3SG the. ACCpear.ACC

‘Who ate the apple and who ate the pear?’



330

Word order and information structure in Romeyka:
A syntax and semantics interface account of order in a minimalist system

c. Context:

alis ¢faen to yavitsin,

Alis. NOM eat.Past.3SG the. ACCpudding. ACC

0 mehmétis ¢faen ton tSorban.
the. NOM Mehmetis. NOM eat.Past.3SG the.ACCsoup.ACC
‘Alis ate the pudding and Mehmetis ate the soup.’

Question:

alis do éfaen,

Alis.NOM what. ACC eat.Past.3SG

0 mehmétis do ¢faen?

the. NOM Mehmetis. NOM what. ACC eat.Past.3SG

‘What did Alis eat and what did Mehmetis eat?’

. Context:

alis epiren énan  pont"dlin,

Alis. NOM buy.Past.3SG a.ACC trousers.ACC

0 mehmétis epiren énan  kazacin.

the NOM Mehmetis. NOM buy.Past.3SG a.ACC sweater. ACC
‘Alis bought trousers and Mehmeris bought a sweater.’

Question:

pios epiren énan  pont"dlin

who.NOM buy.Past.3SG a.ACC trousers.ACC

dze pios epiren énan  kazacgin?

and who.NOM buy.Past.3SG a.ACC sweater. ACC

‘Who bought trousers and who bought a sweater?’
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e. Context:
alis epiren to pontholin,
Alis. NOM buy.Past.3SG the.ACCtrousers.ACC
0 mehmétis epiren to kazégin.
the NOM Mehmetis. NOM buy.Past.3SG the. ACCsweater. ACC
‘Alis bought trousers and Mehmetis bought a sweater.’
Question:
alis do epiren
Alis. NOM what. ACC buy.Past.3SG
dz o mehmétis do epiren?
and the. NOM Mehmetis. NOM what. ACC buy.Past.3SG
‘What did Alis buy and what did Mehmetis buy?’

(8) Object (DP):
a. Context:

ton alin ides si maziran,
the. ACCAlis.ACC see.Past.2SG in.the. ACC Mazira.ACC
to mustafan ides SO yorion.
the. ACCMustafas. ACC  see.Past.2SG in.the. ACC village. ACC
“You saw Alis in Mazira and Mustafas in the village.’
Question:
putseka ides ton alin
where see.Past.2SG the.ACCAlis.ACC
tSe  putSeka ides to mustafan?
and where see.Past.2SG the.ACCMustafas. ACC

‘Where did you see Alis and where did you see Mustafas?’
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b. Context:

to likon ides S oros,

the. ACCwolf. ACC see.Past.2SG in.the. ACC forest. ACC
ton arkon i0es s alate pu ka.
the. ACCbear.ACC see.Past.2SG in trees. ACC from under
“You saw the wolf in the forest and the bear under the trees.’
Question:

putseka ides to likon

where see.Past.2SG the. ACCwolf. ACC

tSe putSeka ides ton arkon?

and where see.Past.2SG the.ACCbear.ACC

‘Where did you see the wolf and where did you see the bear?’

. Context:

to pontholin alis epiren,

the. ACCtrousers. ACC Alis. NOM buy.Past.3SG

to kazacin 0 mehmétis epiren.
the. ACCsweater. ACC the. NOM Mehmetis. NOM buy.Past.3SG
‘Alis bought the trousers and Mehmetis bought the sweater.’
Question:

to ponttolin ts epiren,

the. ACCtrousers. ACC who.NOM buy.Past.3SG

to kazéagin ts epiren?

the. ACCsweater. ACC who.NOM buy.Past.3SG

‘Who bought the trousers and who bought the sweater?’
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d. Context:
to milon alis éfaen,
the. ACCapple.ACC Alis.NOM eat.Past.3SG
t ap"idin 0 mehmétis ¢faen.
the. ACCpear.ACC the. NOM Mehmetis. NOM eat.Past.3SG
‘Alis ate the apple and Mehmetis ate the pear.’
Question:
to milon ts éfaen,
the. ACCapple.ACC who.NOM eat.Past.3SG
t ap"idin ts ¢faen?
the. ACCpear. ACC who.NOM eat.Past.3SG
‘Who ate the apple and who ate the pear?’
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1.2 Foci
1.2.1 Information foci

(9) DP-subjects:

a. pios epiren tin aisén?
who.NOM marry.Past.3SG the. ACCAyse.ACC
‘Who married Ayse?’

(alis / 0 mohal:imis/ o dohtoris)
Alis. NOM the.NOM teacher.NOM the. NOM doctor.NOM
‘Alis / the teacher / the doctor’

b. pios epiren tin aisén?
who.NOM marry.Past.3SG the. ACCAyse.ACC
‘Who married Ayse?’

(éna andras / ¢éna mohal:imis/ ¢éna dohtoris)
a.NOM man.NOM a.NOM teacher.NOM a.NOM doctor. NOM
‘aman / a teacher / a doctor’

c. pios epiren tin aisén?
who.NOM marry.Past.3SG the. ACCAyse.ACC
‘Who married Ayse?’

(is / esi /  atds)
someone.NOM you.NOM he.NOM
‘someone / you / he’

d. pios epélien ta yardéla s okMil:in?
who.NOM send.Past.3SG the. ACCchildren.ACC to school. ACC
‘Who sent the children to school?’

(o tiris atuna/ o Sceféris /
the. NOM father.NOM his the. NOM driver. NOM
éna Sceféris / até¢ / eyd6.NOM)

a.NOM driver NOM she I

‘his father / the driver / a driver / she / I’
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.

pios ayorasen to biljisajarin SO yardélin?
who.NOM buy.Past.3SG the. ACCcomputer. ACC for.the. ACC child. ACC
‘Who bought the computer for the child?’

@ mana t /  até)

the. NOM mother.NOM his / she.NOM

‘his mother / she’

(10) DP-objects:

a.

1 aisé tinan epiren?

the NOM Ayse.NOMwho.ACC marry.Past.3SG
‘Who did Ayse marry?’

(ton alin)

the. ACCAlis.ACC

‘Alis’

1 aisé tinan efilisen?

the NOM Ayse.NOMwho.ACC kiss.Past.3SG

(ton alin / ton andran ates / énan  andran /
the. ACCAlis.ACC the.ACChusband.ACC she.POSS a.ACC man.ACC
aton / eménan)

he.ACC LLACC

‘Alis / her husband / a man / him / me’

. opsé 1 aisé tinan efaisen?

yesterday the. NOM Ayse. NOMwho.ACC feed.Past.3SG

‘Who did Ayse feed yesterday?’

(ton alin / ta yaroélae tes / yardéle / eménan)
the. ACCAlis.ACC the.ACCchildren.ACC she.POSS children.ACC ILACC
‘Alis / her children / children / me’

opsé 1 aisé tinan iden?

yesterday the. NOM Ayse. NOMwho.ACC see.Past.3SG

(ton mohal:imin/ ¢éna mohal:imin/ eménan / atdn)

the.ACCteacher. ACC a.ACC teacher ACC me he. ACC



336

Word order and information structure in Romeyka:
A syntax and semantics interface account of order in a minimalist system

e. alis do éfaen?

Alis.NOM what. ACC eat.Past.3SG

‘What did Alis eat?’

(to yavitsin / ta xapsie / to yasilin /

the. ACCpudding. ACC the.ACCanchovies. ACC the.ACCpudding. ACC

to psomin / ¢éna xavitsin / xapsie /

the. ACCbread. ACC a.ACC pudding. ACC anchovies.ACC

éna xasilin / éna psomin)

a.ACC pudding. ACC a.ACC bread. ACC

‘the pudding / the anchovies / the pudding / the bread / a pudding / anchovies / a
pudding / a bread’

. alis do éktisen?

Alis. NOM what.ACC build.Past.3SG

‘What did Alis build?’

(t ospitin / to rdomon / ton odan /
the. ACChouse.ACCthe.ACCstreet. ACC the. ACCroom.ACC
énan  ospitin / ¢éna rdomon / ¢énan  odén)
a.ACC house. ACCa.ACC street. ACC a.ACC room.ACC

‘the house / the street / the room / a house / a street / a room’

. alis tinan epiren?

Alis. NOM who.ACC marry.Past.3SG

(éna  patsi / tSino to patsi / éna inéka /

a.ACC gir,ACC that. ACC the. ACCgir. ACC a.ACC woman.ACC

tSinon to iné¢ka / ti mohal:imena /

that. ACC the. ACCwoman.ACC the.ACCteacher. ACC

éna mohal:imena / eménan / tin aisén / aténan / tSinin)
the.ACCteacher.ACC LLACC the. ACCAyse.ACC she.ACC that.one. ACC
‘a girl / that girl / a woman / that woman / the teacher / a teacher / me / AySe / her /

that one’
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(11) Predicative complements:

a. alis do en?
Alis. NOM what.NOM be.3SG
‘Who is Alis?’
(t emon to yardélin -/

the NOM mine the NOM son.NOM
t emon o andras)
the NOM mine the NOM husband. NOM

‘my son / my husband’

b. alis do en?
Alis.NOM what.NOM be.3SG
‘Who is Alis?’

(éna yardélin/ éna andra)

a.NOM child. NOM a.NOM man.NOM

‘a child / a man’

c. to Schil:on do en?
the.NOM dog.NOM what.NOM be.3SG
‘What is a dog?’

(éna haivénin)

a.NOM animal. NOM

‘an animal’

d. ato to Schilon  do en?
this. NOM the.NOM dog.NOM what.NOM be.3SG
‘What is this dog?’

e. (t emon to haivénin)

the NOM mine. NOM the. NOM animal. NOM
‘my pet’
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(12) PPs:

a. opsé 1 aisé putseka epien?
yesterday the. NOM Ayse.NOMwhere go.Past.3SG
‘Where did Ayse go yesterday?’
(s okMil:in / SO istambolin / sa paryara)
to school. ACC to.the. ACC Istanbul. ACC to.the. ACC pastures. ACC
‘to school / to Istanbul / to the pastures’

b. opsé i aisé putseka epien?
yesterday the. NOM Ayse.NOMwhere go.Past.3SG
‘Where did Ayse go yesterday?’
(s énan dzamin / s ¢éna xorion)
to a.ACC mosque.ACC to a.ACC village. ACC

‘to a mosque / to a village’

(13) Adverbials:

a. alis putseka stétsi?
Alis. NOM where stay.3SG
‘Where does Alis stay?’
(adatsaka)
here
‘here’

b. putSeka ivres ton doht6rin?
where find.Past.2SG the. ACC  doctor.ACC
‘Where did you find the doctor?’
(sin tSaikaran)
in.the. ACC Caykara.ACC
‘in Caykara’

c. pote epires ton andra s?
when marry.Past.2SG the. ACC  husband. ACC you.POSS
‘When did you marry your husband?’

d. kat$ jaSuinda ¢€ktises t ospiti s?
how.many old build.Past.2SG  the. ACChouse.ACCyou.POSS

‘How old were you when you built the house?’
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(14)

(15)

(16)

e. pote epies son doht6rin?
when go.Past.2SG  to.the. ACC doctor. ACC
‘When did you go to the doctor?’

f. pote epies SO istambolin?
when go.Past.2SG  to.the. ACC Istanbul. ACC
‘When did you go to Istanbul?’

Modifier:

i aisé laya psomin  ¢éfaen?
the.NOM AySe.NOMwhat.kind bread. ACC eat.Past.3SG
‘What kind of bread did Ayse eat?’

(tsupaditikon)

corn.ACC

3 b

com

Argument focus:

i aisé do ¢faen?

the. NOM Ayse. NOMwhat.ACC eat.Past3SG
‘What did Ayse eat?’

(tsupaditikon psomin)

cornnACC  bread. ACC

‘cornbread’

Predicate focus:

1 aisé do epitSen?
the. NOM Ayse. NOMwhat.ACC do.Past.3SG
‘What did Ayse do?’

@ aisé ¢faen tsupaditikon psomin)

the. NOM Ayse.NOMeat.Past.3SG corn.ACC  bread. ACC

‘Ayse ate cornbread.’
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1.2.2 Contrastive foci

(17) DP-subject:

a. alis ¢ktisen t ospitin?
Alis.NOM build.Past.3SG  the. ACC house.ACC
‘Is it Alis that built the house?’
(o mehmétis)
the. NOM Mehmetis. NOM
‘Mehmetis’

b. o ramazanis epiren ti zeinép?
the. NOM Ramazanis.NOM marry.Past.3SG the. ACC Zeynep.ACC

‘Is it Ramazanis that married Zeynep?’

(ceméris)
Omris. NOM
‘Omeris’
C. 0 dohtoris epien SO istambolin?

the. NOM doctor NOM go.Past.3SG to.the. ACC Istanbul. ACC
‘Is it the doctor that went to Istanbul?’
(o mulftis)
the NOM imam.NOM
d. 1 aisé epien sa paryare?
the. NOM Ayse.NOM go.Past.3SG to.the. ACC fields. ACC
‘Is it Ayse that went to the fields?’
(eyo)
LNOM
I
e. éna andra praklaévi t ospitin?
a.NOM man.NOM clean.3SG the.ACChouse
‘Is it a man that cleans the house?’
(éna inéka)
a.NOM woman.NOM

‘a woman’
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f. ¢éna mohal:imena exujévi to  chit"apin?
a.NOM female.teacher.NOM read.3SG the.ACCbook.ACC
‘Is it a (female) teacher that reads the book?’

(éna mohal:imis)
a.NOM male.teacher. NOM
‘a (male) teacher’

g. éna kos:ara  eséven s ospitin?
a.NOM hen.NOM enter.Past.3SG  in.the. ACC house.ACC
‘Is it a hen that got into the house?’

(éna furndn)
a.NOM hedgehog. NOM
‘a hedgehog’

(18) DP-objects:

a. alis ¢ktisen t ospitin?
Alis.NOM build.Past.3SG  the. ACChouse.ACC
‘Is it Alis that built the house?’

(to dzamin)
the. ACCmosque.ACC
‘the mosque’

b. o ramazanis epiren ti zeinép?
the. NOM Ramazanis.NOM marry.Past.3SG the. ACCZeynep.ACC
‘Is it Ramazanis that married Zeynep?’

(tin ai$én)
‘Ayse’

c. i patsi eptakldepsen  t ospitin?
the.NOM gir. NOM clean.Past.3SG the. ACChouse. ACC
‘Is it the house that the girl cleaned?’

(to madrin)
the. ACCpen.ACC
‘the pen’
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d o dohtoris epien si stambolin?
the. NOM  doctor NOM go.Past.3SG to.the. ACC Istanbul. ACC
‘Is it to Istanbul that the doctor went?’
(sin ingiltéran)
to.the. ACC England. ACC
‘to England’
e. 1 aisé epien sa paryarae?
the. NOM  Ayse.NOMgo.Past.3SG to.the.ACC pastures. ACC
‘Is it to the pastures that Ayse went?’
(so yorion / s éna yorion)
to.the. ACC village. ACC to a.ACC village. ACC
‘to the village / to a village’
f. alis epiren tin aisén?
Alis.NOM marry.Past.3SG the. ACCAyse. ACC
‘Is it Ayse that Alis married?’
(eménan)
LLACC

(3 b

me

(19) Verb adjacency test:

a. alis pote irten asin tSaikaran?
Alis. NOM when come.Past.3SG  from.the. ACC Caykara. ACC
‘When did Alis come from Caykara?’

(opsé)
yesterday
‘yesterday’

b. alis ap  ¢éndzeka irten opsé?

Alis. NOM from where come.Past.3SG yesterday
‘From where did Alis come yesterday?’

(asin tSaikaran)

from.the. ACC Caykara. ACC

‘from Caykara’
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c. alis osim:eron irten asin tSaikaran?
Alis.NOM today come.Past.3SG  from.the. ACC Caykara. ACC
‘Is it today that Alis came from Caykara?’

(opsé)
‘yesterday’

d. alis opsé irten asin tSaikaran?
Alis.NOM yesterday come.Past.3SG from.the. ACC Caykara. ACC
‘Is it yesterday that Alis came from Caykara?’

(asin trapezindan)
from.the. ACC Trabzon.ACC
‘from Trabzon’

e. 1 mana s pote eféisen to musafirin?
the. NOM mother. NOM you.POSS when feed.Past.3SG the. ACCguest. ACC
‘When did your mother feed the guest?’

(opsé)
‘yesterday’

f. 1 mana ] tinan efaisen opsé?
the. NOM mother. NOM you.POSS who.ACC feed.Past.3SG yesterday
‘Who did your mother feed yesterday?’

(to musafirin)
the. ACCguest. ACC
‘the guest’

g1 mana S osim:eron efaisen to musafirin?
the NOM mother. NOM you.POSS today feed.Past.3SG the. ACCguest. ACC
‘Is it today that your mother fed the guest?’

(opsé)
‘yesterday’

h. 1 mana s opsé efaisen to musafirin?
the. NOM mother. NOM you.POSS yesterday feed.Past.3SG the. ACCguest. ACC
‘Is it yesterday that your mother fed the guest?’

(to  mohal:imin)
the. ACCteacher. ACC

‘the teacher’
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2 Alternative questions (selective focus)

(20)

1)

(22)

Verbal phrase:

na exujévis  chithapa

PRT.MOD read.2SG books.ACC

joksa na teris thelevizjonin ayapas?

or  PRT.MOD watch.2SG television.ACC love.2SG

‘Do you like to read books or watch TV?

Subject (personal pronoun):

a. pios ¢faen ton tSorban?
who.NOM eat.Past.3SG the. ACC  soup.ACC?
esi joksa i aisé?
youNOM or the NOM Ayse.NOM
‘Who ate the soup? You or Ayse?’

b. pios en pio tran6s? eyo joksa atos?
who.NOM be.3SG more strong NOM [LNOM or he.NOM?
‘Who is stronger? He or [?’

Subject (NP):

a. o mehmétis joksa alis ¢faen to

the NOM Mehmetis. NOM or  Alis.NOM eat.Past.3SG the.ACCpudding. ACC

‘Did Mehmetis or Alis eat the pudding?’

b. o dohtoris joksa o mohal:imis
the.NOM doctor.NOM or the. NOM teacher. NOM
epien sin trapeztiindan?
g0.Past.3SG  to.the. ACC Trabzon. ACC
‘Did the doctor or the teacher go to Trabzon?’

c. kahvén joksa t8din  0¢lis?
coffee ACC or tea. ACCwant.2SG

‘Do you want coffee or tea?’

yavitsin?
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(23) Subject (DP):

a. o mehmétis mila joksa ap"idx ayorasen?
the.NOM Mehmetis.NOM apples. ACC or  pears.ACC buy.Past.35SG
‘Did Mehmetis buy apples or pears?’

b. 1 aisé ton mehmétin
the. NOM Ayse.NOMthe. ACC Mehmetis. ACC
joksa ton alin epiren?
or the. ACC Alis.ACC marry.Past.3SG
‘Did Ayse marry Mehmetis or Alis?’

c. 1 patsi ton dohtérin
the.NOM girl NOM the.ACC doctor.ACC
joksa ton mohal:imin  ayapa?
or the. ACC teacher. ACC love.3SG

‘Does the girl love the doctor or the teacher?’

(24) Predicative complement:

a. o mehmétis kahvedzis joksa bojadzis en?
the NOM Mehmetis. NOM coffee.shop.owner.NOM or  painter.NOM be.3SG
‘Is Mehmetis a coffee shop owner or a painter?’

b. o Schillon  ¢éna haivanin joksa énan  insdnin en?
the. NOM dog.NOM a.NOM animal NOM or a.NOM human.NOM be.3SG
‘Is a dog an animal or a human?’

c. i katha mikutsikon  joksa trandn en?
the NOM cat.NOM smallLNOM or big.NOM be.3SG
‘Is the cat small or big?’

d. to fain émnoston joksa anoston éton?
the.NOM food.NOM tasty. NOM or tasteless. NOMbe.IMPF.3SG

‘Was the food tasty or tasteless?’
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(25) Prepositional phrase:

a.

laya na payo  son bak"alin?

how PRT.MOD go.1SG to.the.ACC grocery’s.ACC

me t arapan jOksame ta podare  m?

by the.ACCcar ACCor on the.ACCfeet. ACC I1.POSS

‘How can I get to the supermarket? By car or on foot?’

. laya na payo  so Junanistanin?

how PRT.MOD go.1SG to.the. ACC Greece.ACC

me t arapan joksame to utSacin?

by the. ACCcar. ACC or by the.ACCairplane. ACC

‘How can I get to Greece? By car or by plane?’

laya na féris ta yortare  asa raSie?
how PRT.MOD bring.2SG the.ACCgrass.ACC from.the. ACC mountains
me t arapan jOksame ta podare  s?

by the.ACCcar ACCor on the. ACCfeet ACC you.POSS
‘How will you bring the grass from the mountains? By car or on foot?’
t adelfo s sin tSaikaran

the. NOM brother. NOM you.POSS in.the. ACC Caykara. ACC

joksa sin trapezindan  stétsi?

or in.the. ACC Trabzon.ACC stay.3SG

to dzamin SO yorion

the.NOM mosque.NOM in.the. ACC village. ACC

joksa sa paryarae en?

or in.the. ACC pastures.ACC be.3SG

‘Is the mosque in the village or in the pastures?’
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(26) Adverbial phrase:

a. o musafiris osim:eron jOksa sapala na ér0i?
the.NOM guest NOM today or tomorrow PRT.MOD come.3SG
‘Will the guest come today or tomorrow?’

b. i nife osim:eron joksa opsé
the. NOM daughter-in-law.NOM today or  yesterday
efaisen ti mamika?
feed.Past.3SG the. ACCmother-in-law.ACC

‘Did the daughter-in-law feed her mother-in-law today or yesterday?’
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3 Mention some questions (non-exhaustive focus)

(27) ap  éndzeka na pao
from where PRT.MOD go.1SG

n ayoraso gazéte s ato to yorion?

PRT.MOD buy.1SGnewspaper.ACC in this. ACC the.ACCvillage. ACC

‘Where will I go to buy a newspaper from this village?’

(28) puatseka en ta omorfa ta mére
where be.PLthee NOM nice.NOM the.NOM places. NOM
s ato to yorion na elépo  ata?
in this. ACC the.ACCvillage. ACC PRT.MOD see.1SG them

‘Where are the most beautiful places to see in this village?’
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4 Quantifiers

(29) Numerals become exact:

a. alis ekazanepsen bin lira s ¢éna minan.
Alis. NOM earn.Past.3SG thousand lira in a.ACC month. ACC
‘Alis earned one thousand lira in a month.’

b. bin lira alis ekazénepsen (a) s ¢éna minan.
thousand lira Alis.NOM earn.Past.3SG them in a.ACC month.ACC
‘Alis earned one thousand lira in a month.’

c. alis bin lirda ekazanepsen s ¢éna minan.
Alis.NOM thousand lira earn.Past.3SG in a.ACC month. ACC

‘Alis earned one thousand lira in a month.’

(30) Weak quantifiers (‘some’ and ‘few’):

a. alis oliyon paran ekazéanepsen,
Alis. NOM little  money earn.Past.3SG
aéts ayorasen énan  arapan.
such.that buy.Past.3SG a.ACC car.ACC

b. alis oliyon paran ekazanepsen,
Alis.NOM little  money.ACC earn.Past.3SG
aéts ut§  eporesen n ayordsi énan  arapan.

such.that NEG can.Past.3SG PRT.MOD buy.3SGa.ACC car.ACC

c. alis [oliyon]roc  paran ekazanepsen,
Alis. NOM little money. ACC earn.Past.3SG
aéts ayorasen énan  arapan.

such.that buy.Past.3SG a.ACC car.ACC

d. alis [oliyon]rec paran ekazanepsen,
Alis. NOM little money. ACC earn.Past.3SG
aéts ut§  eporesen n ayordsi énan  arapan.

such.that NEG can.Past.3SG PRT.MOD buy.3SGa.ACC car.ACC
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(31) Unique referent:

a.

do eyvéni asd doyunin?
what.NOM rise.3SGfrom.the. ACC east. ACC
‘What rises from the east?’

(o ilon)

the.NOM sun.NOM

‘the sun’

.t ak§émin do lambi son urandn?

the. ACCnight. ACC what.NOM shine.3SG in.the. ACC sky.ACC
‘What shines in the sky at night?’

(o féngon)
the NOM moon.NOM
‘the moon’
o katsimali doyna ¢kripsen?

the. ACCclouds.ACC what.ACC hide.Past.3SG
‘What did the clouds hide?’

(ton ilon)

the. ACCsun.ACC

‘the sun’

i katsimali doyna ¢kripsen?
the.ACCclouds.ACC what.ACC hide.Past.3SG
‘What did the clouds hide?’

(to fépgon)

the. ACCmoon.ACC

‘the moon’



Appendix A: Information structure questionnaires

351

(32) Universal quantifiers (‘all’ and ‘every’):

a. pios pai SO dZzamin?

who.NOM g0.3SG to.the. ACC mosque.ACC

‘Who goes to the mosque?’

([aL:1]1-Foc)

everyone. NOM

‘everyone’

. dzuma pios pai SO dzamin?
Friday day who.NOM g0.3SG to.the. ACC mosque?
‘Who goes to the mosque on Fridays?’

([aL:1]1-Foc)

everyone. NOM

‘everyone’

c. manayon i aisé pai S0 dZzamin?

only the. NOM  Ayse.NOMgo.3SG to.the. ACC mosque. ACC

‘Did only Ayse go to the mosque?’

([al:1]c-Foc)

everyone.NOM

‘everyone’
. pios pai sa paryare?

who.NOM g0.3SG to.the. ACC pastures. ACC

‘Who goes to the pastures?’

([aL:1]1-Foc)

everyone. NOM

‘everyone’
. dZzumartesi pios pai sa paryare?
Saturday who.NOM g0.3SG to.the. ACC pastures. ACC
‘Who goes to the pastures on Saturdays?’
([l:1]1-Foc)
everyone. NOM

‘everyone’
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. manayon 1 aisé pai sa paryare?
only the. NOM  Ayse.NOM go.3SG to.the. ACC pastures. ACC
‘Only Ayse goes to the pastures?’

([al:1]c-Foc)
everyone. NOM
‘everyone’
. pios epijen SO istambo6lin?

who.NOM say.Past.3SG to.the. ACC Istanbul. ACC
([kaniS]C-Foc)
no-one.NOM

‘no-one’

. Jetsén  sené pios epijen SO istambolin?

last year who.NOM go.Past.3SG to.the. ACC Istanbul. ACC
‘Who went to Istanbul last year?’

([kanis]c-Foc)

no-one. NOM

‘no-one’

i. uli epiyane SO istambolin?

everyone. NOM go.Past.3PL  to.the. ACC Istanbul. ACC
‘Everyone went to Istanbul.’

([kanis]c-Foc)

no-one. NOM

‘no-one’

j. pios epien sin injiltéran?

who.NOM go.Past.3SG  to.the. ACC England. ACC
([kaniS]C-Foc)
no-one. NOM

‘no-one’

. Jetsén  sené pios epien sin injiltéran?

last year who.NOM go.Past.3SG to.the. ACC England. ACC
‘Who went to England last year?’

([kanis]c-Foc)

no-one. NOM

‘no-one’



Appendix A: Information structure questionnaires 353

1. ali epiyane sin inyiltéran?
everyone. NOM go.Past.3PL  to.the. ACC England. ACC
‘Did everyone go to England?’

([kanis]c-Foc)
no-one. NOM
‘no-one’

m. pios es ospitin SO yorion?
who.NOM have.3SG house.ACCin.the. ACC village. ACC
‘Who has a house in the village?’

([aL:i]iFoc  / [kdOais]iroc / [kanis]c-Foc)
everyone.NOM every one.NOM no-one. NOM

‘everyone / everyone / no-one’

n. manay6on alis es ospitin SO yorion?
only Alis.NOM have.3SG house.ACCin.the. ACC village. ACC
‘Does only Alis have a house in the village?’

([al:1]c-Foc)
everyone. NOM
‘everyone’
o. ulii éyune ospitin SO yorion?

everyone. NOM have.3PL house.ACCto.the. ACC village. ACC
‘Does everyone have a house in the village?’
([kanis]c-Foc)
no-one. NOM
‘no-one’
p. pios en hastas?
who.NOM be.3SG ill.NOM
‘Who is ill?’
([kanis]c-Foc)
no-one. NOM

‘no-one’
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q. manayon alis epien SO kurbétin?

only Alis.NOM go.Past.3SG to.the. ACC abroad.ACC
‘Did only Alis go abroad?’
([al:a  t andrad®]c-roc)

alLNOM the NOM men.NOM

‘all the men’
. manayon o jasinis pai s okhil:in?
only the.NOM Yasinis.NOM go0.3SG to school. ACC

‘Does only Yasinis go to school?’
([ul:a ta yaroélae]c-rFoc)
alLNOM the. NOM children.NOM
‘all the children’
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5 The distribution of topics and foci

(33) DP-subject as C-Top and DP-object as C-Foc:

a. Question:
alis do epitSen?
Alis.NOM what.ACC do.Past.3SG
do ¢faen SO bairamin?
what.ACC eat.Past.3SG in.the. ACC Bayram.ACC
‘What did Alis do? What did he eat at Bayram?’

b. Answers:
val:ahi, ut§ ekséro alis do epitsen, ama ...
frankly NEG know.1SG Alis.NOM what. ACC do.Past.3SG but
‘Frankly, I don’t know about Alis, but ...’

(34) DP-object as C-Top and DP-subject as C-Foc:

a. Question:
0 tSorbas do ejéndo?
the. NOM  soup.NOM what. ACC happen.Past.3SG
aton kanis ¢faen a?
this ACC anyone.NOM eat.Past.3SG it. ACC
‘What about the soup? Has anyone eaten that?’

b. Answer:
val:ahi, ut§ ekséro 0 tSorbas do ejéndo, ama
frankly NEG know.1SG the. NOM soup.NOM what. ACC happen.Past.3SG but
‘Frankly, I don’t know about the soup, but ...’
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(35) Distrative verb; 10 as C-Foc and DO as C-Top:

b. Question:
1 antika tSe 1 sandafa
the.NOM antique. NOM and the.NOM chair.NOM
do ejéndo?
what. ACC happen.Past.3SG
0 pap"os tinan édocen a?
the.NOM grandfather NOM who.ACC give.Past.3SG it. ACC
‘What about the antique table and the chair? Who has your granddad bequeathed that
to?’

b. Answer:
val:ahi i antika do ejéndo
frankly the. NOM antique.NOM what. ACC happen.Past.3SG
ut§  ekséro, ama ...
NEG know.1SG but
‘Frankly, I don’t know about the antique table, but ...’

(36) Distrative verb; DO as C-Foc and 10 as C-Top:

b. Question:
0 tsiri ] do ejéndo?
the. NOM father.NOM you.POSS what. ACC happen.Past.3SG
0 pap"os do édocen aton?
the.NOM grandfather NOM what. ACC give.Past.3SG he.ACC
‘What about your dad? What has granddad bequeathed to him?’

b. Answer:
val:ahi o tsiri m do ejéndo
frankly the. NOM father NOM [.POSS what. ACC happen.Past.3SG
ut§  ekséro, ama ...
NEG know.1SG but
‘Frankly, I don’t know about my dad, but ...’
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(37) DP-object as C-Top and DP-subject as I-Foc:

a. Question:
tsi birjylis t adélfe
the. GENBIrgii. GEN  the. NOM  siblings. NOM
d epikane SO partin?
what. ACC do.Past.3PL  at.the. ACC party. ACC
‘What did Birgiil’s siblings get to drink at the party?’

b. Answer:
val:ahi as a0élfz tes ut§  ekséro, ama ...
frankly from.the.ACC siblings. ACC she.POSS NEG know.1SG but
‘Frankly, I do not know about all her siblings but ...’
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Appendix B Focus interpretation constraint in Romeyka

1 Matrix declarative clauses in Romeyka

1.1 SVO

First, in a pragmatically unmarked SVO word order, the verb undergoes V°-to-T® movement,
while a » feature is associated with the EF of the phase head C°, resulting in the left dislocation
of the DP-subject (see (1) and (2)):
(1) [cp DP-subject C° [tp verb; [ve [ve & DP-object]]]]
(2) CP
DP-subject C’
(o TP

T’

verb; vP

ti A%

DP-object
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For (1) and (2), the Spell-Out rule in (3) is applied:
(3) a. PFsz =PF; x PF, x PF3
b. PFx=CP x TP x VP
c. PFs = {DP-subject} x {verb} x {DP-object}
For (1) and (2), the Transfer rule in (4) is applied:
(4) a. LFs=LF; xLF; xLF;
b. LFx=CP x TP x VP
c. LFs = {DP-subject} x {verb} x {DP-object}
The semantic interpretation of (4) would be like the one in (5):
(5) {3e (Agent (e, DP-subject) & Theme (e, DP-object)) | e is a verb}

Consider the clause in (6):

(6) Romeyka:

0 mustafas epeLEpsen to yorafin.

the. NOM Mustafas. NOM put.fertiliser.Past.3SG the.ACCfield. ACC

‘Mustafas put fertiliser on the field.’
(S01; 150703 _0040; 02:16)

In the clause in (6), the verb epl@psen ‘he put fertiliser’ undergoes V°-to-T? movement, while

a " feature is associated with the EF of the phase head C°, resulting in the left dislocation of

the DP-subject o mustafas ‘Mustafas’ (see (7) and (8)):

(7)  [cp o mustafas C [rp epeldpsen; [vp [vp & to yorafin]]]]
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(8) CP

0 mustafas C

C° TP

T’

epeleépsen;  vP

ti Vv’
to yorafin

For (7) and (8), the Spell-Out rule in (9) is applied:
(9) a. PFs=PF, x PF; x PF3

b. PFx=CP x TP x VP

c. PFs = {o mustafas} x {epel&psen} x {to yorafin}
For (7) and (8), the Transfer rule in (10) is applied:
(10) a. LFs=LF; x LF; x LF;

b. LFs=CP x TP x VP

c. LFs = {o mustafas} x {epel&psen} x {to yorafin}

The semantic interpretation of (10) would be like the one in (11):

(11) {3e (Agent (e, o mustafas) & Theme (e, to yorafin)) | e is epelepsen}
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Second, when the DP-subject is focused in an SVO word order, the verb undergoes a V°-to-T°
movement, while a » feature is associated with the [ud] features of T, which are inherited by

the phase head C°, resulting in the movement of the DP-subject to the [Spec, TP] (see (12) and
(13)):

(12) [cp C° [tp DP-subject verbi [v» [ve & DP-object]]]]

(13) CP

C’

C° TP

DP-subject T’

verb; vP

4 DP-object
For (12) and (13), the Spell-Out rule in (14) is applied:
(14) a. PFs=PF; x PF,

b. PFx=TP x VP
c. PFs = <DP-subject, verb> x {DP-object}
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For (12) and (13), the Transfer rule (15) is applied:

(15) a. LFs=LF; x LF;
b. LFs=TP x VP
c. LFs = <DP-subject, verb> x {DP-object}

The semantic interpretation of (15) would be like the one in (16):

(16) a. {3e ([Agent (e, someone)]r & Theme (e, DP-object)) | e is a verb}
b. {3e ([Agent (e, DP-subject)]o & Theme (e, DP-object)) | e is a verb}

Consider the clause in (17):

(17) Romeyka:
[0 mehMEtis]roc  ayorasen to biljisajarin.
the NOM Mehmetis. NOM buy.Past.3SG the. ACC computer. ACC
‘Alis bought the computer.’
(SO1; 150703 _0040; 05:32)

In the clause in (17), the verb aydrasen ‘he bought’ undergoes a V°-to-T° movement, while a
A feature is associated with the [u¢] features of T, which are inherited by the phase head C°,
resulting in the movement of the DP-subject o mehmeétis ‘Mehmetis’ to the [Spec, TP] (see (18)
and (19)):

(18) [cp C° [tp 0 mehmétis ayoOrasen; [vp [ve 4 to biljisajarin]]]]
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(19) CP

C° TP

o mehmétis T’

ayorasen; vP

V’
f to biljisajarin

For (18) and (19), the Spell-Out rule in (20) is applied:
(20) a. PFs=PF; x PF,

b. PFx=TP x VP

c. PFs = <o mehmétis, ayorasen> x {to biljisajarin}
For (18) and (19), the Transfer rule (21) is applied:
(21) a. LFs=LF; x LF;

b. LFs=TP x VP

c. LFs = <o mehmétis, ayorasen> x {to biljisajarin}

The semantic interpretation of (21) would be like the one in (22):

(22) a. {3e ([Agent (e, someone)]r & Theme (e, to biljisajarin)) | e is a ayorasen}

c. {Je ([Agent (e, 0 mehmétis)]o & Theme (e, to biljisajarin)) | e is a ayorasen}
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1.2 SOV

First, when the DP-object is focused in an SOV word order, the verb undergoes a V°-to-T°
movement, while a * feature is associated with the c-selection feature of V°, which is inherited
by the phase head v°, resulting in the movement of the DP-object to the [Spec, VP]. The »
feature is then spread to v, triggering movement of the VP to the [Spec, vP]. Finally, the »
feature is spread to T°, triggering movement of the vP to the [Spec, TP] (see (22) and (23)):

(23) [cp DP-subject C° [1p [vp [ve DP-object; # £]] verbi]]

(24) CP

DP-subject C’

c? TP
vP T
VPy v’ verb; t
DP-object;  V’v° I
li Z;

For (22) and (23), the Spell-out rule in (25) is applied:

(25) a. PFs=PF; x PF,
b. PFs=CP x TP
c. PFsz = {DP-subject} x <DP-object, verb>
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For (22) and (23), the Transfer rule in (26) is applied:
(26) a. LFs=LF; x LF;

b. LFs=CP x TP

c. LFz = {DP-subject} x <DP-object, verb>

The semantic interpretation of (26) would be like the one in (27):

(27) a. {3e (Agent (e, DP-subject) & [Theme (e, someone)]r) | € is a verb}
b. {3e (Agent (e, DP-subject) & [Theme (e, DP-object)]o) | € is a verb}

Consider the clause in (28):

(28) Romeyka:

alis [ti MAnan at]roc efilisen.
Alis. NOM the. ACCmother. ACC his kiss.Past.3SG
‘Alis kissed his mother.’

(S01; 150702_0013; 06:08)

In the clause in (28), the verb efilisen ‘he kissed” undergoes a V-to-T° movement, while a »
feature is associated with the c-selection feature of VO, which is inherited by the phase head v°,
resulting in the movement of the DP-object #i mdnan at ‘his mother’ to the [Spec, VP]. The *
feature is then spread to v, triggering movement of the VP to the [Spec, vP]. Finally, the »
feature is spread to T°, triggering movement of the vP to the [Spec, TP] (see (29) and (30)):

(29) [cp alis C° [rp [ [vp ti manan at; # #]] efilisen;]]
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(30) CP
alis C
C? TP
vP T
VP v’ efilisen; 4
ti mananat; 'V’ v° I
li Z;

For (29) and (30), the Spell-out rule in (31) is applied:

(31) a. PFz =PF; x PF»
b. PFx=CP x TP

c. PFs = {alis} x <ti ménan at, efilisen>
For (29) and (30), the Transfer rule in (32) is applied:
(32) a. LFs=LF; x LF»

b. LFs=CP x TP

c. LFs = {alis} x <ti manan at, efilisen>

The semantic interpretation of (32) would be like the one in (33):

(33) a. {3e (Agent (e, alis) & [Theme (e, someone)]r) | e is efilisen}
b. {3e (Agent (e, alis) & [Theme (e, ti manan at)]o) | e is efilisen}

Second, when both the DP-subject and the DP-object are focused in an SOV word order, the
verb undergoes a V°-to-T° movement, while a » feature is associated with the c-selection

feature of V°, which is inherited by the phase head v, resulting in the movement of the DP-
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object to the [Spec, VP]. The  feature is then spread to v°, triggering movement of the VP to
the [Spec, vP]. Finally, the » feature is spread to TY, triggering movement of the vP to the [Spec,
TP] (see (34) and (35)):

(34) [cp DP-subject C° [1p [vp [ve DP-object; # £]] verbi]]

(35) CP

DP-subject C’

c? TP
vP T
VP v’ verb; t
DP-object;  V’v° f
li L5

For (34) and (35), the Spell-out rule in (36) is applied:

(36) a. PFz =PF; x PF»
b. PFs=CP x TP
c. PFsz = {DP-subject} x <DP-object, verb>

For (34) and (35), the Transfer rule in (37) is applied:

(37) a. LFs=LF; x LF»

b. LFz=CP x TP
c. LFz = {DP-subject} x <DP-object, verb>
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The semantic interpretation of (37) would be like the one in (38):

(38) a. {3e[(Agent (e, someone)]r & [Theme (e, something)]r) | e is a verb}
b. {3e [(Agent (e, DP-subject)]o & [Theme (e, DP-object)]o) | e is a verb}

Consider the clause in (39):

(39) Romeyka:
[0 mehMEtis]roc  [araPAn]rocayorasen.
the. NOM Mehmetis. NOM car. ACC buy.Past.3SG
‘Mehmetis bought a car.’

(SO1; 150703_0042; 07:39)

In the clause in (39), the verb aydrasen ‘he bought’ undergoes a V°-to-T° movement, while a
A feature is associated with the c-selection feature of VO, which is inherited by the phase head
v, resulting in the movement of the DP-object arapdn ‘car’ to the [Spec, VP]. The " feature is
then spread to v°, triggering movement of the VP to the [Spec, vP]. Finally, the » feature is
spread to TY, triggering movement of the vP to the [Spec, TP] (see (40) and (41)):

(40) [cp o mehmétis C° [1p [vp [vp arapan; ¢ £]] ayorasen;]]

(41) CP

o mehmétis C’

C? TP
vP; T
VPg v’ ayorasen; 1
arapan;  V’v° t

li L5
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For (40) and (41), the Spell-Out rule in (42) is applied:
(42) a. PFs=PF, x PF,

b. PFs=CP x TP

c. PFsz = {o mehmétis} x <arapan, ayOrasen>
For (40) and (41), the Transfer rule (43) is applied:
(43) a. LFs=LF; x LF»

b. LFs=CP x TP

c. LFs = {0 mehmétis} x <arapan, ayorasen>

The semantic interpretation of (43) would be like the one in (44):

(44) a. {3e ([Agent (e, someone)]r & [Theme (e, something)]r) | € is aydrasen}

b. {3e ([Agent (e, 0o mehmétis)]o & [Theme (e, arapan)]o) | e is ayorasen}

1.3 OSV

In an OSV word order, the DP-subject is focused and the DP-object is topicalised. The verb

undergoes a V°-to-T° movement, while a » feature is associated with the [u] features of T°,

which are inherited by the phase head C°, resulting in the movement of the DP-subject to the

[Spec, TP]. Moreover, a * feature is associated with the EF of the phase head C°, giving rise to

the left dislocation of the DP-object (see (45) and (46)):

(45) [cp DP-objectj C° [tp DP-subject verbi [ [ve £ £]]]]
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(46) CP

DP-object; C’

C° TP

DP-subject T’

verb; vP

li Il

For (45) and (46), the Spell-Out rule in (47) is applied:
(47) a. PFz =PF; x PF»

b. PFs=CP x TP

c. PFsz = {DP-object} x <DP-subject, verb>
For (45) and (46), the Transfer rule in (48) is applied:
(48) a. LFs=LF; x LF»

b. LFs=CP x TP

c. LFz = {DP-object} x <DP-subject, verb>

The semantic interpretation of (48) would be like the one in (49):

(49) a. {3e ([Agent (e, someone)]r & Theme (e, DP-object)) | e is a verb}
b. {3e ([Agent (e, DP-subject)]o & Theme (e, DP-object)) | e is a verb}
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Consider the clause in (50):
(50) Romeyka:
tin aisén [0 dohTOris]rec epiren.
the. ACCAyse.ACC the. NOM doctor. NOM marry.Past.3SG

“The doctor married Ayse.’
(SO1; 140102_0008; 01:15)

In the clause in (50), the verb epiren ‘he married’ undergoes a V°-to-T° movement, while a »
feature is associated with the [ud] features of T, which are inherited by the phase head C°,
resulting in the movement of the DP-subject o dohtoris ‘the doctor’ to the [Spec, TP].
Moreover, a ” feature is associated with the EF of the phase head C°, giving rise to the left
dislocation of the DP-object DP-object tin aisén ‘Ayse’ (see (51) and (52)):
(51) [cp tin aisén; C° [tp 0 dohtdris epiren; [ve [ve & £]]]]
(52) CP

tin aisén; C’

C? TP

0 dohtoris T

epiren; vP

li L5
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For (51) and (52), the Spell-Out rule in (53) is applied:
(53) a. PFz =PF; x PF»

b. PFs=CP x TP

c. PFs = {tin ai§én} x <o dohtoris, epiren>
For (51) and (52), the Transfer rule in (54) is applied:
(54) a. LFs=LF; x LF»

b. LFs=CP x TP

c. LFs = {tin ai8én} X <o dohtoris, epiren>

The semantic interpretation of (54) would be like the one in (55):

(55) a. {3e ([Agent (e, someone)]r & (Theme (e, tin aisén)) | e is epiren}
c. {Je ([Agent (e, o dohtoris)]o & (Theme (e, tin ai$én)) | e is epiren}
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2 Subordinate declarative clauses in Romeyka
2.1 SOV

First, in a pragmatically unmarked SOV word order, the verb undergoes a V°-to-T° movement,
while a ” feature is associated with the c-selection feature of VO, which is inherited by the phase
head v°, resulting in the movement of the DP-object to the [Spec, VP]. The * feature is then
spread to v°, triggering movement of the VP to the [Spec, vP]. Finally, the » feature is spread
to TY, triggering movement of the vP to the [Spec, TP] (see (56) and (57)). In this case, the »

feature has not internal semantic structure (see 7.3 for a detailed discussion):

(56) [cp DP-subject C° [1p [vp [ve DP-object; # £]] verbi]]

(57) CP

DP-subject C’

C? TP
vP T
VPy v’ verb; t
DP-object;  V’v° t
li L5

For (56) and (57), the Spell-out rule in (58) is applied:

(58) a. PFz =PF; x PF»
b. PFs=CP x TP
c. PFsz = {DP-subject} x <DP-object, verb>
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For (56) and (57), the Transfer rule (59) is applied:

(59) a. LFs=LF; x LF»
b. LFs=CP x TP
c. LFz = {DP-subject} x <DP-object, verb>

The semantic interpretation of (59) would be like the one in (60):

(60) {3Je (Agent (e, DP-subject) & Theme (e, DP-object)) | e is a verb}

Consider the clause in (61):

(61) Romeyka:
ey6o 0aRO, alis pol:a omorfa  chithape  eyUjepsen.
I think.1SG Alis.NOM many.ACC nice. ACC books.ACCread.Past.3SG
‘I think that Alis read many nice books.’
(SO1; 812_0059; 00:20)

In the clause in (61), the verb eyujepsen ‘he read’ undergoes a V-to-T® movement, while a »
feature is associated with the c-selection feature of VO, which is inherited by the phase head v°,
resulting in the movement of the DP-object c’itapce ‘books’ to the [Spec, VP]. The * feature
is then spread to v°, triggering movement of the VP to the [Spec, vP]. Finally, the » feature is
spread to TY, triggering movement of the vP to the [Spec, TP] (see (62) and (63)). In this case,

the ” feature has not internal semantic structure (see 7.3 for a detailed discussion):

(62) [cp alis C° [1p [vp [ve chithdpee; 4 4]] extjepseni]]
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(63) CP
alis C
C? TP
vP T
VP« v’ eyujepsen; f
chithdpae; Vo f
li L5

For (62) and (63), the Spell-out rule in (64) is applied:
(64) a. PFz =PF; x PF»
b. PFx=CP x TP
c. PFx = {alis} x <chithdpee, eyujepsen>
For (62) and (63), the Transfer rule (65) is applied:
(65) a. LFs=LF; x LF»
b. LFs=CP x TP
c. LFs = {alis} x <chithapae, eyujepsen>
The semantic interpretation of (65) would be like the one in (66):
(66) {3Je (Agent (e, alis) & Theme (e, chithape)) | e is eyujepsen}
Second, when the DP-object is focused in an SOV word order, the verb undergoes a V°-to-T°

movement, while a * feature is associated with the c-selection feature of V°, which is inherited

by the phase head v°, resulting in the movement of the DP-object to the [Spec, VP]. The »
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feature is then spread to v, triggering movement of the VP to the [Spec, vP]. Finally, the »
feature is spread to TY, triggering movement of the vP to the [Spec, TP] (see (67) and (68)):

(67) [cp DP-subject C° [1p [vp [ve DP-object; # £]] verbi]]

(68) CP

DP-subject C’

c? TP
vP T
VPy v’ verb; t
DP-object;  V’v° f
li L5

For (67) and (68), the Spell-out rule (69) is applied:

(69) a. PFz =PF; x PF»
b. PFs=CP x TP
c. PFsz = {DP-subject} x <DP-object, verb>

For (67) and (68), the Transfer rule (70) is applied:
(70) a. LFs=LF; x LF»

b. LFz=CP x TP
c. LFz = {DP-subject} x <DP-object, verb>
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The semantic interpretation in (70) would be like the one in (71):

(71) a. (3e (Agent (e, DP-subject) & [Theme (e, someone)]r) | e is a verb}
b. (3e (Agent (e, DP-subject) & [Theme (e, DP-object)]o) | e is a verb}

Consider the clause in (72):

(72) Romeyka:
0 mohal:imis  Ipen,
the. NOM teacher.NOM say.Past.3SG
1 Jylsén [aTEnan]ro. ut§ ayapa.
the.NOM Giilsen.NOM she.ACC NEG love.3SG
‘The teacher said that Giilsen doesn’t like her.’

In the clause in (72), when the DP-object aténan ‘her’ is focused in an SOV word order, the
verb utS ayapa ‘she doesn’t like’ undergoes a V°-to-T° movement, while a » feature is
associated with the c-selection feature of VO, which is inherited by the phase head v°, resulting
in the movement of the DP-object aténan ‘her’ to the [Spec, VP]. The » feature is then spread
to v9, triggering movement of the VP to the [Spec, vP]. Finally, the » feature is spread to T°,
triggering movement of the vP to the [Spec, TP] (see (73) and (74)):

(73) [cpigylsén CO [rp [vp [vp aténan; £ £]] uts ayapai]]
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(74) CP
iyylsén  C
C TP
vP T
VPg v’ ut§ ayapd; 4
aténan; A\ t
li L5

For (73) and (74), the Spell-out rule (75) is applied:

(75) a. PFz =PF; x PF»
b. PFx=CP x TP

c. PFs = {ijylsén} X <aténan, ut§ ayapa>

For (73) and (74), the Transfer rule (76) is applied:

(76) a. LFs=LF; x LF»
b. LFs=CP x TP

c. LFs = {ijylsén} x <aténan, ut§ ayapa>

The semantic interpretation in (76) would be like the one in (77):

(77) a. (3e (Agent (e, 1 yylsén) & [Theme (e, someone)]r) | € is uts ayapa}
b. (3e (Agent (e, i Jylsén) & [Theme (e, aténan)]o) | e is uts ayapa}

Third, when both the DP-subject and the DP-object are focused in an SOV word order, the verb
undergoes a V°-to-T? movement, while a » feature is associated with the c-selection feature of

VO, which is inherited by the phase head v°, resulting in the movement of the DP-object to the
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[Spec, VP]. The " feature is then spread to v, triggering movement of the VP to the [Spec, vP].
Finally, the » feature is spread to T°, triggering movement of the vP to the [Spec, TP] (see (78)
and (79)):

(78) [cp DP-subject C° [1p [vp [ve DP-object; # £]] verbi]]

(79) CP

DP-subject C’

c? TP
vP T
VP v’ verb; t
DP-object;  V’v° f
li L5

For (78) and (79), the Spell-out rule (80) is applied:

(80) a. PFz =PF; x PF»
b. PFs=CP x TP
c. PFsz = {DP-subject} x <DP-object, verb>

For (78) and (79), the Transfer rule (81) is applied:

(81) a. LFs=LF; x LF»

b. LFz=CP x TP
c. LFz = {DP-subject} x <DP-object, verb>
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The semantic interpretation in (81) would be like the one in (82):

(82) a. {3e[(Agent (e, someone)]r & [Theme (e, something)]r) | e is a verb}
b. {3e [(Agent (e, DP-subject)]o & [Theme (e, DP-object)]o) | e is a verb}

Consider the clause in (83):

(83) Romeyka:
eyo pa 1éyo se,
LNOM PRT say.1SGyou. ACC
[0 mehMEtis]roc  [araPAN]Jroc  ayOrasen.
the. NOM Mehmetis. NOM car.ACC buy.Past.3SG
‘I tell you that Mehmetis bought a car.’
(SO01; 150703 _0042; 08:20)

In the clause in (83), the verb aydrasen ‘he bought’ undergoes a V°-to-T° movement, while a
A feature is associated with the c-selection feature of VO, which is inherited by the phase head
v, resulting in the movement of the DP-object arapdn ‘car’ to the [Spec, VP]. The " feature is
then spread to v°, triggering movement of the VP to the [Spec, vP]. Finally, the * feature is
spread to TY, triggering movement of the vP to the [Spec, TP] (see (84) and (85)):

(84) [cp o mehmétis C° [1p [vp [vp arapan; ¢ £]] ayorasen;]]
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(85) CP

o mehmétis C’

c? TP
vP; T
VPg v’ ayorasen; 1
arapan;  V’v° f
li L5

For (84) and (85), the Spell-out rule (86) is applied:
(86) a. PFz =PF; x PF»

b. PFs=CP x TP

c. PFs = {o mehmétis} x <arapan, aydrasen>
For (84) and (85), the Transfer rule (87) is applied:
(87) a. LFs=LF; x LF»

b. LFs=CP x TP

c. LFs = {0 mehmétis} x <arapan, ayorasen>

The semantic interpretation in (87) would be like the one in (88):

(88) a. {3e[(Agent (e, someone)]r & [Theme (e, something)]r) | € is aydrasen}
b. {3e [(Agent (e, 0o mehmétis)]o & [Theme (e, arapan)]o) | € is ayorasen}
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2.2 OSV
When in an OSV word order the DP-subject is focused and the DP-object is topicalised, the
verb undergoes a V°-to-T° movement, while a * feature is associated with the [u¢] features of
T, which are inherited by the phase head CY, resulting in the movement of the DP-subject to
the [Spec, TP]. Moreover, a » feature is associated with the EF of the phase head C°, giving
rise to the left dislocation of the DP-object (see (89) and (90)):
(89) [cp DP-objectj C° [tp DP-subject verb; [vwe [ve £ £]1]]]
(90) CP

DP-object; C’

C? TP

DP-subject T’

verb; vP

li L5
For (89) and (90), the Spell-Out rule in (91) is applied:
(91) a. PFz =PF; x PF»

b. PFx=CP x TP
c. PFs = {DP-subject} x <DP-subject, verb>
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For (89) and (90), the Transfer rule in (92) is applied:

(92) a. LFs=LF; x LF»
b. LFs=CP x TP
c. LFz = {DP-subject} x <DP-subject, verb>

The semantic interpretation of (92) would be like the one in (93):

(93) a. {3e (Theme (e, DP-object) & [Agent (e, someone)]r) | e is a verb}
b. {3e (Theme (e, DP-object) & [Agent (e, DP-subject)]o) | € is a verb}

Consider the clause in (94):

(94) Romeyka:
0
the. NOM
aténan

she. ACC

mohal:imis  ipen,

teacher. NOM say.Past.3SG

[i JyISENJroc  ut§  ayapa.
the. NOM Giilsen.NOM NEG love.3SG

‘The teacher said that Giilsen doesn’t like her.’
(S07; 812_0065; 05:01)

In the clause in (94), the verb uts ayapd ‘she doesn’t like’ undergoes a V%-to-T® movement,

while a ” feature is associated with the [u] features of T° which are inherited by the phase

head C° resulting in the movement of the DP-subject i zylsén ‘Giilsen’ to the [Spec, TP].

Moreover, a ” feature is associated with the EF of the phase head C°, giving rise to the left

dislocation of the DP-object aténan ‘her’ (see (95) and (96)):

(95) [cp aténanj C° [rp i yylsén uts ayapai [ve [ve £ 5]]]]
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(96) CP
aténan; C
C° TP
ijylsén T’
ut$ ayapa; vP

li Il

For (95) and (96), the Spell-Out rule in (97) is applied:
(97) a. PFz =PF; x PF»

b. PFs=CP x TP

c. PFs = {aténan} x <i yylsén, ut§ ayapa>
For (95) and (96), the Transfer rule in (98) is applied:
(98) a. LFs=LF; x LF»

b. LFs=CP x TP

c. LFs = {aténan} x <i yylsén, ut§ ayapa>

The semantic interpretation of (98) would be like the one in (99):

(99) a. {3e[Agent (e, someone)]r & (Theme (e, aténan)) | e is uts ayapd}
b. {Je[Agent (e, ijylsén)]o & (Theme (e, aténan)) | e is uts ayapd}
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3 Direct questions in Romeyka
3.1 Direct yes/no questions in Romeyka

3.1.1 SVO
When the DP-subject is focused in an SVO yes/no question, the verb undergoes a V°-to-T°
movement, while a » feature is associated with the [ud] features of T, which are inherited by
the phase head C°, resulting in the movement of the DP-subject to the [Spec, TP] (see (100)
and (101)):
(100) [cp C° [tp DP-subject verb; [ve [ve & DP-object]]]]
(101) CP
C’
C? TP

DP-subject T’

verb; vP

4 DP-object
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For (100) and (101), the Spell-Out rule in (102) is applied:

(102) a. PFs=PF; x PF,
b. PFs=TP x VP
c. PFs = <DP-subject, verb> x {DP-object}

For (100) and (101), the Transfer rule in (103) is applied:

(103)a. LFs=LF; x LF;
b. LFs=TP x VP
c. LFs = <DP-subject, verb> x {DP-object}

The semantic interpretation of (103) would be like the one in (104):

(104) a. {3e ([Agent (e, someone)]r & Theme (e, object)) | e is a verb}
b. {3e ([Agent (e, DP-subject)]o & Theme (e, object)) | e is a verb}

Consider the clause in (105):

(105) Romeyka:
[i Nife]roc efaisen ti mamika?
the. NOM daughter-in-law.NOM feed.Past.3SG the. ACCmother-in-law.ACC
‘Did the mother-in-law feed her mother-in-law?’

(S01; 150702_0013; 13:53)

In the clause in (105), the verb efdisen ‘she fed’ undergoes a V°-to-T° movement, while a »
feature is associated with the [ud] features of T, which are inherited by the phase head C°,
resulting in the movement of the DP-subject i nife ‘the daughter-in-law’ to the [Spec, TP] (see
(106) and (107)):

(106) [cp C° [1p i nife efaisen; [vp [vp £ ti mamika]]]]
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(107) CP

C° TP

1 nife T

efaisen; vP

4 ti mamika

For (106) and (107), the Spell-Out rule in (108) is applied:
(108) a. PFz =PF; x PF»

b. PFx=TP x VP

c. PFs = <inife, efaisen> x {ti mamika}
For (106) and (107), the Transfer rule in (109) is applied:
(109)a. LFs=LF; x LF;

b. LFs=TP x VP

c. LFs = <inife, efdisen> x {ti mamika}

The semantic interpretation of (109) would be like the one in (110):

(110)a. {3e ([Agent (e, someone)]r & Theme (e, ti mamika)) | e is efdisen}
b. {3e ([Agent (e, i nife)]o & Theme (e, ti mamika)) | e is efdisen}
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3.1.2 SOV

First, when the DP-object is focused in an SOV yes/no question, the verb undergoes a V-to-
T° movement, while a » feature is associated with the c-selection feature of V°, which is
inherited by the phase head v°, resulting in the movement of the DP-object to the [Spec, VP].
The ~ feature is then spread to v°, triggering movement of the VP to the [Spec, vP]. Finally,
the » feature is spread to T°, triggering movement of the vP to the [Spec, TP] (see (111) and

(112)):

(111) [cp DP-subject C° [tp [vp [ve DP-object; £ £]] verbi]]

(112) CP

DP-subject C’

C? TP
vP T
VPy v’ verb; t
DP-object;  V’v° t
li L5

For (111) and (112), the Spell-out rule in (113) is applied:

(113)a. PFs=PF; x PF,
b. PFs=CP x TP
c. PFsz = {DP-subject} x <DP-object, verb>
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For (111) and (112), the Transfer rule in (114) is applied:

(114)a. LFs=LF; x LF;
b. LFs=CP x TP
c. LFz = {DP-subject} x <DP-object, verb>

The semantic interpretation of (114) would be like the one in (115):

(115)a. {3e (Agent (e, DP-subject) & [Theme (e, something)]r) | € is a verb}
b. {3e (Agent (e, DP-subject) & [Theme (e, object)]o) | € is a verb}

Consider the clause in (116):

(116) Romeyka:
esis [ta tsuPAda]roc  Oerizete?
you.NOM the. ACCcorn.ACC harvest.2PL
‘Do you harvest the corn?’

(S07; 812_0067; 01:58)

In the clause in (116), the verb Oerizete ‘you harvest’ undergoes a V°-to-T° movement, while
a " feature is associated with the c-selection feature of V°, which is inherited by the phase head
v, resulting in the movement of the DP-object fa tsupddee ‘the corn’ to the [Spec, VP]. The »
feature is then spread to v, triggering movement of the VP to the [Spec, vP]. Finally, the »
feature is spread to T°, triggering movement of the vP to the [Spec, TP] (see (117) and (118)):

(117) [cp esis C° [tp [ve [vp ta tsupadee; 4 £]] Oerizetei]]
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(118) CP
esis C
c? TP
vP T
VP v’ Oerizetei 4
ta tsupade; V’v° f
li L5

For (117) and (118), the Spell-out rule in (119) is applied:

(119)a. PFs=PF; x PF,
b. PFz = CP x TP

c. PFx = {esis} x <ta tsupade, Oerizete>
For (117) and (118), the Transfer rule in (120) is applied:
(120)a. LFs=LF; x LF;

b. LFs=CP x TP

c. LFs = {esis} x <ta tsupade, Oerizete>

The semantic interpretation of (120) would be like the one in (121):

(121)a, {3e (Agent (e, esis) & [Theme (e, something)]r) | e is ferizete}
b. {3e (Agent (e, esis) & [Theme (e, ta tsupade)]o) | e is Oerizete}

Second, when both the DP-subject and the DP-object are focused in an SOV yes/no question,
the verb undergoes a V°-to-T® movement, while a » feature is associated with the c-selection

feature of V°, which is inherited by the phase head v, resulting in the movement of the DP-
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object to the [Spec, VP]. The  feature is then spread to v°, triggering movement of the VP to
the [Spec, vP]. Finally, the » feature is spread to TY, triggering movement of the vP to the [Spec,
TP] (see (122) and (123)):

(122) [cp DP-subject C° [tp [vp [ve DP-object; £ £]] verbi]]

(123) CP

DP-subject C’

c? TP
vP T
VP v’ verb; t
DP-object;  V’v° f
li L5

For (122) and (123), the Spell-out rule in (124) is applied:

(124) a. PFs=PF; x PF,
b. PFs=CP x TP
c. PFsz = {DP-subject} x <DP-object, verb>

For (122) and (123), the Transfer rule in (125) is applied:

(125)a. LFs=LF; x LF;

b. LFz=CP x TP
c. LFz = {DP-subject} x <DP-object, verb>
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The semantic interpretation in (125) would be like the one in (126):

(126) a. {3e [(Agent (e, someone)]r & [Theme (e, something)]r) | e is a verb}
b. {3e [(Agent (e, DP-subject)]o & [Theme (e, DP-object)]o) | e is a verb}

Consider the clause in (127):

(127) Romeyka:
[eSISTroc  [ta tsuPAda]roc  Oerizete?
you.NOM the. ACCcorn.ACC harvest.2PL
‘Do you harvest the corn?’

(S07; 812_0067; 02:14)

In the clause in (127), the verb Oerizete ‘you harvest’ undergoes a V°-to-T° movement, while
a " feature is associated with the c-selection feature of V°, which is inherited by the phase head
v, resulting in the movement of the DP-object fa tsupddee ‘the corn’ to the [Spec, VP]. The »
feature is then spread to v, triggering movement of the VP to the [Spec, vP]. Finally, the »
feature is spread to T°, triggering movement of the vP to the [Spec, TP] (see (128) and (129)):

(128) [cp esis C° [tp [ve [vp ta tsupadee; 4 £]] Oerizetei]]
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(129) CP
esis C
c? TP
vP T
VP v’ Oerizetei 4
ta tsupade; V’v° f
li L5

For (128) and (129), the Spell-out rule in (130) is applied:
(130) a. PFs=PF; x PF,

b. PFs=CP x TP

c. PFx = {esis} x <ta tsupade, Oerizete>
For (128) and (129), the Transfer rule in (131) is applied:
(131)a. LFs=LF; x LF;

b. LFs=CP x TP

c. LFz = {esis} x <ta tsupdd, Oerizete>

The semantic interpretation in (131) would be like the one in (132):

(132)a. {3e [(Agent (e, someone)] & [Theme (e, something)]r) | e is ferizete}
b. {3e [(Agent (e, esis)] & [Theme (e, ta tsupade)]o) | e is Herizete}



Appendix B: Focus interpretation constraint in Romeyka 395

3.1.3 OSV
When the DP-subject is focused and the DP-object is topicalised in an OSV yes/no question,
the verb undergoes a V°-to-T° movement, while a » feature is associated with the [u¢] features
of TY, which are inherited by the phase head C°, resulting in the movement of the DP-subject
to the [Spec, TP]. Moreover, a ” feature is associated with the EF of the phase head C°, giving
rise to the left dislocation of the DP-object (see (133) and (134)):
(133) [cp DP-objectj C° [tp DP-subject verbi [ve [ve £ £]]]]
(134) CP

DP-object; C’

C? TP

DP-subject T’

verb; vP

li L5
For the (133) and (134), the Spell-Out rule (135) is applied:
(135)a. PFs=PF; x PF,

b. PFx=CP x TP
c. PFsz = {DP-object} x <DP-subject, verb>
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For the (133) and (134), the Transfer rule (136) is applied:

(136)a. LFs=LF; x LF;
b. LFs=CP x TP
c. LFz = {DP-object} x <DP-subject, verb>

The semantic interpretation of (136) would be like the one in (137):

(137)a. {3e (Theme (e, DP-object) & [Agent (e, someone)]r) | e is a verb}
b. {3e (Theme (e, DP-object) & [Agent (e, DP-subject)]o) | e is a verb}

Consider the clause in (138):

(138) Romeyka:
atod [0 meHMEtis]roe  éndZen a?
this, ACC the NOM Mehmetis. NOM bring.Past.3SG it ACC
‘Did Mehmetis bring that?’
(SO1; 150703 _0042; 06:36)

In the clause in (138), the verb éndZen ‘he brought’ undergoes a V°-to-T° movement, while a
A feature is associated with the [u¢] features of T, which are inherited by the phase head C°,
resulting in the movement of the DP-subject o mehmétis ‘Mehmetis’ to the [Spec, TP].
Moreover, a ” feature is associated with the EF of the phase head C°, giving rise to the left

dislocation of the DP-object ato ‘this’ (see (139) and (140)):

(139) [cp ato;j C° [tp kanis éndzen; [ve [ve & £]]]]
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(140) CP

ato j c

C° TP

o mehmétis T’

éndzen; vP

li Il

For the (139) and (140), the Spell-Out rule (141) is applied:
(141)a. PFs=PF; x PF,

b. PFs=CP x TP

c. PFx = {at6} x <o mehmétis, éndzen>
For the (139) and (140), the Transfer rule (142) is applied:
(142)a. LFs=LF; x LF;

b. LFs=CP x TP

c. LFz = {atd} x <o mehmétis, éndzen>

The semantic interpretation of (142) would be like the one in (143):

(143) a. {3e (Theme (e, atd) & [Agent (e, someone)]r) | e is éndzZen}
b. {3e (Theme (e, atd) & [Agent (e, o mehmétis)]o) | e is éndzen}
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3.2 Direct wh-questions in Romeyka
3.2.1 SVO

When the subject is a wh-phrase in an SVO wh-question, the verb undergoes a V°-to-T°
movement, while a » feature is associated with the [u¢] features of T, which are inherited by
the phase head C, resulting in the movement of the wh-phrase to the [Spec, TP] (see (144) and
(145)):

(144) [cp C° [tp wh-phrase verbi [vp [ve i DP-object]]]]

(145) CP
C
C? TP
wh-phrase T
verb; vP

4 DP-object

For (144) and (145), the Spell-Out rule in (146) is applied:

(146) a. PFs = PF; x PF,

b. PFx=TP x VP
c. PFs = <wh-phrase, verb> x {DP-object}
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For (144) and (145), the Transfer rule in (147) is applied:
(147)a. LFs=LF; x LF;
b. LFs=TP x VP
c. LFs = <wh-phrase, verb> x {DP-object}
The semantic interpretation of (147) would be like the one in (148):

(148) {3e ([Agent (e, wh-phrase)]r & Theme (e, DP-object)) | e is a verb}

Consider the clause in (149):

(149) Romeyka:
[Plos]w,  edotsen tin kos:aran?
who.NOM give.Past.3SG the. ACChen.ACC
‘Who gave the hen?

(SO1; 812 _0093; 00:03)
In the clause in (149), the verb eddtsen ‘s/he gave’ undergoes a VO-to-T° movement, while a »
feature is associated with the [ud] features of T, which are inherited by the phase head C°,

resulting in the movement of the wh-phrase pios ‘who’ to the [Spec, TP] (see (150) and (151)):

(150) [cp C° [p pios ed0tSen; [vp [ve 4 tin kos:aran]]]]
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(151) CP

C° TP

pios T’

e0otsen; VP

ti tin kos:aran

For (150) and (151), the Spell-Out rule in (152) is applied:
(152) a. PFs=PF; x PF,

b. PFx=TP x VP

c. PFs = <pios, edotSen> x {tin kos:4&ran}
For (150) and (151), the Transfer rule in (153) is applied:
(153)a. LFs=LF; x LF;

b. LFs=TP x VP

c. LFs = <pios, eddtSen> x {tin kos:aran}

The semantic interpretation of (153) would be like the one in (154):

(154) {3e ([Agent (e, pios)]r & Theme (e, tin kos:aran)) | e is edotsen}
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3.2.2 SOV

First, when the object is a wh-phrase in an SOV wh-question, the verb undergoes a V°-to-T°
movement, while a * feature is associated with the c-selection feature of V°, which is inherited
by the phase head v°, resulting in the movement of the wh-phrase to the [Spec, VP]. The »
feature is then spread to v, triggering movement of the VP to the [Spec, vP]. Finally, the »
feature is spread to T°, triggering movement of the vP to the [Spec, TP] (see (155) and (156)):

(155) [cp DP-subject C° [1p [vp [ve wh-phrase; f; £]] verbi]]

(156) CP

DP-subject C’

c? TP
vP T
VP v’ verb; t
wh-phrase; Vv f
li L5

For (155) and (156), the Spell-out rule in (157) is applied:

(157)a. PFs=PF; x PF,
b. PFx=CP x TP
c. PFsz = {DP-subject} x <wh-phrase, verb>
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For (155) and (156), the Transfer rule in (158) is applied:

(158)a. LFs=LF; x LF
b. LFs=CP x TP
c. LFz = {DP-subject} x <wh-phrase, verb>

The semantic interpretation of (158) would be like the one in (159):
(159) {3e (Agent (e, DP-subject) & [Theme (e, wh-phrase)]r) | € is a verb}
Consider the clause in (160):
(160) Romeyka:
alis [DOynalw; ayorasen?
Alis. NOM what. ACC buy.Past.3SG

‘What did Alis buy?’
(SO1; 812_0056; 04:13)

In the clause in (160), the verb aydrasen ‘he bought’ undergoes a V°-to-T° movement, while a

A feature is associated with the c-selection feature of VO, which is inherited by the phase head

v, resulting in the movement of the wh-phrase ddyna ‘what’ to the [Spec, VP]. The " feature

is then spread to v°, triggering movement of the VP to the [Spec, vP]. Finally, the » feature is

spread to TY, triggering movement of the vP to the [Spec, TP] (see (161) and (162)):

(161) [cp alis C° [tp [v» [ve dOyna; £ £]] ayorasen;]]
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(162) CP
alis C
c? TP
vP; T
VPg v’ ayodrasen; 4
doyna; Vo fx
li L5
For (161) and (162), the Spell-out rule in (163) is applied:
(163)a. PFs=PF; x PF,
b. PFx=CP x TP
c. PFs = {alis} x <ddyna, ayérasen>
For (161) and (162), the Transfer rule in (164) is applied:
(164)a. LFs=LF; x LF;
b. LFz=CP x TP
c. LFs = {alis} x <doyna, ayorasen>
The semantic interpretation of (164) would be like the one in (165):
(165) {3e (Agent (e, alis) & [Theme (e, doyna)]r) | e is aydrasen}
Second, when both the subject and the object are wh-phrases in an SOV wh-question, the verb
undergoes a V°-to-T? movement, while a * feature is associated with the c-selection feature of

VO, which is inherited by the phase head v°, resulting in the movement of the wh-phrase ‘whom’

to the [Spec, VP]. The » feature is then spread to v, triggering movement of the VP to the
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[Spec, vP]. Finally, the  feature is spread to T°, triggering movement of the vP to the [Spec,
TP] (see (166) and (167)):

(166) [cp wh-phrase C° [tp [vp [ve wh-phrase; £ £j]] verbi]]

(167) CP

wh-phrase C

c? TP
vP T
VP v’ verb; t
wh-phrase; V'V f
li L5

For (166) and (167), the Spell-out rule in (168) is applied:
(168)a. PFs = PF; x PF,

b. PFs=CP x DP

c. PFs = {wh-phrase} x <wh-phrase, verb>
For (166) and (167), the Transfer rule in (169) is applied:
(169)a. LFs=LF; x LF;

b. LFs=CP x TP

c. LFs = {wh-phrase} x <wh-phrase, verb>

The semantic interpretation of (169) would be like the one in (170):

(170) {3e ([Agent (e, wh-phrase)]r & [Theme (e, wh-phrase)]r) | € is a verb}
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Consider the clause in (171):

(171) Romeyka:
[Pios]wn  [DOynalwi ayorasen?
who.NOM what. ACC buy.Past.3SG
‘Who bought what?’
(S01; 150703 _0042; 07:37)

In the clause in (171), the verb aydrasen ‘bought’ undergoes a V°-to-T° movement, while a »
feature is associated with the c-selection feature of VO, which is inherited by the phase head v°,
resulting in the movement of the wh-phrase doyna ‘what’ to the [Spec, VP]. The * feature is
then spread to v°, triggering movement of the VP to the [Spec, vP]. Finally, the * feature is
spread to TY, triggering movement of the vP to the [Spec, TP] (see (172) and (173)):

(172) [cp pios C° [1p [ve [ve dOyna; £ £]] ayorasen;]]

(173) CP
pios C
C? TP
vPi T
VPg v’ ayorasen; 1
doyna; Vo f

li L5
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For (172) and (173), the Spell-out rule in (174) is applied:
(174) a. PFs=PF; x PF,
b. PFz=CP x DP
c. PFs = {pios} x <ddyna, ayorasen>
For (172) and (173), the Transfer rule in (175) is applied:
(175)a. LFs=LF; x LF;
b. LFz=CP x TP
c. LFz = {pios} x <dbyna, ayérasen>
The semantic interpretation of (175) would be like the one in (176):

(176) {3e ([Agent (e, pios)]r & [Theme (e, doyna)]r) | e is ayorasen}

3.2.3 OSV

When the subject is a wh-phrase and the DP-object is tropicalised in an OSV wh-question, the

verb undergoes a V%-to-T° movement, while a » feature is associated with the [u¢] features of

T which are inherited by the phase head C°, resulting in the movement of the wh-phrase to

the [Spec, TP]. Moreover, a » feature is associated with the EF of the phase head C°, giving

rise to the left dislocation of the DP-object (see (177) and (178)):

(177) [cp DP-objectj C° [rp wh-phrase verbi [ve [ve £ £]]]]
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(178) CP

DP-object; C’

C° TP

DP-subject T’

verb; vP

li Il

For (177) and (178), the Spell-Out rule in (179) is applied:
(179) a. PFs=PF; x PF,

b. PFs=CP x TP

c. PFsz = {DP-object} x <wh-phrase, verb>
For (177) and (178), the Transfer rule in (180) is applied:
(180)a. LFs=LF; x LF;

b. LFs=CP x TP

c. LFz = {DP-object} x <wh-phrase, verb>

The semantic interpretation of (180) would be like the one in (181):

(181) {3e ([Agent (e, wh-phrase)]r & Theme (e, DP-object)) | e is a verb}
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Consider the clause in (182):
(182) Romeyka:

yavitsa [Plos]wn  éfaen?

anchovies. ACC  who.NOM eat.Past.3SG

‘Who ate anchovies?’

(SO1; 812_0057; 04:06)
In the clause in (182), the verb éfaen ‘ate’ undergoes a V°-to-T® movement, while a » feature
is associated with the [u¢] features of T°, which are inherited by the phase head C°, resulting
in the movement of the wh-phrase to the [Spec, TP]. Moreover, a ” feature is associated with
the EF of the phase head C°, giving rise to the left dislocation of the DP-object (see (183) and
(184)):
(183) [cp yavitsaej C° [rp pios éfaeni [ve [ve 4 5]]]]
(184) CP

yavitse; C
c? TP

pios T’

éfaen; vP

li L5
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For (183) and (184), the Spell-Out rule in (185) is applied:

(185)a. PFs=PF; x PF,
b. PFz = CP x TP

c. PFs = {yavitse} x <pios, éfaen>

For (183) and (184), the Transfer rule in (186) is applied:

(186)a. LFs=LF; x LF;

b. LFs=CP x TP

c. LFs = {yavitse} x <pios, éfaen>

The semantic interpretation of (186) would be like the one in (187):

(187) {3e ([Agent (e, pios)]r & Theme (e, yavitse)) | e is éfaen}
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4 Indirect questions in Romeyka
4.1 Indirect yes/no questions in Romeyka

4.1.1 SOV

First, when the DP-object is focused in an SOV yes/no question, the verb undergoes a V-to-
T° movement, while a » feature is associated with the c-selection feature of V°, which is
inherited by the phase head v°, resulting in the movement of the DP-object to the [Spec, VP].
The ~ feature is then spread to v°, triggering movement of the VP to the [Spec, vP]. Finally,
the » feature is spread to T°, triggering movement of the vP to the [Spec, TP] (see (188) and
(189)):

(188) [cp DP-subject C° [1p [vp [ve DP-object; # £]] verbi]]

(189) CP

DP-subject C’

C? TP
vP T
VP v’ verb; t
DP-object;  V’v° t
li L5

For (188) and (189), the Spell-out rule in (190) is applied:

(190) a. PFs=PF; x PF,
b. PFs=CP x TP
c. PFs = {DP-subject} x <DP-object, verb>
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For (188) and (189), the Transfer rule in (191) is applied:

(191)a. LFs=LF; x LF;
b. LFs=CP x TP
c. LFz = {DP-subject} x <DP-object, verb>

The semantic interpretation of (191) would be like the one in (192):

(192) a. {3e (Agent (e, DP-subject) & [Theme (e, DP-object)]r) | € is a verb}
b. {3e (Agent (e, DP-subject) & [Theme (e, DP-object)]o) | € is a verb}

Consider the clause in (193):

(193) Romeyka:
rotas me, alis [tin aiSENJroc  efilisen?
ask. NOM.2SG [.ACC Alis.NOM the.ACCAyse kiss.Past.3SG
“You ask me, did Alis kiss Ayse?’
(S01; 150702_0022; 03:16)

In the clause in (193), the verb efilisen ‘he kissed’ undergoes a V°-to-T® movement, while a »
feature is associated with the c-selection feature of VO, which is inherited by the phase head v°,
resulting in the movement of the DP-object tin aisén ‘Ayse’ to the [Spec, VP]. The * feature is
then spread to v°, triggering movement of the VP to the [Spec, vP]. Finally, the * feature is
spread to TY, triggering movement of the vP to the [Spec, TP] (see (194) and (195)):

(194) [cp alis C° [tp [ve [vp tin aiSén; £ 4]] efilisen;i]]
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(195) CP
alis C
C? TP
vP T
VP v’ efilisen; 4
tin aisén; Vv f
li L5

For (194) and (195), the Spell-out rule in (196) is applied:

(196) a. PFs = PF; x PF,
b. PFz = CP x TP

c. PFs = {alis} x <tin ai$én, efilisen>
For (194) and (195), the Transfer rule in (197) is applied:
(197) a. LFs=LF; x LF»

b. LFs=CP x TP

c. LFs = {alis} x <tin ai$én, efilisen>

The semantic interpretation of (197) would be like the one in (198):

(198) a. {3e (Agent (e, alis) & [Theme (e, someone)]r) | e is efilisen}
b. {3e (Agent (e, alis) & [Theme (e, tin aisén)]o) | e is efilisen}

Second, when both the DP-subject and the DP-object are focused in an SOV yes/no question,
the verb undergoes a V°-to-T® movement, while a » feature is associated with the c-selection

feature of V°, which is inherited by the phase head v°, resulting in the movement of the DP-
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object to the [Spec, VP]. The  feature is then spread to v°, triggering movement of the VP to
the [Spec, vP]. Finally, the » feature is spread to TY, triggering movement of the vP to the [Spec,
TP] (see (199) and (200)):

(199) [cp DP-subject C° [1p [vp [ve DP-object; # £]] verbi]]

(200) CP

DP-subject C’

c? TP
vP T
VP v’ verb; t
DP-object;  V’v° f
li L5

For (199) and (200), the Spell-out rule in (201) is applied:

(201) a. PFs=PF; x PF,
b. PFs=CP x TP
c. PFsz = {DP-subject} x <DP-object, verb>

For (199) and (200), the Transfer rule in (202) is applied:

(202)a. LFs=LF; x LF;

b. LFz=CP x TP
c. LFz = {DP-subject} x <DP-object, verb>
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The semantic interpretation of (202) would be like the one in (203):

(203) a. {3e [(Theme (e, someone)]r & [Agent (e, someone)]r) | € is a verb}
b. {3e [(Theme (e, DP-subject)]o & [Agent (e, DP-object)]o) | e is a verb}

Consider the clause in (204):

(204) Romeyka:
rotas me, [aLiS]roc  [tin aiSEN]roc efilisen?
ask. NOM.2SG [.ACC Alis.NOM the.ACCAyse kiss.Past.3SG
“You ask me, did Alis kiss Ayse?’
(S01; 150702_0022; 03:52)

In the clause in (204), the verb efilisen ‘he kissed’ undergoes a V'-to-T° movement, while a »
feature is associated with the c-selection feature of VO, which is inherited by the phase head v°,
resulting in the movement of the DP-object tin aisén ‘Ayse’ to the [Spec, VP]. The * feature is
then spread to v°, triggering movement of the VP to the [Spec, vP]. Finally, the * feature is
spread to TV, triggering movement of the vP to the [Spec, TP] (see (205) and (206)):

(205) [cp alis C° [tp [ve [vp tin aiSén; £ 4]] efilisen;i]]

(206) CP
alis C
C? TP
vPi T
VP v’ efilisen; 4
tin aisén; V'O f

li L5
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For (205) and (206), the Spell-out rule in (207) is applied:
(207) a. PFz =PF; x PF»

b. PFs=CP x TP

c. PFs = {alis} x <tin ai$én, efilisen>
For (205) and (206), the Transfer rule in (208) is applied:
(208)a. LFs=LF; x LF;

b. LFs=CP x TP

c. LFs = {alis} x <tin ai$én, efilisen>

The semantic interpretation of (208) would be like the one in (209):

(209) a. {3e [(Theme (e, someone)]r & [Agent (e, someone)]r) | € is efilisen}
b. {3e [(Theme (e, alis)]o & [Agent (e, tin ai$én)]o) | e is efilisen}

4.1.2 OSV

When the DP-subject is focused and the DP-object is topicalised in an OSV yes/no question,

the verb undergoes a V°-to-T° movement, while a » feature is associated with the [u¢] features

of TY, which are inherited by the phase head C°, resulting in the movement of the DP-subject

to the [Spec, TP]. Moreover, a * feature is associated with the EF of the phase head C°, giving

rise to the left dislocation of the DP-object (see (210) and (211)):

(210) [cp DP-objectj C° [tp DP-subject verbi [ [ve £ £]]]]
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211) CP

DP-object; C’

C° TP

DP-subject T’

verb; vP

li Il

For (210) and (211), the Spell-Out rule in (212) is applied:
(212) a. PFs = PF; x PF,

b. PFs=CP x TP

c. PFsz = {DP-object} x <DP-subject, verb>
For (210) and (211), the Transfer rule in (213) is applied:
(213)a. LFs=LF; x LF;

b. LFs=CP x TP

c. LFz = {DP-object} x <DP-subject, verb>

The semantic interpretation of (213) would be like the one in (214):

(214)a. {3e ([Agent (e, someone)]r & Theme (e, DP-object)) | e is a verb}
b. {3e ([Agent (e, DP-subject)]o & Theme (e, DP-object)) | e is a verb}
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Consider the clause in (215):

(215) Romeyka:
rotdas  me, to chithapin  [aLIS]roc  eytijepsen?
ask.2SGLLACC the.ACCbook.ACC Alis.NOM read.Past.3SG

“You ask me, did Alis read the book?’
(SO01; 150702_0022; 06:13)

In the clause in (215), the verb eyijepsen ‘he read’ undergoes a V-to-T® movement, while a »
feature is associated with the [ud] features of T, which are inherited by the phase head C°,
resulting in the movement of the DP-subject alis ‘Alis’ to the [Spec, TP]. Moreover, a * feature
is associated with the EF of the phase head C°, giving rise to the left dislocation of the DP-
object fo c'itapin ‘the book’ (see (216) and (217)):
(216) [cp to chittaping CO [1p alis extjepseni [ve [ve & £]]]]
(217) CP

to chithdpin; C’

C? TP

alis T

exujepsen;  vP

li L5
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For (216) and (217), the Spell-Out rule in (218) is applied:

(218) a. PFs =PF; x PF,
b. PFz = CP x TP

c. PFs = {to chithdpin} x <alis, exujepsen>

For (216) and (217), the Transfer rule in (219) is applied:

(219)a. LFs=LF; x LF;
b. LFx=CP x TP

c. LFs = {to chitdpin} x <alis, exylijepsen>

The semantic interpretation of (219) would be like the one in (220):

(220) a. {3e [Agent (e, someone)]r & (Theme (e, to chithdpin)) | e is eyujepsen}
b. {Je [Agent (e, alis)]o & (Theme (e, to chithapin)) | e is eyujepsen}

4.2 Indirect wh-questions in Romeyka

4.2.1 SOV

First, when the object in an SOV wh-question is a wh-phrase, the verb undergoes a V°-to-T°
movement, while a * feature is associated with the c-selection feature of V°, which is inherited
by the phase head v°, resulting in the movement of the wh-phrase to the [Spec, VP]. The »
feature is then spread to v, triggering movement of the VP to the [Spec, vP]. Finally, the »
feature is spread to T°, triggering movement of the vP to the [Spec, TP] (see (221) and (222)):

(221) [cp DP-subject C° [tp [vp [ve wh-phrase; # £i]] verbi]]
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(222) CP

DP-subject C’

c? TP
vP T
VP v’ verb; t
wh-phrase; V'V f
li L5

For (221) and (222), the Spell-out rule in (223) is applied:
(223) a. PFs =PF; x PF,

b. PFs=CP x TP

c. PFsz = {DP-subject} x <wh-phrase, verb>
For (221) and (222), the Transfer rule in (224) is applied:
(224)a. LFs=LF; x LF;

b. LFs=CP x TP

c. LFz = {DP-subject} x <wh-phrase, verb>

The semantic interpretation of the LFs in (224) would be like the one in (225):

(225) {3e (Agent (e, subject) & [Theme (e, wh-phrase)]r,) | e is a verb}
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Consider the clause in (226):

(226) Romeyka:
do Oaris, alis [Tinan].: efilisen?
what. ACC think.2SG Alis.NOM who.ACC kiss.Past.3SG
‘What do you think, who did Alis kiss?’
(SO01; 150703 _0040; 19:24)

In the clause in (226), the verb efilisen ‘he kissed’ undergoes a V'-to-T° movement, while a »
feature is associated with the c-selection feature of VO, which is inherited by the phase head v°,
resulting in the movement of the wh-phrase tinan ‘whom’ to the [Spec, VP]. The * feature is
then spread to v°, triggering movement of the VP to the [Spec, vP]. Finally, the * feature is
spread to TY, triggering movement of the vP to the [Spec, TP] (see (227) and (228)):

(227) [cp alis C° [tp [ve [ve tinan; # 4]] efilisen;]]

(228) CP
alis C
C? TP
vPi T
VP v’ efilisen; 4
tinan; A\ f

li L5
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For (227) and (228), the Spell-out rule in (229) is applied:

(229) a. PFs = PF; x PF,
b. PFz = CP x TP

c. PFs = {alis} x <tinan, efilisen>

For (227) and (228), the Transfer rule in (230) is applied:

(230)a. LFs=LF; x LF;
b. LFx=CP x TP

c. LFs = {alis} x <tinan, efilisen>

The semantic interpretation of the LFs in (230) would be like the one in (231):

(231) {3e (Agent (e, alis) & [Theme (e, tinan)]r) | e is efilisen}

Second, when both the subject and the object are wh-phrases in an SOV wh-question, the verb
undergoes a V°-to-T? movement, while a » feature is associated with the c-selection feature of
VO, which is inherited by the phase head v°, resulting in the movement of the DP-object to the
[Spec, VP]. The " feature is then spread to v, triggering movement of the VP to the [Spec, vP].
Finally, the ” feature is spread to T°, triggering movement of the vP to the [Spec, TP] (see (232)
and (233)):

(232) [cp wh-phrase C° [tp [vp [ve wh-phrase; fi £]] verbi]]
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(233) CP

wh-phrase C

c? TP
vP T
VP v’ verb; t
wh-phrase; V'V f
li L5

For (232) and (233), the Spell-out rule in (234) is applied:
(234) a. PFs=PF; x PF,

b. PFx=CP x TP

c. PFs = {wh-phrase} x <wh-phrase, verb>
For (232) and (233), the Transfer rule in (235) is applied:
(235)a. LFs=LF; x LF;

b. LFz=CP x TP

c. LFz = {wh-phrase} x <wh-phrase, verb>

The semantic interpretation of (235) would be like the one in (236):

(236) {3e [(Agent (e, wh-phrase)]r & [Theme (e, wh-phrase)]r) | € is a verb}
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Consider the clause in (237):

(237) Romeyka:
esi erotds me, [Pios]wn  [DOynalws ayorasen?
youNOM ask.2SGL.ACC who.NOM what. ACC buy.Past.3SG
“You ask me, who bought what?’
(SO1; 150703 _0042; 08:16)

In the clause in (237), the verb aydrasen ‘s/he bought’ undergoes a V°-to-T° movement, while

a " feature is associated with the c-selection feature of V°, which is inherited by the phase head

v, resulting in the movement of the DP-object ddyna ‘what’ to the [Spec, VP]. The " feature

is then spread to v°, triggering movement of the VP to the [Spec, vP]. Finally, the » feature is

spread to TY, triggering movement of the vP to the [Spec, TP] (see (238) and (239)):

(238) [cp pios C° [1p [ve [ve dOyna; £ £]] ayorasen;]]

(239) CP
pios C
C? TP
vPi T
VPg v’ ayorasen; 1
doyna; Vo f

li L5
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For (238) and (239), the Spell-out rule in (240) is applied:
(240) a. PFs = PF; x PF,
b. PFs=CP x TP
c. PFs = {pios} x <ddyna, ayorasen>
For (238) and (239), the Transfer rule in (241) is applied:
(241)a. LFs=LF; x LF;
b. LFs=CP x TP
c. LFz = {pios} x <dbyna, ayérasen>
The semantic interpretation of (241) would be like the one in (242):

(242) {3e [(Agent (e, pios)]r & [Theme (e, doyna)]r) | e is ayorasen}

4.2.2 OSV

When the DP-subject is focused and the DP-object is topicalised in an OSV wh-question, the

verb undergoes a V°-to-T° movement, while a * feature is associated with the [u¢] features of

TO, which are inherited by the phase head CY, resulting in the movement of the DP-subject to

the [Spec, TP]. Moreover, a » feature is associated with the EF of the phase head C°, giving

rise to the left dislocation of the DP-object (see (243) and (244)):

(243) [cp DP-objectj C° [tp DP-subject verbi [ [ve £ £]]]]
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(244) CP

DP-object; C’

C° TP

DP-subject T’

verb; vP

li Il

For (243) and (244), the Spell-Out rule in (245) is applied:
(245) a. PFs=PF; x PF,

b. PFs=CP x TP

c. PFsz = {DP-object} x <DP-subject, verb>
For (243) and (244), the Transfer rule in (246) is applied:
(246) a. LFs=LF; x LF»

b. LFs=CP x TP

c. LFz = {DP-object} x <DP-subject, verb>

The semantic interpretation of (246) would be like the one in (247):

(247) {3e [Agent (e, wh-phrase)]r & (Theme (e, DP-object)) | e is a verb}
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Consider the clause in (248):
(248) Romeyka:

rotdas  me, tin aisén [TS]wn epiren?

ask.2SGLACC the.NOM the.ACCAyse.ACC who.NOM marry.Past.3SG

“You ask me, who married Ayse?’

(SO1; 140102_0008; 01:41)
In the clause in (248), the verb epiren ‘he married’ undergoes a V-to-T° movement, while a »
feature is associated with the [ud] features of T, which are inherited by the phase head C°,
resulting in the movement of the DP-subject #s ‘who’ to the [Spec, TP]. Moreover, a * feature
is associated with the EF of the phase head C°, giving rise to the left dislocation of the DP-
object tin aisén ‘Ayse’ (see (249) and (250)):
(249) [cp tin aisén; CO [1p ts epiren; [ve [ve £ 5]]]]
(250) CP

tin ai$én; c

C? TP

ts T

epiren; vP

li L5



428 Word order and information structure in Romeyka:
A syntax and semantics interface account of order in a minimalist system

For (249) and (250), the Spell-Out rule in (251) is applied:
(251)a. PFs = PF; x PF,

b. PFs=CP x TP

c. PFs = {tin ai§én} x <ts, epiren>
For (249) and (250), the Transfer rule in (252) is applied:
(252) a. LFs=LF; x LF»

b. LFs=CP x TP

c. LFs = {tin ai§én} X <ts, epiren>

The semantic interpretation of (252) would be like the one in (253):

(253) {3e [Agent (e, ts)]r) & (Theme (e, tin aisén) | e is epiren}






