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SUMMARY

This supplementary information file complements the main manuscript "The landscape of facial processing applications in the
context of the European AI Act and the development of trustworthy systems" by providing additional figures, tables and results.

Please note that we refer to the different facial processing tasks identified in the main manuscript either by using their full
names or their acronym, as depicted in Supplementary Figure 1.

Supplementary Figure 1. Facial processing tasks covered in this work and their corresponding acronyms (in brackets).
Face drawings are courtesy of Pixabay (https://pixabay.com).
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Facial datasets analysis

Supplementary Table 1 provides the main characteristics of most popular and/or state-of-the-art facial datasets, including the
facial processing tasks for which they are used. Top rows are datasets publicly released, while the last two are private and
owned by the Internet giants Google and Facebook.

Dataset Main use #Faces #IDs Demographic diversity Annotations Cond. Noise
Ethnics (A, B, W) Age Gender Expressions Demog. Land. Attr.

LFW1 FI, FV 13K 5.7K 6%, 9%, 85% 20-75 26% F No No No No W <2%

IMDB-Face2 FI, FV 1.7M 59K 23%, 12%, 65% 10-70 45% F No G, A No No W <2%

DemogPairs3 FI, FV 10.8K 600 33%, 33%, 33% 15-75 50% F No G, E No No W C

MS-Celeb-1M4 FI, FV 10M 100K 70% W 20-80 80% F No No No No W >50%

WebFaces42M
5

FI, FV,
FAE, FAM 42M 2M 20%, 10%, 70% 20-80 38% F No Ag, E, G No 4 W, L <10%

DISFA6 AU, FER, FLE 130K 27 11%, 4%, 85% 18-50 44% F 12 AU No Yes No L C

BP4D7 AU, FER, FLE 140K 41 27%, 14%, 59% 18-29 56% F 8 BE, 12 AU No Yes No L C

AffectNet8 FER, FAE, FLE 450K NA NA 15-60 51% F 7 BE, VA No Yes No W C

CelebA9 FAE, FAM, FI,
FV, FLE 203K 10.2K NA 7% Y 46% F Smile Ag, G Yes 37 W <2%

LFWA+10 FAE, FAM 13.2K 5.7K 6%, 9%, 85% 20-75 26% F Smile Ag, E, G Yes 49 W C

WIDER11 FD 394K NA NA NA NA No No No No W C

MALF12 FD 11.9K NA NA NA 8% F EE G No 3 W C

CelebA-S13 FSD, FI, FV 625K 10.2K NA 7% Y 46% F Smile Ag, G Yes 37, S W <2%

FIW14 KV 3.7K 10.7K NA NA NA No No No KR W C

LRS2-BBC*15 ALR 250h 1K NA NA NA 50K words No No No W C

Facebook16 FI, FV 500M 10M NA NA NA NA NA NA NA W NA

Google17 FI, FV 200M 8M NA NA NA NA NA NA NA W NA

* LRS2-BBC is a video dataset, thus we provide the total number of recording hours instead of #faces. Also, annotations are given in the form of spoken
words (in English) which convey different facial expressions or visemes.

Supplementary Table 1. Main characteristics of most popular and largest datasets for facial processing, as provided by their
authors or in subsequent papers. List of abbreviations: A, B and W represent respectively the percentage of Asian, Black and
White people in the dataset; Y = young; F = female; BE = basic emotion; VA = valence-arousal; EE = exaggerated expression;
G = gender; Ag = age; E = ethnicity; S = type of spoofing attack; KR = kin relationship; W = wild (unconstrained); L = lab
(controlled); C = clean; NA = information not provided. Note that We do not include datasets for face tracking (FT), as general
multiple object tracking (MOT) datasets are commonly used instead for this purpose18.
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Most popular evaluation metrics in facial processing

Supplementary Figure 2 compiles and illustrates most widely used evaluation metrics that can be found in facial processing
benchmarks and leaderboards, and indicates the computational tasks to which they are applied. As it can be observed, these
metrics are mostly accucary-based and include: overall accuracy, confusion matrix, precision, recall or True Positive Rate (TPR),
False Positive Rate (FPR), F1 score, Receiver Operating Characteristic (ROC) curves and Normalized Mean Error (NME).
In the case of face tracking (FT), performance is further evaluated over time in terms of tracking trajectory fragmentations
and identity switches, but still following the classic accuracy concept of error assessment with respect to manual ground truth.
Facial attribute manipulation (FAM) is the only exception to the accuracy concept as the objective in this case is the generation
of credible (i.e. photorealistic) imagery that falls within the distribution of real images. This is usually assessed using the
Fréchet Inception Distance (FID)19.

Supplementary Figure 2. Compilation of most commonly reported metrics in facial processing benchmarks and
leaderboards. The illustration of fragmentation and ID-switches is adapted from20.
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Implementation example: unconstrained large-scale face identification at the edge

Supplementary Figure 3 illustrates a possible edge computing architecture which could be used to deploy a remote large-scale
face identification system, such as the one considered in use case BI8. It follows a distributed computing paradigm, where
a scalable number of edge nodes installed on-premise extract facial snapshots and corresponding biometric templates from
live video streams. A central software installed at a control room (e.g. a server located at the Police office) orchestrates the
information coming from all edge nodes and performs facial matching. Generated identification alarms can be finally sent to
on-premise law enforcement agents (e.g. to their smartphones or tablets) so that they undertake necessary actions.

Supplementary Figure 3. Example of edge computing architecture for remote face identification from multiple geographic
locations which could be use for the implementation of use case BI8 "Unconstrained face identification". Police drawings are
courtesy of Pixabay (https://pixabay.com).
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Detailed information on identified facial processing applications

This supplementary section provides further information on the 60 use cases presented in the main paper. More particularly,
each identified application is described in detail and accompanied by reference papers, corresponding facial processing tasks
and key companies having products or having participated in related real deployments. Applications are divided into four
separate tables, depending on the type of AI system they implement according to the AI Act:

• Biometric Categorisation (BC). Supplementary Table 2 presents 7 use cases using categorisation systems from facial
images.

• Biometric Identification (BI). This category includes applications implementing “remote”, “non-remote”, “real-time”
and “post” BI systems. A total of 20 facial BI use cases are presented in Supplementary Table 3.

• Emotion Recognition (ER). A total of 18 facial emotion recognition applications are enumerated in Supplementary
Table 4.

• Other (OT). Supplementary Table 6 depicts 15 other facial analysis applications that do not belong to the categories above.

Note that, for the sake of clarity, a 3-letter code has been used in the tables to refer to companies. The correspondence
between the name of each company and its code can be found later in Section List of key companies on facial processing,
together with other relevant information about the company, namely its headquarters country, website URL and size (SME or
large).

# Application Description Tasks Areas Companies

BC1 Demographic
analysis

Extraction and aggregation of demographic statistics (age, gender, race) to obtain
customers or visitors profiles (e.g. percent of young females visiting a shop or
museum during the weekend). The cameras can be located on the counters of a
store, in a storefront (e.g. embedded in mannequins), at the entrance of a museum,
etc.21, 22

FD + FT +
FAE

BIC, MKT,
TOU

ISS, HER, VIV, UNI, SCV, ETI,
QUA, SIG, HBI, MEG, COG, VIX,
ROC, TOS, GOR, RAI, EVO, AGV,
VOC, VAT, KED, RNE, 3DI, AMA,
ALM, FEL, OMR, PAC, VTE, CLA

BC2
Person search
by facial
appearance

From a large collection of video footage or images, automatic search for persons
fulfilling a certain facial description (e.g. asian female wearing hat or middle-age
bald white men with glasses). These tools are used, for instance, by broadcasters
to retrieve specific multimedia contents, or by LE bodies to search for specific
person profiles as described by witnesses.23–26

FD (+FT) +
FAE

BIC, LE,
VSU, ENT BFC, KED

BC3 Face mask
detection

Detect whether people are wearing or not medical masks (e.g. in a restaurant,
shop, train, operating room, public spaces, etc.). Law enforcement bodies could
take actions against persons not wearing a mask (e.g. fining them).27–29

FD (+FT) +
FAE

BIC, CLI,
LE, VSU,
TOU, MKT,
TRA

ISS, HER, IPS, BFC, INN, SIG, DBA,
CYB, VIX, ROC, PAR, GOR, TFA,
CBL, RNE, DON, FEL, ID3, HID

BC4
Detection of
personal
attributes

Guess a person’s personal attributes such as attractiveness, sexual orientation,
political orientation, potential criminality or psychopathy traits from facial
images.30–34

FAE

BIC, EDU,
EMP, SER,
JUST, MIG,
SOC, FIN

-

BC5
Personalisation
of advertising
content

Automatic adaptation of advertisements depending on the customer profile (age,
gender, ethnicity, etc.) to engage consumer and drive sales.35–37 FD + FAE BIC, MKT SCV, QUA, HER, FFR

BC6

Verification
for
age-restricted
goods

Facial age estimation, e.g., in electronic vending machines (to not sell alcohol to
minors) or internet content (to block inappropriate adult content, gambling or
online abuse).38–40

FD + FAE BIC, MKT,
ENT SIG, CIV, IDE

BC7
Clinical
syndrome
assessment†

Automatic assessment of autism, schizophrenia, psychosomatic disorders, down
syndrome and other syndromes based on facial analysis.41–44

FD (+FT) +
AU/FAE/FER BIC, CLI BSA

Supplementary Table 2. List of 7 facial analysis applications under the category of Biometric Categorisation (BC). For the
application marked with †, the AI system could potentially be a safety component or part of a medical device.
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# Application Description Tasks Areas Companies

BI1 Access
control*

Allow or prevent unauthorized persons to access critical infrastructures (e.g. official
buildings) or other facilities (e.g. schools, workplace, hospitals, logistic centres) by means
of face identification. Can also be used to prevent blacklisted people to enter casinos (e.g.
gambling addicts), sport stadiums (hooligans), banks, means of transportation (planes,
trains), events (e.g. banned fans), etc. Anti-spoofing mechanisms should be included to
avoid attacks.45–47

FD + FI
(+FSD)

BIC, MCI, VSU,
TRA, ENT, CLI,
EDU, TOU, EMP,
LE, FIN, IND

ISS, HER, IDE, HIK, NEC, AVI, INN, INN, FFR,
CLA, PAN, HBI, SEN, AYO, CYB, MEG, CLO,
COG, THA, HIS, VIX, ROC, PAR, TOS, GOR,
TFA, PSO, RAI, EVO, TEC, AGV, CAM, CBL,
KED, RNE, DON, REN, IRE, 3DI, CLR, CCO,
FEL, HOO, YIT, ITL, ZKT, VTE, CLA, AWA,
ID3, BID, FUL, HID

BI2
Access
control with
masks*

Identify faces for access control without the need for people to remove their medical
masks. This may reduce the risk of contagion in pandemic context.48–50

FD (+FAM)
+ FI (+FSD)

BIC, MCI, VSU,
TRA, ENT, CLI,
EDU, TOU, EMP,
LE, FIN, IND

SEN, HER, HAN, CYB, PAR, GOR, CBL, RNE,
DON, BID

BI3 Border
control*

Verify a person’s actual face against the face stored in his/her travel document (e.g.
Automatic Border Control "ABC" gates).51–53

FD + FV +
FSD BIC, MIG, LE THA, VBX, SIT, PAN, AYO, MEG, COG, HIS,

TOS, DER, PAG, ITL, VTE, AWA, TEB, ID3

BI4 Banking au-
thentication*

Operate in ATM or make transactions with the mobile phone using FV, without the need of
a card or PIN. It should include spoofing detection mechanisms.54–56

FD + FV +
FSD BIC, FIN, MKT

FPH, ISS, HIK, IDE, MEG, CLO, VIX, ROC,
PAR, TOS, TFA, CBL, DER, REN, CLR, KAI,
SSY, AMA, YIT, ITL, AWA, DAO, ID3, HID

BI5 Sousveillance

“Sousveillance” denotes bringing the video surveillance camera down to human level, e.g.,
by using videos from bodycams worn by LE bodies to identify blacklisted persons while
walking in the streets or critical infrastructures. Identification alarms might be sent to users
through diverse channels (audio, wearables, smartphones, etc.).57, 58

FD (+FT) +
FI

BIC, LE, VSU,
MCI

WOL, MAN, DBA, COG, AVI, ROC, MOT, CAM,
3DI, LLV

BI6

Devices,
machines and
data
unlocking*

Unlock devices (e.g. smartphone, PC, smart home devices), machines (e.g. vehicles,
industrial machines, security lockers) or information (e.g. access to medical apps,
databases, images, etc.) using the face.59–61

FD + FV +
FSD

BIC, ENT, IND,
TRA, CLI, MCI

APL, GOO, IDE, MIC, FFR, HBI, SEN, MEG,
COG, ROC, TOS, HUA, MIC, GOR, 3DI, SSY,
ITL, ZKT, VTE, AWA, ANI, DAO, ID3, BID,
FUL, KLE, HID

BI7

Face
authentication
for e-
Government*

Carry out administrative procedures (e.g. voting, tax declaration, access to census,
employment history, medical records, certificates, etc.) through connected devices using
face authentication. These procedures can be done at home with a smartphone, from a
specific administrative booth, etc.62–65

FD + FV BIC, SER, JUS,
POL, EMP, CLI

Alicem (French Gov.), THA, PAR, DER, CLR,
DAO, TEB

BI8
Unconstrained
face
identification

Real-time FI in moderate to densely crowded places (e.g. public spaces, sport stadiums,
train stations, malls, airports, etc.), generally using a multi-camera system, to search for
blacklisted people or missing persons. This application might cover up to very large
geographically extended scenarios, such as a smart city.66–68

FD (+FT) +
FI

BIC, LE, VSU,
MIG, MCI

HER, NEC, AVI, SEN, INN, FFR, EYD, QUA,
PAN, NTL, DBA, NEU, HBI, VLA, DEG, AYO,
MEG, COG, THA, VIX, XFA, ROC, PAR, MOT,
TOS, GOR, TFA, PSO, EVO, TEC, AGV, CAM,
VOC, CBL, KED, RNE, REN, IRE, 3DI, AMA,
YIT, ZKT, VTE, CLA, ANI, SVI, FUL

BI9 Person re-
identification

Match people across non-overlapping camera views in a multi-camera system. It allows
person tracking at a large scale to reconstruct trajectories (e.g. in a map).69–73

FD + FT +
FI

BIC, LE, VSU,
MCI NEC, HER, XFA, KED, REN, YIT

BI10 Person search
by identity**

Forensic search for a specific person (e.g. a missing child, a criminal, etc.) from a large
collection of video footage based on existing reference facial image(s) of the subject. It
can also be used for searching specific multimedia contents (e.g. interviews where a given
actor appears).74–76

FD (+FT) +
FV

BIC, LE, VSU,
ENT

HER, NEC, AVI, INN, ETI, BFC, FFR, CLA,
PAN, HBI, CYB, MEG, COG, VIX, ROC, MOT,
TOS, EVO, TEC, AGV, CAM, VOC, VAT, KED,
IRE, KAI, AMA, YIT, IFL, AWA, ANI

BI11 Contact
tracing**

Identify where (e.g. infected or quarantined people) have been over time and how, when
and where they have come in contact with one another.77, 78

FD + FT +
FI BIC, LE, CLI AVI, IPS, BFC, VIX

BI12
Person
tracking from
drones

Identify a target person (e.g. blacklisted or missing person) using imagery captured from
drone-mounted sensors, and track this target person.79–82

FD + FT +
FI BIC, LE, VSU TFA, AVI

BI13 Perimeter
protection*

Protect sterile zones, critical infrastructure, high-risk sites, commercial, residential sites,
retail spaces, or any other urban or remote location from unwanted intruders (allowing only
authorised persons to be present).83

FD + FT +
FI

BIC, LE, VSU,
MCI HIK, MIL, IPS, ETI, FFR, PAN, AGV, IRE

BI14 Control of
attendance*

Check students, employees, registered persons’ attendance to courses, exams, workplace or
events.84–86 FD + FV/FI BIC, EMP, EDU

JIB, HER, SEN, HIK, IPS, NTL, NEU, AYO,
MEG, CLO, IDE, SCV, GOR, PSO, EVO, AGV,
SAI, CCO, AMA, RES, PRU, PCT, HLK, EXA,
AWA, DAO

BI15 VIP
recognition

Let staff know when a VIP customer has entered a shop, restaurant, hotel, casino or
building (e.g. to greet them by their name, offer special products, discounts, etc.). It might
also include the identification of returning customers.

FD (+FT) +
FI

BIC, MKT, ENT,
TOU, FIN

ISS, HER, SCV, FFR, QUA, CLA, NTL, CYB,
COG, VIX, ROC, TFA, PSO, AGV, REN

BI16

Face tagging
in personal
pictures and
videos**

Automatic tagging of own and "friend" faces in stored personal images/videos (e.g. in a
smartphone or in a social network profile). It might be used to group pictures into
"albums" depending on the persons appearing in them.87–90

FD + FI BIC, ENT FBK, APL, MIC, SAM, SEN, MEG, COG, KAI,
GOO, AMA, OMR, PAC

BI17

Assistance for
people with
visual
impairments

Help individuals with visual impairments recognize other people. The system might also
inform about people’s emotional state. This application enables visually impaired to have
more awareness of, and interactions with, other people in their surroundings. These
systems are sometimes embedded in a wearable device (e.g. head mounted) to notify users
about detected persons while walking.91–98

FD (+FT) +
FI (+FER) BIC, SOC, CLI FBK

BI18
Person search
in social
networks**

Search for a given face (image reference) in social networks and collect all the images
related to that person, plus information on who he/she likely is.31, 99–101 FD + FV BIC, LE, MKT,

EMP, SER, POL CLE

BI19
Mobile
surveillance
robots

Mobile surveillance robots that operate indoor (e.g. in a house, office, critical
infrastructure, factory) with FI and FT capabilities. For instance, this kind of robots may
recognize the members of a family or a company’s staff, warn when intruders appear and
follow them.102–104

FD (+FT) +
FI

BIC, VSU, LE,
IND, MCI AIM, BFR, AMA

BI20 Product per-
sonalisation*

Identify the user’s face and personalise a product according to her/his preferred
configuration. E.g. in the case of a car, adjust automatically the seat, mirror, light,
temperature, audio; in the case of a software, configure it with the user’s preferred layout;
in the case of a domotic system, adjust the home environment according to a family
member’s favorite presets.105–107

FD (+FT) +
FI

BIC, ENT, TRA,
MKT VAL, GOO, ROC, KIA, VTE

Supplementary Table 3. List of 20 facial analysis applications under the category of Biometric Identification (BI).
Applications marked with * and ** indicate “non-remote” and “post” BI, respectively.
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# Application Description Tasks Areas Companies

ER1 Smile detection A smile detection algorithm automatically triggers the camera (e.g. smartphone camera,
digital camera, photo booths, etc.) when all the persons facing it are smiling.108–111

FD +
FAE/FER/AU ENT CAN, SON, KOD, OLY,

APL, SAM, NIK, XIA

ER2 In-lab user
experience testing

Facial emotion analysis for gauging results of preference for a product (physical product,
software, video game, etc.) while the user is interacting with it. It might include the
analysis of videos from focus groups or advertisement/movie watching.112–116

FD + FER
(+AU) MKT, ENT

AFF, UNI, NOL, VIV,
IMO, DIS, KAI, OMR,
REY, EMO, SEC, TAW,
VTE, NVI, ETT

ER3 Crowdsourced user
experience testing

Large-scale web-based crowdsourcing of people facial reactions while watching an
advertisement or media content.117–119

FD + FER
(+AU) MKT, ENT AFF, IMO, OXA, REY,

TAW, ETT, ELH

ER4 Measure of consumer
satisfaction

Extract and aggregate facial reactions (e.g. expressions, emotions, valence, arousal) to
obtain customers, patients or visitors degree of satisfaction. It can be used for customers
visiting a shop, patients in a hospital, visitors of a museum, etc.120–122

FD (+FT) +
FER (+AU)

MKT, ENT,
TOU, CLI

UNI, OXA, KAI, OMR,
WSE, IFL, ETT

ER5 Student proctoring
and tutoring

Capture a student’s emotions (e.g. frustration, boredom) in a e-learning application, in
order to warn for supplemental explanation or switch the way to enhance the effectiveness
of education. Facial analysis might also allow to flag events during examination (e.g. to
detect cheating or other suspicious behaviour).123–126

FD + FER
(+AU) EDU OXA, RES, PRU, PCT,

HLK, EXA, FSA

ER6 Job interviews Assess candidates’ emotions, mental states and personality traits during job
interviews.127–129

FD + AU
(+FER) EMP HRV, EMO, RET

ER7 Audience affective
monitoring

Monitor audience facial reactions and focus of attention. E.g., dynamically spotlight most
expressive reactions and distracted persons during a performance, concert, lecture, political
plenary meeting, etc.130–133

FD + FER
(+AU)

ENT, POL,
EDU, CUL

MIC, SIG, KAI, REY,
TAW

ER8 Emotional gaming
experience

Improve gaming experience by appropriately responding to user facial expressions (e.g.
boredom, frustration, enjoyment, engagement, etc).134–136

FD + FER
(+AU) ENT -

ER9 Interactive emotional
art

Adapt digital art contents to the viewer’s facial emotions. E.g. emotions module the
colours of a painting, the text of a poem, the contents of a video or the tempo of a piece of
music.137–139

FD (+FT) +
FER ENT, CUL CCH, REY, PAN, VTE,

MCA

ER10
Emotional
recommendation
system

Music, movies, art or product recommendation system based on detected user facial
emotions.140–143

FD (+FT) +
FER

ENT, CUL,
MKT -

ER11 Driver monitoring
and warning†

Monitor driver’s face to detect fatigue, stress, aggresivity, distraction or drowsiness,
warning her/him in real-time through alerts and prompts. It can also apply to monitoring
pilots during a flight.144–147

FD + FER
(+AU) TRA

AFF, SEE, LEX, GMO,
FOR, VAL, HON, HBI,
SEN, COG, EYA, VTE,
NVI

ER12
Driver monitoring for
autonomous
vehicles†

Same as previous, but the vehicle might take autonomous decisions (e.g. taking partial or
full control of a car in case of drowsiness, adjust the interior vehicle’s cabin to driver’s
mood to calm him/her down, etc.).148, 149

FD + FER
(+AU) TRA SEE, VAL, KIA, HYU,

EYA

ER13 Affective interaction
with agents

Provide social robots, embodied virtual agents or personal assistants with FER capabilities
to engage and interact emotionally with humans.150–155

FD + FER
(+AU) ENT, MKT

SOF, FUR, ICU, JBO,
HON, ROB, FUJ, IMC,
BFR, ZOR, EMB, ANK,
EMT, BSA, IFL

ER14
Affective robots as
companions for elder
people†

Companion robots with FER capabilities to assist elder people, reduce their stress and
depression, enhance social interaction and elicit emotional responses. This kind of robots
have demonstrated to address the difficult challenges of loneliness, isolation and
dementia.156–159

FD + FER
(+AU) CLI, SOC ZOR, BFR, SOF, EPR,

SON, FUJ, PRO

ER15 Social robots for
children with autism†

Social robots with affective capabilities to support the academic and social development of
children with autism. They might be used to train social skills (e.g. decoding/encoding
facial expressions) and as mediators between autistic children and others, favoring a
greater social inclusion.160–164

FD + FER
(+AU)

CLI, SOC,
EDU

SOF, ROB, BFR, EMB,
BSA

ER16 Pain detection†

Automatic assessment of pain intensity (rather than asking for subjective feelings) and its
long-term monitoring through facial expression analysis. These clinic studies have
attracted the interest of pharmaceutical companies (e.g. pain killer vendors), medical
insurance companies, etc. It is also very useful to assess pain in patients that cannot
communicate (e.g. due to Alzheimer disease).165–167

FD + AU
(+FER) CLI PCK, BSA

ER17 Police interrogations
Analyse facial behavior and subtle reactions (facial micro-expressions), e.g. during police
interrogations, court trials or border control interviews, in order to detect potential
deception or affective states.168–173

FD + AU
(+FER)

LE, MIG,
JUS DSC, HER, XIN, WSE

ER18 Emotion estimation
in groups or crowds

Estimate the overall emotional state (e.g. global valence and arousal) of a medium-to-large
group of people. The system might detect a panicked, calm or excited crowd, or to
measure the degree of enjoyment of the crowd during a given event (e.g. a concert, footbal
match, etc.).174–178

FD + FER LE, VSU,
ENT -

Supplementary Table 4. List of 18 facial analysis applications under the category of Emotion Recognition (ER). For
applications marked with †, the AI system could potentially be a safety component or part of a machine (e.g. car) or medical
device.
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# Application Description Tasks Areas Companies

OT1 Pandemic
control

Count and track people for pandemic control, to check the fulfilment of social
distancing, occupancy rates, lockdown and other restrictions (without identifying
persons).179–182

FD + FT LE, VSU,
CLI

HIK, HER, AVI, MAR, IPS, BFC,
SAI

OT2 Occupancy
control

Count and track the number of persons (faces) in a given indoor space (e.g. an
airport gate, building entrance, museum room, restaurant, hospital, shop) to check
its percent of occupancy. Can also be used for the control of queues (e.g. estimate
waiting time and open new counters accordingly).183–185

FD + FT
MCI, VSU,
MKT, TOU,
ENT, CLI

HER, FFC, HIK, VIV, MIL, IPS,
QUA, SIG, DBA, HBI, COG, VIX,
ROC, GOR, AGV, VOC, RNE, FEL,
PAC

OT3
People
counting in
crowds

Count (or estimate) the number of persons in dense crowds, e.g. during a public
demonstration or event.186–188 FD (+FT) LE, VSU HIK, CAN, IPS, DBA, GOR, RAI

OT4 Photo-sketch
matching

Identify a real person from a sketch (i.e. a drawing). The matching can be
performed in a direct way from the sketch image, or using a sketch-to-image
translation technique as an intermediate processing step.189–193

(FAM+) FV LE, JUS -

OT5
Interactive
facial attribute
manipulation

Manipulate facial attributes in an interactive way, e.g. by selecting the attribute to
change (hair style, thickness of the lips, beard, etc.) and by varying intensities
(aging effect, make-up effect, etc.). It might be exploited for entertainment, as a
support for aesthetics, to help LE bodies refine a subject’s portrait based on
witnesses’ description (facial composite), etc.194–199

FAM ENT, LE,
CLI, JUS VME, FAP, MEI, PIV, LOR, LUX

OT6
Facial
augmented
reality

Render a full range of 2D/3D effects in real-time over detected feature points on
human face. Such effects include: overlaid virtual content (e.g. adding bunny
ears, hats, glasses, sparkles around the face) or deformations (e.g. fish eye,
cartoon effects).200–202

FD + FLE ENT SNP, BAN, IMC, APT, MEI, PIV,
LUX, PAC, VTE

OT7

Image and
video
anonymisa-
tion

Use of face detection to pixelate faces in videos. Deepfakes can alternatively be
used to replace real faces by synthetic anonymous faces.203–205 FD (+FAM) LE, VSU,

ENT CEL, BAI, DID, EYD, SIG

OT8
Visual
lifelogging as
memory aid†

Record one’s daily life from a wearable camera (e.g. egocentric camera, bodycam
or smart glasses) and log facial events. E.g. it might be used to recover Alzheimer
or prosopagnosia patients’ deserted memories, by showing them the summary of
seen familiar faces throughout the day. It might also target social network users or
bloggers, by allowing to automatically obtain the best daily facial snaps/cuts to
upload.206–209

FD + FT
(+FI)

SOC, CLI,
ENT MIC, NAR, GOO, MAN

OT9 Video sum-
marisation

Summarize automatically long video contents by considering as key cuts those
where persons (i.e. faces or most expressive faces) appear. As a result, hours of
video footage might be reduced to most relevant minutes or seconds, saving a
great amount of time and storage space. It is particularly useful for quickly
reviewing hours of surveillance videos. It might also be used to summarize news,
movies, sports and internet videos.210–213

FD (+FT
+FER)

LE, VSU,
ENT BFC, INN, HUA

OT10
Generation of
deepfake
videos

Applications that perform face-swapping in videos, where faces of a target
individual are replaced by the faces of a donor individual. The process might
include a "live" process to animate a person in a still photo from the donor’s video
to precisely match his or her facial movements and expressions. It might be used
to breathing life into existing still photos of ancestors, historical figures,
politicians and celebrities.214–217

FD (+FT) +
FAM
(+FER)

ENT, POL,
MKT, CUL DID, DIS, OXO

OT11

Facial motion
capture for
virtual
character
animation

Detect facial landmarks and/or AUs from a human face and use them to animate
virtual characters. It might include lip reading technology to make characters
speak.218–222

FD + FLE
(+AU
+ALR)

ENT ADB, SNP, GEN, DRS, ILM, NEU,
SEN, SPA, DIS, LUX, OXO

OT12
Evidence for
parentage and
kinship

Determine the probability of having a kin relationship between two individuals
based on their facial similarity (e.g. mother-son, father-daughter,
grandfather-grandson, siblings). Aging or gender manipulation might be used as
an intermediate step for kin verification. The similarity of facial expression
dynamics might be studied in the case of videos. This use case can also be
applied in the context of fertility clinics, to select sperm or egg donor based on
facial donor-recipient similarity.223–227

FD (+FAM
+FER) + KV

LE, JUS,
SOC, CLI FEN

OT13

Automatic
transcription
or
enhancement
of speech†

Transcript or enhance speech contents in videos using ALR when the audio
channel is not available or highly noisy, e.g. in video-surveillance videos or
multimedia contents. It might also be used as a communication support system
for the hearing impaired.218, 228

FD (+FLE)
+ ALR

LE, VSU,
CLI, ENT LIO, 121

OT14

Speech
recognition
for voice
impaired†

Lip-reading system used as a communication aid for the voice impaired, after
having a tracheotomy, stroke, trauma or other conditions.229, 230

FD (+FLE)
+ ALR CLI LIO, 121

OT15

Face-guided
communica-
tion and
interaction†

Using facial movements (micro-expressions, head pose, etc.) as a means of
interaction and/or communication. Examples include the use of the face as a
joystick for gaming, for a disabled person to drive a motorized wheelchair (e.g.
raising an eyebrow to move forward, sticking out tongue to stop, etc.) or to
communicate daily needs (e.g. by choosing pictograms in a graphic
interface).231–233

FD + FT
(+AU
+FER)

CLI, ENT HOO, ITL, VTE

Supplementary Table 5. List of 15 facial analysis applications under the category Other (OT). For applications marked
with †, the AI system could potentially be a safety component or part of a medical device.
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Key companies on facial processing

List of companies
This section contains the list of 183 companies identified as key players in the field of facial processing, as of December 2021
and in alphabetical order. Each company has been assigned a 3-letters code for easier identification. Other information provided
is the country of headquarters, main web page URL and company size (SME vs large).

Supplementary Table 6. List of 183 key AI companies worldwide performing research and development on facial
processing and/or having related products in their portfolio.

Code Company name Country URL Type

121 121 Captions UK https://www.121captions.com SME
3DI 3DiVi Russia https://face.3divi.com SME
ADB Adobe USA https://www.adobe.com Large
AFF Affectiva USA https://www.affectiva.com SME
AGV AllGoVision Technologies India https://www.allgovision.com SME
AIM A.I.Mergence France https://www.ai-mergence.com SME
ALM Almax Italy https://www.almax-italy.it SME
AMA Amazon USA https://aws.amazon.com/rekognition Large
ANI Animetrics USA http://animetrics.com SME
ANK Anki USA https://ankicozmorobot.com SME
APL Apple USA https://www.apple.com Large
APT Apptly USA http://www.appt.ly SME
AVI Anyvision Israel https://www.anyvision.co SME
AWA Aware USA https://www.aware.com SME
AYO Ayonix Japan https://ayonix.com SME
BAI Brighter AI Germany https://brighter.ai SME
BAN Banuba Hong Kong https://www.banuba.com SME
BFC BriefCam USA https://www.briefcam.com SME
BFR Blue Frog Robotics France http://www.bluefrogrobotics.com SME
BID BioID Germany https://www.bioid.com SME
BSA BlueSkeye AI UK https://www.blueskeye.com SME
CAM Camvi USA https://www.camvi.com SME
CAN Canon Japan https://global.canon Large
CBL CyberLink Taiwan https://www.cyberlink.com Large
CCH Clear Channel Scandinavia Sweden https://www.clearchannel.se/en/ Large
CCO CaraCom Finland https://www.caracom.fi/en/ SME
CEL Celantur Austria https://www.celantur.com SME
CIV Civic USA https://www.civic.com SME
CLA Clarifai USA https://www.clarifai.com SME
CLE Clearview AI USA https://www.clearview.ai/ SME
CLO Cloudwalk China https://www.cloudwalk.com SME
CLR Clear USA https://www.clearme.com Large
COG Cognitec Germany https://www.cognitec.com SME
CYB CyberExtruder USA https://cyberextruder.com SME
DAO Daon Ireland https://www.daon.com Large
DBA Digital Barriers UK https://www.digitalbarriers.com SME
DEG DeepGlint China http://www.deepglint.com SME
DER Dermalog Germany https://www.dermalog.com Large
DID D-ID Israel https://www.d-id.com SME
DIS Disney USA https://studios.disneyresearch.com Large
DON Dongwo Technology China http://www.nombt.com/en/ Large
DRS Dreamr Studios Australia https://www.dreamrstudios.com SME
DSC Discern Science USA https://www.discernscience.com SME
ELH Element Human UK https://www.elementhuman.com SME
EMB Embodied USA https://embodied.com SME
EMO Emosta Japan https://emosta.com SME
EMT Emotech UK https://www.emotech.ai SME
EPR Elephant Robotics China https://www.elephantrobotics.com SME
ETI Etiqmedia Spain http://etiqmedia.com SME
ETT Entropik Tech India https://entropiktech.com SME
EVO Evolve Security UK http://www.evolvesecurityproducts.com SME
EXA Examity USA https://www.examity.com Large
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Code Company name Country URL Type

EYA Eyeris USA https://www.eyeris.ai SME
EYD Eyedea Czechia https://eyedea.ai SME
FAP FaceApp Cyprus https://www.faceapp.com SME
FBK Facebook USA https://www.facebook.com Large
FEL Felenasoft Russia https://felenasoft.com SME
FEN Fenomatch Spain https://fenomatch.com SME
FFC FootFallCam UK https://www.footfallcam.com SME
FFR FaceFirst USA https://www.facefirst.com SME
FOR Ford USA https://corporate.ford.com Large
FPH FacePhi Spain https://www.facephi.com SME
FSA Find Solution AI Hong Kong https://www.findsolutionai.com SME
FUJ Fujisoft Japan https://palro.jp Large
FUL Fulcrum Biometrics USA https://www.fulcrumbiometrics.com SME
FUR Furhat Robotics Sweden https://furhatrobotics.com SME
GEN Genies USA https://genies.com SME
GMO General Motors USA https://www.gm.com Large
GOO Google USA https://about.google Large
GOR Gorilla Technology Taiwan https://www.gorilla-technology.com Large
HAN Hanvon China https://www.hanvon.com Large
HBI HB Innovation South Korea http://hbinno.com SME
HER Herta Security Spain http://herta.ai SME
HID HID Global USA https://www.hidglobal.com Large
HIK Hikvision China https://www.hikvision.com Large
HIS Hisign China http://www.biometric.cn Large
HLK Honorlock USA https://honorlock.com SME
HON Honda Japan https://global.honda Large
HOO Hoobox Robotics Brasil https://hoobox.one SME
HRV HireVue USA https://www.hirevue.com Large
HUA Huawei China https://www.huawei.com Large
HYU Hyundai South Korea https://www.hyundai.com Large
ICU iCub Tech Italy https://www.iit.it/web/icub-tech SME
ID3 ID3 Technologies France https://id3.eu SME
IDE IDEMIA France https://www.idemia.com Large
IFL Iflexion USA https://www.iflexion.com SME
ILM ILM USA https://www.ilm.com Large
IMC Imascono Spain https://imascono.com SME
IMO iMotions Denmark https://imotions.com SME
INN Innovatrics Slovakia https://www.innovatrics.com SME
INT IntelliVision USA https://www.intelli-vision.com SME
IPS Ipsotek UK https://www.ipsotek.com SME
IRE Irex USA https://irex.ai SME
ISS ISS USA https://issivs.com Large
ITL Intel USA https://www.intelrealsense.com Large
JBO Jibo USA https://jibo.com SME
JIB Jibble Malaysia https://www.jibble.io SME
KAI Kairos USA https://www.kairos.com SME
KED Kedacom China https://www.kedacom.com Large
KIA Kia South Korea https://www.kia.com Large
KLE KeyLemon Switzerland https://www.keylemon.com SME
KOD Kodak USA https://www.kodak.com Large
LEX Lexus Japan https://discoverlexus.com Large
LIO Liopa UK https://liopa.ai SME
LLV LLVision China https://www.llvision.com/en/ SME
LOR L’Oréal France https://www.loreal.com Large
LUX Luxand USA https://www.luxand.com SME
MAN MannLab Canada https://mannlab.com SME
MAR Marlowe UK https://marlowefireandsecurity.com SME
MCA MorphCast Italy https://www.morphcast.com SME
MEG Megvii China https://en.megvii.com Large
MEI Meitu China https://www.meitu.com Large
MIC Microsoft USA https://www.microsoft.com Large
MIL Milestone Denmark https://www.milestonesys.com Large
MOT Motorola USA https://www.motorolasolutions.com Large
NAR Narrative Sweden http://getnarrative.com SME
NEC NEC Japan https://www.nec.com Large
NEU Neurotechnology Lithuania https://www.neurotechnology.com SME
NIK Nikon Japan https://www.nikon.com Large
NOL Noldus Netherlands https://www.noldus.com SME
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Code Company name Country URL Type

NTL NtechLab Russia https://ntechlab.com SME
NVI Nviso Switzerland https://www.nviso.ai/en SME
OLY Olympus Japan https://www.olympus-global.com Large
OMR Omron Japan https://plus-sensing.omron.com Large
OXA Oxagile USA https://www.oxagile.com Large
OXO Oxolo Germany https://www.oxolo.com SME
PAC Packsee China https://www.panxsoft.com SME
PAG Pangian USA https://www.airportveriscan.com SME
PAN Panasonic Japan https://security.panasonic.com Large
PAR Paravision USA https://www.paravision.ai SME
PCK PainChek Australia www.painchek.com SME
PCT Proctorio USA https://proctorio.com SME
PIV PiVi Co France http://www.piviandco.com SME
PRO Pal Robotics Spain https://pal-robotics.com SME
PRU ProctorU USA https://www.proctoru.com Large
PSO Pixel Solutions China http://www.pixelall.com SME
QUA Quantasoft Czechia https://www.quantasoft.com SME
RAI Remark AI USA https://www.remarkholdings.com SME
REN Rendip Singapore https://www.rendip.com SME
RES Respondus USA https://web.respondus.com SME
RET Retorio Germany https://www.retorio.com SME
REY Real Eyes UK https://www.realeyesit.com SME
RNE Real Networks USA https://safr.com Large
ROB Robokind USA https://www.robokind.com SME
ROC Rank One Computing USA https://rankone.io SME
SAI Supervue AI India https://supervue.ai SME
SAM Samsung South Korea https://www.samsung.com Large
SCV ScanVis Hong Kong https://www.scanvis-ai.com SME
SEC SensumCo UK http://sensum.co SME
SEE Seeing Machines Australia https://www.seeingmachines.com SME
SEN Sense Time China https://www.sensetime.com Large
SIG Sightcorp Netherlands https://sightcorp.com SME
SIT SITA Switzerland https://www.sita.aero Large
SNP Snap Inc USA https://www.snap.com Large
SOF Softbank Robotics Japan https://www.softbankrobotics.com Large
SON Sony Japan https://www.sony.com Large
SPA Spatial USA https://spatial.io SME
SSY Sensory USA https://www.sensory.com SME
SVI Stereovision Imaging USA http://www.svisite.com SME
TAW Tawny Germany https://www.tawny.ai SME
TEB Techno Brain United Arab Emirates https://technobraingroup.com Large
TEC Tech5 Switzerland https://tech5.ai SME
TFA TrueFace USA https://www.trueface.ai SME
THA Thales France https://www.thalesgroup.com Large
TOS Toshiba Japan https://www.toshiba.co.jp Large
UNI Uniphore USA https://www.uniphore.com Large
VAL Valeo France https://www.valeo.com Large
VAT Video Analysis Technologies Russia https://tevian.ru SME
VBX Vision-Box Portugal https://www.vision-box.com Large
VIV Vividi Czechia https://vividi.io SME
VIX VixVizion Australia https://www.vixvizion.com SME
VLA VisionLabs Netherlands https://visionlabs.ai SME
VME VisionMetric UK https://visionmetric.com SME
VOC Vocord Russia http://en.vocord.ru SME
VTE Visage Technologies Sweden https://visagetechnologies.com SME
WOL Wolfcom USA https://wolfcomusa.com SME
WSE We See UK https://www.wesee.com SME
XFA XForwardAI China https://www.xforwardai.com.cn SME
XIA Xiaomi China https://www.mi.com/global Large
XIN Xinktech China http://www.xinktech.com SME
YIT YITU Tech China https://www.yitutech.com/en Large
ZKT ZKTeco China https://www.zkteco.me Large
ZOR Zorarobotics Belgium https://zorarobotics.be SME
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Distribution of companies by size and country

Supplementary Figure 4 shows the distribution of companies by size (SME vs large) and country of headquarters. As it can be
observed, companies are mostly located in the USA (59 companies), Europe (44 companies in EU27, 14 in the UK and 4 in
Switzerland) and Asia (20 companies in China, 14 in Japan, 4 in South Korea, 3 in Hong Kong). India, which is positioned high
on global charts tracking AI industry development and technology adoption234, has however a comparatively small presence in
facial processing (3 companies).

Overall, although large companies are present in this landscape, the majority of facial processing-related companies are
SMEs (66%). Nevertheless, the ratio of large companies vs SMEs is different depending on the geographic location. USA
has, in absolute terms, a stronger presence of large firms (23 out of 59), followed by China (12 out of 20) and Japan (12 out of
14). Europe’s facial analysis industry is mostly dominated by SMEs (35 out of 44 companies are SMEs in EU27). With 14
identified companies, the UK makes up a large part of the the European trend, where all of them are SMEs.

Supplementary Figure 4. Distribution of companies per country, size (SME vs large) and type of AI system commercialised
(Biometric Identification - BI, Biometric Categorisation - BC, Emotion Recognition - ER or Other - OT). Countries marked
with asterisk (*) belong to the EU27, which groups the 27 member countries of the European Union235. The world map was
generated using the Folium v0.12.1 Python library (https://python-visualization.github.io/folium/).
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