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#### Abstract

Meltem Gürel

When cells divide, mistakes happen. However, an intricate surveillance system has evolved to detect and eliminate anomalous cells before they become detrimental to the host organism. In cancer, abnormal cells manage to escape the immune system and grow uncontrollably. In this sense, cancer can be considered as an oversight of the immune system, as immune escape is a defining feature of clinically detectable cancers. The role of the immune system in fighting cancer is becoming increasingly indisputable as our understanding of its underlying mechanisms expand owing to technological advances in genomics, cancer biology, and computational sciences. In particular, significant research effort is undertaken in the field of cancer immunotherapy, where the immune system is stimulated to recognize and attack cancerous cells. In this thesis, I investigate certain aspects of the immune system in the context of cancer by computationally reconstructing and analyzing intratumoral B and T cell receptors.

Applying a novel immune cell receptor profiling protocol to original single-cell RNA sequencing (scRNA-seq) data obtained from melanoma patients, I present a complete computational reconstruction of intratumoral immune receptors in this cancer type. The scRNA-seq results are consistent with the presence of an ongoing intratumoral immune response, likely involving tertiary lymphoid structures and the cooperation between B and T cells.

Additionally, using a dataset of paired tumor biopsies collected pre- and posttreatment, I show that B cell infiltration increases after immunotherapy in pancreatic and colorectal cancer. This thesis includes the sequences of the most clonally expanded intratumoral antibodies expressed in these biopsies which I computationally reconstructed from bulk RNA sequencing reads.

Furthermore, by combining scRNA-seq and immune cell receptor profiling of samples collected from a novel mouse model, I present a comprehensive statistical analysis of gene expression in clonal tumor-reactive T cells. I also show the distribution of tumor-reactive clones across the tumor and spleen. This study forms a first proof-of-principle effort for the in-depth assessment of tumor-reactive T and B cell clones, in-vivo, and paves the way for further, more extensive experiments.


## Acknowledgements

I would like to express my genuine gratitude to my supervisor, Professor Simon Tavaré, for his guidance, support and invaluable advice. Over the past four years, he has given me the freedom to explore what I truly find interesting while making sure I stayed the course. Being his student has been a privilege. I am equally grateful to Daniele Biasci for introducing me to the world of immunology, and for all the time he has spent mentoring me throughout my studies. His endless encouragement and support, as well as expertise and constructive criticism have made this research possible. I would also like to thank James Thaventhiran and Ty So for sharing novel clinical data, and the CRUK CI Genomics Core, especially Katarzyna Kania, for all their support and assistance.

I owe huge thanks to the Tavaré group and CRUK CI for their daily support and inspiration, especially Edward Williams, Sam Abujudeh, Juliane Perner, Ioana Olan, and Ann Kaminski. I would also like to thank all my friends at Darwin College, the Darwin Boatclub, and Darbar. I am deeply thankful to my dear friends Brenda Valeiras, Elaine Gray, Robbin de Kruijf, Giles Shaw, Can Aztekin and Branislav Turčina for their incredible company and care. I would like to especially thank Emile Alexandre Marin and Michael Scherm for being my home away from home, and my family.

I am forever grateful to my life long friends Mustafa Atalay, Pınar Akçayöz De Neve, Tuğçe Ayerdoğan, Güliz Yazan, Emre Gençay, Berrak Gümüşkaya Öcal, and their families, for their constant love and support as well as all their scientific expertise which went into this thesis. İyi ki varsınız.

Without my family none of this would have been possible. I am beyond thankful to Türkan, Esin, Ahmet, Faith, Defne, Yasemin, Deniz and Levo Gürel for everything. I'm thankful to my brother, Bora Gürel, particularly for the ever so amusing sibling rivalry and for getting me into cancer research and patiently explaining to me how cancer works.

Finally, I would like to thank my parents Ayşe and Türker Gürel for their never-ending support and trust in me, their parental wisdom and scientific input, and for keeping my spirits up and throwing food at me throughout the writing process. Ebeveynlerim, çocuğunuz olduğum için büyük mutluluk ve şans, sonsuz minnet duyuyorum. Sizi çok seviyorum.

## Table of contents

List of figures ..... xv
List of tables ..... xxi
Nomenclature ..... xxii
1 Introduction ..... 1
1.1 The adaptive immune system and cancer ..... 1
1.1.1 B cells ..... 2
1.1.2 T cells ..... 4
1.1.3 Immune system interactions with cancer ..... 5
1.1.4 Cancer immunotherapy ..... 5
1.1.5 Tertiary lymphoid structures ..... 8
1.2 B and T cell antigen receptors guide the adaptive immune response ..... 9
1.2.1 BCRs ..... 10
1.2.2 TCRs ..... 13
1.3 Strategies for antigen receptor reconstruction ..... 13
1.3.1 Targeted repertoire sequencing ..... 14
1.3.2 Computational reconstruction and repertoire profiling of antigen receptors from bulk RNA-seq reads ..... 16
1.3.3 Reconstructing antigen receptors from single cell RNA-seq data ..... 18
1.3.4 Ontology for immunogenetics ..... 19
1.3.5 Software tools and pipelines reconstructing antigen receptors from unselected RNA-seq data ..... 20
1.4 Aims of this thesis ..... 24
1.5 Overview of work done ..... 24
1.5.1 Chapter overviews ..... 24
1.5.2 Original contribution ..... 25
1.5.3 Other PhD work ..... 26
2 Characterization of the melanoma TME and antibody repertoire ..... 27
2.1 Introduction ..... 27
2.2 Background ..... 28
2.2.1 Anti-tumor immunity from a B cell perspective ..... 28
2.2.2 Generation of BCR diversity ..... 30
2.2.3 Integrated immune cell profiling ..... 32
2.3 Human melanoma samples ..... 33
2.4 Pre-processing of RNA-seq data ..... 33
2.4.1 The Cell Ranger pipelines ..... 34
2.4.2 Improving the Cell Ranger pipelines for accuracy ..... 34
2.5 Gene Expression (GEX) Profiling ..... 39
2.5.1 Cell quality control and filtering ..... 39
2.5.2 Normalization ..... 41
2.5.3 Determining cell-cycle stage ..... 42
2.5.4 Dimensionality reduction using PCA ..... 44
2.5.5 Graph-based clustering using community detection ..... 45
2.5.6 2D visualizations with Uniform Manifold Approximation and Pro- jection (UMAP) ..... 47
2.6 V(D)J Reconstruction ..... 56
2.6.1 BCR repertoire ..... 56
2.6.2 TCR repertoire ..... 56
2.7 Results ..... 58
2.7.1 Clonal plasma cell expansion ..... 58
2.7.2 Sequences of clonal intratumoral antibodies ..... 63
2.7.3 Tertiary lymphoid structure detection ..... 65
2.8 Discussion ..... 69
3 Intratumoral antibody sequences reconstructed from RNA-seq ..... 71
3.1 Introduction ..... 71
3.2 Background ..... 72
3.2.1 Immune privilege in CRC and PDAC ..... 72
3.3 CAM-PLEX clinical trial ..... 74
3.3.1 Setup ..... 74
3.3.2 Dataset ..... 75
3.4 BCR repertoire recovery from paired data ..... 76
3.4.1 Computational reconstruction of BCRs from RNA-sequencing reads ..... 76
3.4.2 Analysis of reconstructed clonotypes ..... 78
3.4.3 Normalizing clonotype count across samples ..... 80
3.4.4 Aggregating clonotypes ..... 81
3.5 Results ..... 83
3.5.1 BCR distributions ..... 85
3.5.2 Pre and post-therapy BCR repertoires ..... 85
3.6 Discussion ..... 91
4 Tumor-reactive immune cell clonality ..... 95
4.1 Introduction ..... 95
4.2 Background ..... 96
4.2.1 T cell development ..... 96
4.2.2 T cell activation ..... 98
4.2.3 T cell diversity ..... 99
4.2.4 Tumor-infiltrating lymphocytes ..... 101
4.2.5 T cell impairment ..... 102
4.2.6 Immune checkpoint inhibitors in cancer therapy ..... 103
4.3 Integrated approach to expose reactive-TIL dysfunction at single cell level ..... 105
4.3.1 Antigen-Receptor Signalling Reporter (AgRSR) mouse ..... 105
4.3.2 Immune profiling of EYFP ${ }^{+}$cells ..... 107
4.3.3 Cell harvest and sequencing ..... 107
4.3.4 Chromium scRNA-seq output processing pipeline ..... 108
4.4 Analysis ..... 112
4.4.1 Gene expression analysis of EYFP ${ }^{+}$cells ..... 112
4.4.2 V(D)J and Gene Expression Analysis of CD8+ TILs ..... 130
4.4.3 Integrated analysis of tumor and spleen cells ..... 141
4.5 Results ..... 155
4.5.1 Lack of intratumoral B cells ..... 155
4.5.2 Co-expression of CD8 with CD4 and B cell genes IGHM and IGKC1 .....
4.5.3 Dysfunctionality signatures ..... 160
4.5.4 The immune response is specific to each host ..... 161
4.5.5 The immune response is not localized ..... 162
4.5.6 Possible evidence of allelic inclusion ..... 162
4.6 Discussion ..... 164
5 Conclusions and future study ..... 167
References ..... 173
Appendix A Reconstructed clonotype sequences ..... 197
A. 1 Chapter 2 - Melanoma ..... 197
A. 2 Chapter 3 - CRC ..... 198
A. 3 Chapter 3 - PDAC ..... 198
Appendix B Supplementary Figures ..... 199

## List of figures

1.1 Reactive lymphoid follicle in a lymph node, showing the classical distribu- tion of T and B lymphocytes ..... 3
1.2 PD-1/PD-L1 immune checkpoint inhibitors ..... 6
1.3 B and T cell receptor structure ..... 10
1.4 The $\mathrm{V}(\mathrm{D}) \mathrm{J}$ recombination process ..... 11
1.5 B cell affinity maturation in the germinal center ..... 12
1.6 Levenshtein distance matrix of human IGHV and TRBV alleles ..... 15
1.7 Simplified representation of targeted AgR sequencing versus RNA-seq ..... 17
2.1 The $\mathrm{V}(\mathrm{D}) \mathrm{J}$ recombination of the immunoglobulin heavy chain from germline gene segments ..... 31
2.2 Workflow describing the Chromium Single Cell Immune Profiling Solution ..... 32
2.3 UMI count distributions of samples patient1 and patient2 ..... 36
2.4 UMI count distributions of the detected cells from the patient1 and patient2 samples ..... 37
2.5 Antigen receptor chain alignments using the default reference versus the IMGT-based reference ..... 38
2.6 Cell quality check: The distribution of the UMI count and the number of expressed genes per cell ..... 40
2.7 Cell quality check: Scatter plot of the UMI count against the number of expressed genes per cell ..... 41
2.8 Normalization: Computed size factors plotted against the library size ..... 42
2.9 Cell cycle phase scores ..... 43
2.10 Normalized, log2-transformed expression values of the top HVGs ..... 44
2.11 Distributions of cell frequency, UMI count, and mitochondrial and riboso- mal UMI fractions in each cluster of the patient1 sample ..... 48
2.12 Distributions of cell frequency, UMI count, and mitochondrial and riboso- mal UMI fractions in each cluster of the patient2 sample ..... 48
2.13 UMAP of the patient1 sample colored for UMI count, total detected gene count, mitochondrial UMI percentage, and cell cycle phase ..... 50
2.14 UMAP of the patient2 sample colored for UMI count, total detected gene count, mitochondrial UMI percentage, and cell cycle phase ..... 51
2.15 Cell identification of the patient1 sample. UMAP embedded data is colored by known biomarker expressions ..... 52
2.16 Cell identification of the patient2 sample. UMAP embedded data is colored by known biomarker expressions ..... 53
2.17 Cell identification of the patient1 sample. UMAP embedded data is colored by cluster membership. Each cluster is annotated for cell identity. ..... 54
2.18 Cell identification of the patient2 sample. UMAP embedded data is colored by cluster membership. Each cluster is annotated for cell identity. ..... 55
2.19 BCR and TCR clonotype repertoires of each patient ..... 57
2.20 Clonotype projection of the patient1 sample. t-SNE projection is colored by clonotype membership. A BCR was not detected in cells colored with dark gray ( 7,127 cells). P1.BCR1:45, P1.BCR2:34, P1.BCR3:10, P1.BCR4:9, P1.BCR5:3 cells. Other:135 cells. ..... 59
2.21 Clonotype projection of the patient2 sample. t-SNE projection is colored by clonotype membership. A BCR was not detected in cells colored with dark gray (3,875 cells). P2.BCR1:140, P2.BCR2:14, P2.BCR3:5, P2.BCR4:4, P2.BCR5:3 cells. Other:71 cells. ..... 60
2.22 Cell cycle stage distributions and overlays of G1 score on the t-SNE projections of each sample ..... 61
2.23 Distribution of Ig isotypes in each sample's BCR repertoire. ..... 62
2.24 The consensus contig alignment of the P2.BCR1 clonotype's heavy chain to the IMGT reference ..... 62
2.25 t-SNE projections of biomarker expressions showing the presence of FRC- like reticular cells in the patient1 sample, and LTi cells in both patient1 and patient2 samples ..... 66
2.26 t-SNE projections of TLS associated chemokine expressions in the patient1 sample ..... 67
2.27 t-SNE projections of TLS associated chemokine expressions in the patient2 sample ..... 68
3.1 Total number of uniquely detected BCR clonotypes plotted against the uniquely detected TCR clonotypes ..... 79
3.2 Distribution of Ig isotypes across cancer types and time of sampling ..... 79
3.3 CRC heavy and light, and PDAC heavy and light clonotype frequency distributions ..... 81
3.4 Decrease in clonotype count across samples after aggregation by CDR3 amino acid sequence ..... 82
3.5 Clonal expansion of all Ig heavy clonotypes in a patient's pre- and post- immunotherapy repertoire ..... 83
3.6 Sum of CCPM of top IgH clonotypes plotted against total uniquely detected IgH clonotypes ..... 84
3.7 Ig heavy and light chain CCPM distributions of the selected patients ..... 85
3.8 Ig heavy and light chain CCPM change in time for patient 2 ..... 87
3.9 Ig heavy and light chain CCPM change in time for patient 8 ..... 88
3.10 Ig heavy and light chain CCPM change in time for patient 11 ..... 89
3.11 Ig heavy and light chain CCPM change in time for patient 25 ..... 90
4.1 T cell developmental stages in the thymus ..... 97
4.2 TCR diversity ..... 100
4.3 Assessment of antigen specificity of marking in the AgRSR mouse model ..... 106
4.4 Experimental timeline ..... 107
4.5 Removal strategy of non-target, doublet, dead, non-lymphocyte, and EYFP- cells ..... 108
4.6 Library size and uniquely detected gene count distributions in the tumor samples ..... 113
4.7 Cell complexity of tumor samples ..... 114
4.8 Mitochondrial UMI count plotted against the total UMI count ..... 115
4.9 Mitochondrial UMI count plotted against the detected gene count ..... 116
4.10 Discarded cells in tumor samples ..... 117
4.11 Computed size factors plotted against the UMI count ..... 118
4.12 Highly variable genes in the tumor samples ..... 119
4.13 Correlation of each PC with selected variables ..... 120
4.14 UMAP of each tumor sample overlaid with UMI count, uniquely detected gene counts, mitochondrial UMI percentage, and TCR presence ..... 122
4.15 Tumor sample UMAPs with overlaid with normalized, log2-transformed CD3, CD8, CD4, and FOXP3 gene expressions ..... 123
4.16 Tumor sample clusterings ..... 124
4.17 Normalized, log2-transformed, and row-scaled expression of cell cycling genes determine the cell cycling clusters ..... 126
4.18 Cell-to-cell correlation matrices for the normalized $\log 2$-scale gene expres- sion levels between all cells within the top clonotypes ..... 127
4.19 CD8 ${ }^{+}$, CD4 ${ }^{+}$and Treg clonotypes ..... 128
4.20 Clonotype overlay on UMAPs ..... 129
4.21 Rationale behind filtering out cells with no CD8 UMIs ..... 130
4.22 CD8 expressing cell proportions ..... 131
4.23 $\mathrm{CD}^{+}$cells library size, detected genes, cell complexity, and size factors ..... 131
4.24 Cell cycle phases of the subsetted $\mathrm{CD} 8^{+}$cells ..... 132
4.25 HVGs of CD8+ cells ..... 133
4.26 UMAP of each $\mathrm{CD}^{+}$subset overlaid with UMI count, uniquely detected gene counts, mitochondrial UMI percentage, and cell cycle phase ..... 134
4.27 UMAPs of each CD8+ subsets overlaid with normalized, log2-transformed CD3, CD8, CD4, and FOXP3 genes ..... 135
4.28 CD8 ${ }^{+}$cell clusterings overlaid on UMAPs ..... 136
4.29 Cluster cell frequencies by cell cycle phase ..... 137
4.30 G1 score distribution of cells in each cluster that are in the G1 phase ..... 137
4.31 Cluster biomarkers of $\mathrm{CD}^{+}$cells ..... 138
4.32 Naive, cytotoxic, and dysfunctional biomarker expression of $\mathrm{CD}^{+}$cells ..... 139
4.33 Clonotype overlay on UMAPs ..... 140
4.34 Graphical overview of the integrated approach to expose reactive-TIL dysfunction at single cell level ..... 141
4.35 Shared clonotype proportions in tumor and spleen ..... 142
4.36 Clonotype proportions overlaid on UMAPs ..... 143
4.37 mouse_d15 spleen sample QC plots ..... 144
4.38 mouse_d15 spleen sample dropped cells ..... 145
4.39 PCA projection of mouse_d15 merged tumor and spleen samples before batch correction ..... 146
4.40 PCA projection of mouse_d15 after normalizing for differences in sequenc- ing depth between the tumor and spleen samples ..... 148
4.41 UMAP of mouse_d15 after MNN correction overlaid with sample origin ..... 150
4.42 UMAP of mouse_d15 after MNN correction overlaid with corrected ex- pression of CD3, CD4, CD8, and FOXP3 genes ..... 151
4.43 UMAPs of the merged mouse_d15 sample after MNN correction where each cell is colored by cluster membership, TCR presence, and cell type ..... 152
4.44 UMAP of mouse_d15 after MNN correction where each cell is colored by the shared clonotypes between the tumor and spleen samples ..... 153
4.45 mouse_d15 common_clonotype_1 biomarkers ..... 154
4.46 cDNA QC plots showing very low yield for BCR enrichment ..... 155
4.47 Composition of EYFP ${ }^{+}$sorted cells ..... 156
4.48 UMAP of the 1,060 cells showing the gene expression for MS4A1, CD19, TNFRSF17, PTPRC, CD3, and LYZ2 ..... 157
4.49 Expression heatmap of the top markers ..... 158
4.50 Expression of PTPRC and TNFRSF17 show that cells which express TNFRSF17 do not express PTPRC ..... 159
4.51 Co-expression of CD8 with CD4 and B cell genes IGHM and IGKC ..... 160
4.52 IGHV gene expressions of $\mathrm{CD} 8^{+}$cells ..... 160
4.53 UMAP of the mouse_d25 tumor sample CD8+ cells colored by clonotype membership ..... 163
4.54 mouse_d25 clonotype recombinant gene UMI counts ..... 163
B. 1 Percentage of UMI originating from mitochondrial genes plotted against the library size and the detected gene counts of the patient1 and patient2 samples ..... 199
B. 2 The patient2 sample projected onto 2D space with UMAP where clusters are colored by membership as detected by the WalkTrap and Louvain algorithms ..... 200
B. 3 Screenshot of the Loupe VDJ browser opened with the BCR repertoire of the patient2 sample. ..... 201
B. 4 Screenshot of the Loupe VDJ browser opened with the TCR repertoire of the patient2 sample. ..... 201
B. 5 Clonotypes overlaid on the UMAP of the patient1 sample ..... 202
B. 6 Clonotypes overlaid on the UMAP of the patient2 sample ..... 203
B. 7 Overlays of cell cycle phase on the UMAP of the patient2 sample before and after cell cycle correction of gene expression ..... 204
B. 8 Overlays of each metadata on the UMAP of the patient2 sample after cell cycle correction of gene expression ..... 205
B. 9 Overlays of selected gene expressions on the UMAP of the patient2 sample after cell cycle correction ..... 206
B. 10 t-SNE projections of the most clonal antibody's heavy and light V genes' UMI fractions ..... 207
B. 11 Most highly expressed genes in the cells with high ( $>0.5$ ) IGLV and IGHV expression. Gene expressions are normalized and log2-transformed. ..... 208
B. 12 Cells discarded from the mouse_d15, mouse_d19, and mouse_d25 samples209
B. 13 Average UMI count correlation between kept and dropped cells ..... 210
B. 14 Cluster biomarkers of mouse ..... d15 ..... 211
B. 15 Cluster biomarkers of mouse ..... d19 ..... 212
B. 16 Cluster biomarkers of mouse ..... d25 ..... 213
B. 17 CD8 expression in the clusters of tumor samples ..... 214
B. 18 Clonotype biomarkers of mouse_d15 ..... 215
B. 19 Clonotype biomarkers of mouse_d15 ..... 216
B. 20 Clonotype biomarkers of mouse_d19 ..... 217
B. 21 Clonotype biomarkers of mouse_d19 ..... 218
B. 22 Clonotype biomarkers of mouse_d25 ..... 219
B. 23 Clonotype biomarkers of mouse_d25 ..... 220
B. 24 Clonotype proportions within cell cycle phases ..... 221
B. 25 mouse_d15 biomarkers. ..... 222

## List of tables

1.1 Number and median length in basepairs of IMGT IG genes and alleles of homo sapiens and mus musculus species per IMGT group. ..... 20
1.2 Number and median length in basepairs of IMGT TRA and TRB genes and alleles of homo sapiens and mus musculus species per IMGT group. ..... 20
2.1 Details of the BCR clonotypes that are reflected onto the 2D projections. ..... 58
3.1 CAM-PLEX trial dataset ..... 75
3.2 Example of customized mixcr::exportClones output ..... 78
3.3 Example of incorrect clonotype annotation. Clonotypes with the same row color have the same CDR3 amino acid sequence but differing VDJ gene combinations. Note that cloneFraction is the fraction of the chain in the whole repertoire. ..... 82
4.1 GEX analysis metrics of the tumor samples ..... 109
4.2 GEX analysis metrics of the spleen samples ..... 109
4.3 VDJ analysis metrics of all mouse samples taken from the tumor ..... 111
4.4 VDJ analysis metrics of all mouse samples taken from the spleen ..... 111
4.5 The similarity between tumor and spleen samples ..... 142
4.6 GEX analysis metrics of mouse_d 15 samples ..... 147
4.7 Aggregate metrics of mouse_d15 samples. ..... 147
4.8 BCR enrichment analysis metrics of mouse_d25 samples ..... 156
4.9 Shared TCR clonotypes across all tumor samples. ..... 161

## Nomenclature

Acronyms / Abbreviations
$A g R$ Antigen receptorAPC Antigen-presenting cell$B C R$ B cell receptor
CC Clonotype count
CCPM Clone counts per million
$C R C$ Colorectal cancer
CTLA-4 Cytotoxic T-Lymphocyte Associated Protein 4
GC Germinal center
GEX Gene expression
HTS High throughput sequencing
HVG Highly variable gene
ICB Immune checkpoint blockade
ICI Immune checkpoint inhibitor
Ig Immunoglobulin
IMGT The International Immunogenetics Information System
$M A D$ Median absolute deviation
MHCI Major Histocompatibility Complex class I

MHCII Major Histocompatibility Complex class II
MNN Mutual nearest neighbor
PCA Principal component analysis
PCR Polymerase chain reaction
PD-1 Programmed cell death-1
PDAC Pancreatic ductal adenocarcinoma
$Q C$ Quality check
RACE Rapid amplification of cDNA ends
scRNA-seq single-cell RNA sequencing
SHM Somatic hypermutation
SKCM Skin cutaneous melanoma
SLO Secondary lymphoid organ
SNN Shared nearest neighbor
$t$-SNE t-distributed stochastic neighbor embedding
Tc Cytotoxic T cell
TCGA The Cancer Genome Atlas
TCR T cell receptor
Tfh T follicular helper cell
Th Helper T cell
TIL Tumor-infiltrating lymphocyte
TLS Tertiary lymphoid structure
TME Tumor microenvironment
Treg T regulatory cell
UMAP Uniform Manifold Approximation and Projection
UMI Unique molecular identifier

## Chapter 1

## Introduction

### 1.1 The adaptive immune system and cancer

Mutations such as copy number alterations, point mutations, and chromosome rearrangements, occur frequently during the life of a cell, and can sometimes have serious consequences for the host. Cancer is a group of diseases where the host organism's self cells behave abnormally and divide rapidly, and possibly invade healthy tissue and organs. The immune system constantly monitors for such deleterious cells and normally eliminates them before they become life-threatening. It is widely accepted that the main reason behind the evolution of the immune system is to defend the host against pathogens, i.e., any microorganism that can cause disease in the host. In order to respond to a vast array of pathogens, the immune system utilizes a range of white blood cells, known as leukocytes, which can be at various stages of differentiation. These immune cells are examined in two major clusters: cells of the innate and of the adaptive immune system [117, Chapter 1, p. 5-17].

Innate immune cells are the first line of defense, and they are non-specific; they target anything that is non-self and potentially harmful, such as bacteria, viruses, or pollen. Macrophages, which are a particular type of phagocytic cells - the "eating" or "devouring cells" - that engulf bacteria and viruses in order to destroy them, are examples of innate immune cells. Another example is Natural Killer (NK) cells. NK cells are cytotoxic; they can release toxic granules containing perforin and granzymes to kill the target cell [238]. The innate immune cells are rapid in response, but in comparison to the adaptive immune cells, they are static; the host has an absolute arsenal - inherited from ancestors - with no memory that can accumulate on their own during the lifetime of the host organism [155]. Some innate immune cells also play a role in the adaptive immune system. The
dendritic cells, for example, present antigens on their surfaces in order to trigger the adaptive immune system [126, Chapter 6, p. 186-188].

The adaptive immune system, or acquired immunity, is generated in response to a specific type of antigen and has an immunological memory that learns and stores information to provide increased immune response against repeating pathogens caused by the same pathogen. Compared to the innate immune response, the adaptive immune response is much slower; however, its effects are highly specific and sustained long-term [155]. The adaptive immune system relies on two major cell types: $B$ cells and $T$ cells. Both cell types are derived from the same type of stem cell, namely multipotent hematopoietic stem cells, in the bone marrow. However, after they are generated in the bone marrow, they mature and become activated following different paths [117, Chapter 2, p. 24-38].

### 1.1.1 B cells

In birds, B cells mature in the bursa of Fabricius, a lymphoid organ that acts as a lymph gland and gives these cells their name [79]. In mammals, they mature in the bone marrow, becoming what is called a naive $B$ cell, and move into the lymphatic system to circulate throughout the host organism. B cells produce protein molecules called immunoglobulins (Ig) to bind to pathogens and neutralize them. Immunoglobulins produced by an individual B cell, have the same amino acid sequence and the same binding-site, which are both unique to that specific cell. These sequences are inherent to the organism's DNA and are generated via genetic recombination with a theoretical diversity greater than $10^{18}$ [62]. Initial Igs produced by newly formed B cells are inserted into the cell's plasma membrane. These distinct antigen-specific surface receptors, called $B$ cell receptors (BCRs), recognize and bind to antigens [162, Chapter 4, p. 141-152].

Naive B cells are activated when they encounter an antigen. The B cell which recognizes a specific antigen via its BCR proliferates and differentiates into either memory B cells or antibody-secreting effector cells. Memory B cells are record keepers for the specific antigens which activated them. Upon a possible immune response recall, they can quickly reactivate and proliferate, and differentiate in order to secrete antibodies. An antibody is a soluble form of Ig which is not membrane-bound [126, Chapter 6, p. 198-200].

Antibody-secreting effector cells produce large amounts of antibodies in response to a particular antigen. Antibodies can either label pathogens and unwanted cells to signal destruction to other components of the immune system or can directly neutralize them themselves. Secreted in large amounts, antibodies are normally one of the most


Fig. 1.1 Reactive lymphoid follicle in a lymph node, showing the classical distribution of T and B lymphocytes. B cells (CD20, texas red) are abundant in the germinal center, where activated B cells proliferate, mutate, and undergo clonal selection. B cells either differentiate into plasma cells that produce high-affinity antibodies against target antigens; or memory B cells, which then migrate out of the germinal center into the marginal zone [126, Chapter 6, p. 189-195]. T cells (CD3, FITC) are located in the peripheral zone, surrounding the germinal center. Naive B cells are also usually present in the peripheral zone (immunofluorescent stain, CD20:texas red, CD3:FITC, 200X). Image courtesy of Dr. Bora Gürel.
abundant protein components in plasma [34, Chapter 24, p. 1315]. The end-stage of an antibody-secreting effector B cell's differentiation is called a plasma cell. Plasma cells are much larger and dedicate most of their protein-synthesizing capacity to continuously secreting antibodies. Secreted antibodies circulate throughout the host organism to recognize free pathogens and other threats.

Proliferation and differentiation take place in the germinal centers (GCs), which are microenvironments formed within the B cell follicles of secondary lymphoid tissues upon an immune response. Some of the activated B cells migrate to lymphoid follicles and proliferate to form germinal centers [127]. We can think of germinal centers as specialized factories that are built upon an attack to produce fighters. Although activated B cells can immediately start secreting antibodies for an initial response, in germinal centers, B cells go through various changes to provide a more effective response. These modifications are crucial to finely tune the antibody for the antigen that it needs to fight. The selected
memory or plasma B cells exiting the germinal centers will have higher-affinity antibodies [117, Chapter 11, p. 267-272].

### 1.1.2 T cells

T progenitor cells that leave the bone marrow migrate to the thymus in order to mature and become T cells ( T from thymus). Similar to B cells, T cells also express distinct antigen-specific surface receptors, namely $T$ cell receptors (TCRs). In addition, T cells express various surface markers, including CD3, CD4, and CD8, which distinguish their functionality. Thymic selection ensures that mature T cells express either one of the surface markers CD4 or CD8 ${ }^{1}$. While BCRs can bind to antigens directly, TCRs can only recognize antigens that are bound to specific receptor molecules, namely Major Histocompatibility Complex class I (MHCI) and class II (MHCII). While MHCI molecules are expressed on the surface of all nucleated cells, MHCII expression is generally restricted to a few cell types, including antigen-presenting cells (APCs), such as dendritic cells and macrophages. During development, T cells undergo two selection processes. Positive and negative selection, in combination, ensure that only the self-tolerant T lymphocytes that recognize self-MHC molecules survive, while the majority are destined for programmed cell death - apoptosis [117, Chapter 10, p. 221-244]. It is important to note that T cell self-recognition is not restricted to thymic self-peptides, as surviving T cells of thymic selection would then assume cells of other tissues to be non-self and create an immune response towards them. The protein AIRE is responsible for the negative selection of organ-specific $T$ cells which are not typically expressed in thymic cells [145].

Surface markers help distinguish T cells in three main types with different functions: Helper $T$ cells ( $T h$ ) express CD4, and help in the recruitment and activation of other immune cells. Cytotoxic $T$ cells ( $T c$ ) express CD8, and are, in essence, the killer cells responsible for eliminating unwanted cells. T regulatory cells (Treg) co-express CD4, CD25, and the transcription factor FOXP3, and help distinguish between self and non-self molecules, hence monitor and control immunity. Once a threat is eliminated during a primary immune response, most effector T cells die, leaving behind some long-lived memory $T$ cells at standby for a possible secondary immune response. These cells can circulate between blood, secondary lymphoid organs, non-lymphoid tissues, or reside in tissues without circulation [166].

The adaptive immune system provides humoral and cell-mediated immunity, which are dependent essentially on the functions of B and T cells, respectively. Humoral immunity

[^0]refers to the bodily fluids where the secreted antibodies bind to antigens. B cells are the key players of the humoral immune system and, as mentioned, are responsible for producing antigen-specific antibodies. With cell-mediated immunity, the response is carried out by different T cell populations [117, Chapter 1, p. 9-17].

### 1.1.3 Immune system interactions with cancer

It is estimated that more than 20,000 DNA repair events take place per cell every day by specific DNA repair pathways [143]. Cells that are not repaired might acquire malignant changes. Given that it is the role of the immune system to monitor for and protect against such damaged cells, it is surprising that cancer is the second leading cause of death globally, responsible for over nine million deaths in 2018 [250].

The immune system recognizes and attacks cancerous cells continuously via immunosurveillance which is thought to be based on a cell's expression of tumor-specific neoantigens or tumor-associated antigens [229]. Mutated proteins from oncogenes or other genes expressed and presented on the cell surface, and abnormal over-expression of self-proteins found on tumors are targets for immunosurveillance. Both the innate and adaptive immune effector cells play a role in controlling cancer [153]. NK cells of the innate immune system can detect and kill the initial, altered self-cells via direct tumor cell lysis. Later, macrophages and dendritic cells can engulf the fragments spread from this destruction and present them to T cells, thus triggering an adaptive immune response. The adaptive immune system eliminates the remaining tumor cells and generates a long-lasting immune memory specific to the recognized tumor components. According to the immunoediting theory [205], [159], this initial stage is called the eliminating phase. However, some tumor cells can escape the host immune response and survive into the next stage, called the equilibrium phase. During this phase, the tumor is present but does not grow or further metastasize, and the immune system is keeping it under control via immunosurveillance. This stage can be long-lasting, imitating elimination. Again, however, this equilibrium can be compromised with tumor cells that can resist, avoid, or suppress the anti-tumor immune response, resulting in tumor escape. These three phases, elimination, equilibrium, and escape, represent a high level, but a broadly accepted interpretation of the interplay between cancer and immune cells [169].

### 1.1.4 Cancer immunotherapy

Cancer cells can bypass immune cells by avoiding immune recognition, developing resistance to attack by immune cells, or instigating an immunosuppressive tumor mi-


Fig. 1.2 PD-1/PD-L1 immune checkpoint inhibitors. PD-L1 binds to PD-1 and inhibits T cell killing of tumor cell. Blocking PD-L1 or PD-1 allows T cell killing of tumor cell. This illustration was drawn based on Figure 1 in [170]. Image courtesy of Ms. Güliz Yazan.
croenvironment (TME) [159], [169]. According to the cancer immunotherapy theory, it should be possible to slow or arrest tumor growth and prevent it from metastasizing by strengthening and restoring the host organism's immune system. There is a growing range of cancer immunotherapies which aim to provide long-term tumor control or complete elimination: therapeutic cancer vaccines which for the moment only prolong survival for cancer patients [157], Chimeric Antigen Receptor (CAR) T-cell therapy where a patient's T cells are modified to bind to a specific antigen on the patient's tumor cells and kill them [112], stimulating the immune system by exploiting cytokine signaling networks [133], and checkpoint blockade therapies, which have sparked the most interest [189], are all rapidly evolving treatment strategies in oncology.

## Immune checkpoint inhibitor therapy

Immune checkpoint molecules are receptors found on the surface of several immune cell types, including B, T, and NK cells [232], [236], [178]. CTLA-4 (Cytotoxic T-Lymphocyte Associated Protein 4) and PD-1 (Programmed cell death-1) are the most studied immune checkpoint molecules [189]. Through such immune checkpoints, the immune cell functions are regulated, ensuring that the immune response is directed to the right cells while limiting the extent and duration of response. However, tumor cells can also exploit these immune checkpoints in order to suppress anti-tumor immune responses [52].

Immune checkpoint inhibitors (ICI) such as PD-1 inhibitors, PD-L1 inhibitors, and CTLA-4 inhibitors are drugs that block the targeted checkpoint proteins in order to stop
them from binding and therefore promote immune-mediated elimination of tumor cells. Figure 1.2 illustrates the blocking of the PD-1 or PD-L1 checkpoint molecules. Immune checkpoint therapies using such blocking monoclonal antibodies have demonstrated positive clinical outcome in several cancers including non-small-cell lung cancer (NSCLC), renal cell cancer, and has been particularly successful in melanoma [189]. Ipilimumab, an anti-CTLA-4 monoclonal antibody therapy, was the first drug to show long-term survival in patients with advanced melanoma [98]. It has been shown that among 1,861 melanoma patients treated with ipilimumab, the median overall survival was 11.4 months, with possible continued response up to 10 years after starting therapy [203]. Nivolumab, an anti-PD-1 monoclonal antibody, improved the overall survival of patients with melanoma and NSCLC [237], and pembrolizumab, another anti-PD-1 monoclonal antibody, increased progression-free survival and overall survival in patients with advanced melanoma and had less toxicity than ipilimumab [191]. Dual immune checkpoint blockade of anti-PD-1 and anti-CTLA-4 has demonstrated an overall survival rate of $58 \%$ at three years in the nivolumab-plus-ipilimumab group and $52 \%$ in the nivolumab only group, and $34 \%$ in the ipilimumab only group [252]. However, $59 \%$ of patients administered the combination immunotherapy experienced toxicity, compared to $21 \%$ of those in the nivolumab only group, and $28 \%$ in the ipilimumab only group. With the recent publication of the five-year follow-up [130], it has been reported that the overall survival at five years is $52 \%$ in the nivolumab-plus-ipilimumab group, $44 \%$ in the nivolumab group, and $26 \%$ in the ipilimumab group.

Owing to such drugs, immunotherapy has become a powerful clinical strategy for cancer treatment. Numerous other treatments are in clinical and preclinical developmental stages [81]. However, the outcome is not the same for every patient; not every patient responds the same to therapy. Checkpoint blockade therapy so far only helps a minority of patients, and its effects are not long-lived [140], [169]. In a study, it was observed that the type, density, and location of immune cells within the tumor site could predict clinical outcome in colorectal cancer [73]. A scoring system, namely Immunoscore, based on the quantification of $\mathrm{CD} 3^{+}$and $\mathrm{CD}^{+}$cell populations both at the tumor site and the invasive margin was devised following this finding. With this scoring system, tumors are classified based on their immune infiltration. This led to the concept of hot (highly infiltrated) and cold (non-infiltrated) tumors. Furthermore, studies analyzing the TME have observed that response to immune checkpoint blockade favors pre-existing T cell infiltration in tumors [26]. Effective immune response post-anti-PD-1 therapy requires the reactivation and clonal-proliferation of antigen-experienced immune cells to be present in the TME [214].

It is thus essential to analyze the TME prior to therapy as well as post-therapy, in order to identify patients for whom immune checkpoint therapies could result in positive outcomes. Methods that can expose clonally expanded immune cells and fully characterize the TME could help transform immunotherapy into a more broadly applicable treatment for cancer [188], [266].

### 1.1.5 Tertiary lymphoid structures

The cell-mediated and humoral immune responses against cancer are thought to be primarily initiated in the secondary lymphoid organs (SLOs) such as the lymph nodes and the spleen [48]. APCs that have processed antigens from the tumor site travel to the SLOs where they present these peptides to B and T cells, initiating their activation. Following proliferation and differentiation, immune cells migrate into the tumor in order to eliminate the tumor cells [80]. Hence, SLOs are considered crucial in initiating and regulating an adaptive immune response to cancer as they provide the grounds for interaction between immune cells and tumor antigens.

However, recent studies have shown that SLOs are not the only sites where the anti-tumor immune response is generated [201]. Tertiary lymphoid structures (TLSs) are ectopic lymphoid-like structures that develop in non-lymphoid tissues at sites of infection or chronic inflammation, including tumors. TLSs have been observed in the stroma, invasive margin, and within the center of many solid tumors, including breast, pancreatic, NSCLC, and melanoma [48]. TLSs organizationally resemble lymph nodes. In primary cancers, TLSs have been reported to comprise a T cell zone, a B cell zone with characteristics of a germinal center mainly containing B cells, and antigen-presenting cells such as DCs, and macrophages [80]. TLSs provide a local setting for T and B cell activation, proliferation, and differentiation through the presentation of antigens from the neighboring tumor [201]. A dense population of plasma cells has been observed surrounding TLSs in various tumors [123], [132], [231] and for example, in ovarian cancer, the presence of tumor-infiltrating antibody-producing plasma cells has been reported to strengthen the prognostically favorable cytolytic T cell responses [123]. Studies suggest that tumor-infiltrating B cells could be presenting tumor antigens to T cells [35], [261]. Moreover, it has been hypothesized that TLSs enable the local production of antibodies [103]. Although it is accepted that $\mathrm{CD} 8^{+} \mathrm{T}$ cells drive anti-tumor immunity, observations suggest that TLSs may be facilitating an effective anti-tumor immune response achieved via the coordination of T and B cells.

Furthermore, an association between the presence of TLS and a favorable prognosis has been reported for many solid tumors, although the outcome depends on parameters
including cancer type and disease stage. An extensive review is presented in [201]. Besides established biomarkers such as the quantification of pre-existing anti-tumor T cells, PDL1 expression at the tumor site, or tumor mutational burden, the presence of TLSs is being regarded as a prognostic and predictive factor in patient response to immunotherapies, as well as a criterion for patient selection for immunotherapy [48].

### 1.2 B and T cell antigen receptors guide the adaptive immune response

B and T adaptive immune cells utilize their antigen-specific surface receptors to recognize a vast array of threats against the host organism. This highly specific recognition is achieved via the considerable diversity of BCRs and TCRs and decides the fate of a cell; the cell's development, survival, and activation are heavily influenced by signals received via its BCR or TCR.

BCRs are composed of two identical heavy chains encoded by the IGH gene locus and two identical light chains encoded by the IGK or IGL genes, respectively. TCRs are composed of either $\alpha$ and $\beta$ or $\gamma$ and $\delta$ chains where each chain is encoded by a different germline TRA, TRB, TRG, or TRD gene locus, respectively (see Figure 1.3). Each of these chains is made up of one of the many possible germline variable (V), diversity (D), joining (J), and constant (C) gene segments. One of each V, D (only in BCR heavy and TCR $\beta$ chains), J, and C segment are combined through somatic DNA rearrangements during B and T cell development. This process is known as $V(D) J$ recombination and is the major driver of the receptor diversity. Additional diversity between receptors is generated by random insertion and deletion of nucleotides at the V-(D)-J junction sites. The pairing of heavy and light, and $\alpha$ and $\beta$ or $\gamma$ and $\delta$ chains is also a factor of diversity [117, Chapters 4, 5, and 9].

BCR and TCR chains contain three complementarity determining regions: CDR1 and CDR2 are encoded solely by V genes in the germline DNA segments, whereas CDR3 is encoded by the terminal of V genes, the D genes in the case of BCR heavy and TCR $\beta$ chains, the beginning of J genes, and the junctional sites between those genes, making it the most variable region in a chain (see Figure 1.4) [117, Chapter 5, p. 115], [117, Chapter 9, p. 207]. CDR3 regions are also the primary antigen-binding site of the receptors [74]. Due to these characteristics, antigen receptors (AgRs) are, in general, identified by their CDR3 regions [137].

When an adaptive immune cell recognizes a specific antigen, it might proliferate, leading to clonal expansion. Cells expressing identical receptors are said to be of the


Fig. 1.3 B and T cell receptor structure. Figure adapted from [174].
same clone and their AgRs of the same clonotype [137]. A clone can be defined by the set of unique CDR3 regions its receptors encode, meaning that cells with receptors that have identical sequences in their CDR3 region are considered to be of the same clone. With some exceptions [239], it is highly unlikely that two cells with no common predecessor express the same receptor, hence cells of the same clone are considered to have proliferated from the same ancestor cell. When a B or T cell is antigen challenged, it divides and undergoes clonal expansion. Thus the AgR sequences serve as a unique "clonal index" which decodes antigen specificity and cell lineage.

In theory, the number of unique BCR and TCR sequences can surpass $10^{18}$ [62]. However, there are only $3.72 \times 10^{13}$ non-bacterial cells in the human body [20], and some BCR and TCR tend to be more frequent than others due to antigen specificity and other factors, hence the full possible collection cannot be realized in a single host. The adaptive immune repertoire refers to the collection of B and T cell receptors within an individual host, and is formed throughout a lifetime, shaped adaptively in response to antigen challenge. The clonal diversity and distribution, and abundance of BCRs and TCRs are used to characterize this dynamic repertoire.

### 1.2.1 BCRs

In addition to the combinatorial, junctional, and coupling diversity, BCRs achieve increased functional diversity through isotype/class switching their constant regions (C-region), somatic hypermutation, and affinity maturation.

Mammals have five classes of antibodies: $\operatorname{Ig} A, \operatorname{IgD}, \operatorname{IgE}, \operatorname{IgG}$, and $\operatorname{IgM}$, where each has a distinct heavy chain C-region $\alpha, \delta, \epsilon, \gamma$, and $\mu$, respectively. In humans, IgG and IgA


Fig. 1.4 The $\mathbf{V}(\mathbf{D}) \mathbf{J}$ recombination process, in which individual V, D, and J genes are randomly selected (selection). These genes are then joined together after a process that deletes random nucleotides on the boundaries (deletion) and inserts random nucleotides in the light blue N-region (insertion). The diversity and specificity of an antigen receptor are, to a large extent, determined by the recombination site CDR3. I have illustrated this process based on details provided in [152, Chapter 4, p. 85-110].
have further subclasses $\operatorname{IgG} 1, \operatorname{IgG} 2, \operatorname{IgG} 3$, and $\operatorname{IgG} 4$, having $\gamma_{1}, \gamma_{2}, \gamma_{3}$, and $\gamma_{4}$ heavy chain C-regions, respectively, and IgA1 and $\operatorname{IgA} 2$ with $\alpha_{1}$ and $\alpha_{2}$ heavy chain C-regions. Each class has different functional properties and determines what follows antigen binding. Naive B cells express IgD and IgM, either as BCRs or secreted antibodies. $\operatorname{IgM}$ is secreted into the blood during a primary antibody response, upon initial exposure to an antigen. IgG is secreted in large quantities during secondary immune responses and makes up the majority of immunoglobulin in the blood. As an immune response evolves, a BCR can "switch" its "class" to alter its functional role. Following antigen binding, by excising unwanted isotypes, active B cells may express IgG, IgA, and IgE, or continue expressing IgM [34, Chapter 24, p. 1315-1318]. While the exact process behind class-switching is unknown, it has been observed that cytokines play a major role in determining which isotype a B cell will express [117, Chapter 5, p. 121-122].

Antibodies produced during the early stages of an immune response usually have much lower binding strength compared to those produced later on. This is achieved overtime via fine-tuning their ability to bind an antigen through a process called somatic hypermutation (SHM). Point mutations accumulate in the V-regions of both the heavy and light chains, with the overall goal of producing diversity, but not affinity. Antibodies
undergoing SHMs can end up with higher, lower, or fixed strength antigen binding. SHMs can also produce non-productive antibodies. In order to increase a B cell's affinity for a specific antigen, it undergoes affinity maturation, which is the repeated process of SHMs and subsequent selective survival of high-affinity antibodies. Mutations tend to accumulate in the CDRs. As affinity maturation is guided via antigen binding, it is the CDRs that end up with the most mutations after affinity maturation [117, Chapter 5, p. 117-122].

Clonal expansion, class switching, SHMs, and affinity maturation all take place in intratumoral TLSs and GCs [231]. Naive B cells entering a GC clonally expand and accumulate SHMs. Cells that generate antigen affinity increasing mutations in their antibodies are selected for class switching. They then differentiate into plasma or memory B cells and exit the GCs (see Figure 1.5). Cells which, after SHM, produce antibodies with a decreased antigen affinity are signaled for apoptosis. Similarly, in GC found in TLSs, B cells undergo terminal differentiation into effector cells and migrate from the TLS B-cell follicle to the tumor stroma [76].

In this thesis, when describing BCR reconstruction, the terms BCR and antibody are used interchangeably if not specified otherwise since their sequences are identical. I focus on BCRs in Chapters 2 and 3 in which I present complete computational reconstructions of intratumoral BCR repertoires.


Fig. 1.5 B cell affinity maturation in GC. Naive B cells entering the GC are fine tuned for a given antigen. B cells with decreased affinity are signalled for apoptosis while ones with increased affinity differentiate into memory and plasma B cells. Figure adapted from [127].

### 1.2.2 TCRs

TCRs are always membrane-bound, and they guide cell-to-cell adaptive immunity [162, Chapter 4, p. 153-155]. In humans and mice, the $\operatorname{TCR} \alpha \beta^{+}$lineage makes up more than $90 \%$ of the T cells in the peripheral immune system [126, Chapter 6, p. 190]. In general, TCRs do not undergo SHMs when a T cell is exposed to antigen. Thus, the antigen affinity of a given T cell clone and their TCR clonotype remain static after $\mathrm{V}(\mathrm{D}) \mathrm{J}$ recombination. However, SHM was observed in the TCR $\alpha$ of mice and TCR $\beta$ of HIV-infected patients, as well as the variable domain of TCR in camel and shark [21].

In Chapter 4 of this thesis, I give a detailed description of T cells and TCRs and present a comprehensive statistical analysis of gene expression of clonal tumor-reactive T cells coupled with their TCR repertoire profiles.

### 1.3 Strategies for antigen receptor reconstruction

In the past, immune cell receptor studies would only recover a tiny fraction of the complete repertoire [11]. Early studies characterizing the TCR repertoire were conducted at the protein level using flow cytometry and monoclonal antibodies [64]. Experiments at the genomic level were initially based on CDR3 sequence length rather than the actual nucleotide sequences [83]. Characterization of the TCR repertoire at the nucleotide sequence level was achieved via molecular cloning techniques coupled with Sanger sequencing [200]. Although Sanger sequencing provides specificity, it is not reasonable to assume capture of the immense diversity using a method with such low capacity studies were only able to sequence receptors in the $10^{2}-10^{3}$ range [11]. [222] provides an extensive review of methods developed to recover AgRs and assess repertoire diversity prior to high throughput sequencing (HTS).

With the advent of HTS, research focusing on AgR repertoires gained significant momentum. Cost-effective massively parallel sequencing of millions of DNA molecules offered a comprehensive view of receptor sequences, including $V(D) J$ regions and the complete CDR3 sequence. In 2009, using the HTS platform Roche 454 - which can provide, on average 500 bp length reads - for immune repertoire analysis for the first time, [248] described the diversity of the antigen-binding domain of the Ig heavy chain recovered from 14 zebrafish to analyze $V(D) J$ usage and antibody sequences. Their work was followed by others using the 454 sequencing platform to cover the entire V(D)J region of the human BCR and TCR repertoires [29], [247]. Studies next utilized the Illumina HiSeq platform, which offers shorter read length but much higher read throughput at
a lower cost, allowing for deep sequencing of repertoires [70], [192]. Since then, HTS profiling of immune receptors has been used extensively to study adaptive immunity [39].

However, the alignment of AgRs has to go beyond those developed for genome sequencing as their intrinsic nature, especially of BCRs, present particular challenges in recovering $V(D) J$ sequences. First, as receptors are a product of $V(D) J$ recombination, junctional insertions and deletions (indels), and possible SHMs, there are no reference sequences for CDR3s in the genome. Second, the edit distances between two different $\mathrm{V}(\mathrm{D}) \mathrm{J}$ sequences can be less than the acceptable sequencing error rate, i.e., sequencing reads may result in erroneous sequence variants with mismatches, and it may be challenging to decide whether the sequence represents the same CDR3 with technical errors or a completely different $\mathrm{V}(\mathrm{D}) \mathrm{J}$ sequence.

### 1.3.1 Targeted repertoire sequencing

Currently, there are two main approaches taken to reconstruct AgRs: targeted repertoire sequencing and computational reconstruction of unselected RNA-seq reads. Targeted repertoire sequencing methods selectively target TCR/BCR molecules; using polymerase chain reaction (PCR) and HTS, they generate a large number of short to mid-length DNA/RNA sequences covering regions of interest of AgRs . They employ a target enrichment step to increase the sensitivity, using either genomic DNA or cDNA as starting material. Multiplex PCR, targeted in-solution enrichment, and $5^{\prime}$ RACE-switcholigo nested PCR are the most commonly used enrichment methods [17]. Multiplex PCR uses a multiplex pool of forward PCR primers complementary to V segments, and depending on whether the starting material is gDNA or cDNA, either a pool of reverse primers designed for the J segments, or for the constant regions, respectively [59], [242]. Using quantitative multiplex immunofluorescence, and HTS of TCRs, [242] analyzed samples from 46 patients with metastatic melanoma obtained before and during anti-PD-1 therapy (pembrolizumab). Pre-treatment samples obtained from responding patients showed a more clonally expanded TCR repertoire, suggesting these patients had already mounted an adaptive immune response prior to therapy. They also concluded that successful anti-PD-1 outcome requires pre-existing CD8 ${ }^{+} \mathrm{T}$ cells that are negatively regulated by PD-1/PD-L1-mediated adaptive immune resistance. Targeted/bait-based enrichment uses RNA baits which are complementary to the sequences of interest and tolerate a few mismatches. 5 ' rapid amplification of cDNA ends (RACE) technologies decrease the amount of PCR bias that may result from using multiple primers for different V and J genes. This method adds only a single universal oligo at the $5^{\prime}$ end of the transcript, and a reverse primer to the C region of the transcript [70]. 5'RACE-switch-
oligo method uses transcript RNA as input material while the two others can use genomic DNA or transcript RNA.


Fig. 1.6 Levenshtein distance matrix of human IGHV and TRBV alleles. Each cell is colored by the sequence similarity between any two alleles of a BCR heavy (left) and TCR $\beta$ (right) variable group, where high corresponds to a Levenshtein distance of 0 , and low to 250 and above. The median length of human IGHV allele sequences is 353 bp , and human TRBV allele sequences is 344 bp .

Apart from the amplification technique, the choice of input material is also important and depends on the research question. Genomic DNA offers better stability and allows for better quantification of AgR clones as each cell contains a single DNA copy of the gene encoding each receptor chain, however, it does not provide any information on the gene expression level and may lead to sequencing errors because of introns or possible residuals of $\mathrm{V}(\mathrm{D}) \mathrm{J}$ recombinations [222]. With RNA, we can obtain the final BCR and TCR products along with dynamic expression level information, while excluding the non-productive sequences that are functionally irrelevant. However, when using RNA, quantification can be challenging as an immune cell will contain more than one immune receptor transcript, and BCR and TCR representation in plasma B cells and activated T cells will be quite high. RNA-based methods can utilize unique molecular identifiers (UMIs), which are a sequence of 8-12 random nucleotides attached to each initial cDNA, in order to detect and quantify unique mRNA transcripts after PCRs and sequencing [120]. These unique molecular barcodes allow for $\mathrm{BCR} / \mathrm{TCR}$ transcript quantification and error correction during data analysis. As mentioned before, AgRs may differ by single nucleotides. Therefore it is imperative to distinguish between PCR or sequencing
errors, and low-frequency clonotypes. UMIs provide a reliable technique to distinguish technical errors from distinct AgRs or daughter AgRs with SHMs.

Once AgRs have been sequenced, the raw HTS platform sequence data files are converted to FASTQ format [47] and are then processed to match the obtained sequence to the known germline gene sections. However, unlike standard alignment where short reads are mapped to the most similar regions of the reference, this gene matching process is a bit tricky. The BCR and TCR loci are made up of many similar V, D, and J genes, which need to be distinguished accurately. As an example, Figure 1.6 shows this similarity with a heatmap of all the human BCR heavy and $\mathrm{TCR} \beta \mathrm{V}$ allele edit distances. Also, these $\mathrm{BCR} / \mathrm{TCR}$ variable regions accumulate insertions and deletions and possible SHMs during recombination and affinity maturation, diverging them from the actual gene sequences. Table 1 in [96] lists the current receptor gene assignment and profiling tools that were developed specifically for targeted AgR sequencing datasets.

### 1.3.2 Computational reconstruction and repertoire profiling of antigen receptors from bulk RNA-seq reads

The alternative to targeted AgR sequencing is computationally reconstructing AgRs from RNA-seq reads obtained from any sample containing immune cells. The downside of this method is that a small fraction of such sequencing reads will come from BCRs and TCRs, and a high sequencing depth will be required to pick up the AgR signal in the RNA-seq read pool [33]. However, as new computational methods develop, this is becoming less of a challenge. [33] extracted TCR sequence information from the RNA-seq data of 6,738 tumor samples taken from The Cancer Genome Atlas (TCGA) [164], with a typical yield of one unique TCR per 10 million reads. However, their poor detection rate is dependent on using computational methods that are not explicitly designed for unselected RNA-seq data. In comparison, [137], with a specialized method, detected an order of magnitude more distinct CDR3 sequences in the same dataset.

The fraction of BCR and TCR reads covering CDR3s in RNA-seq data varies from sample to sample depending on the degree of immune cell infiltration, and can range from $10^{-4}$ to $10^{-7}$ for BCRs and $10^{-5}$ to $10^{-7}$ for TCRs [24]. Moreover, as the length of RNA-seq paired-end reads is typically in the $50-100 \mathrm{bp}$ range, successful detection of target $\mathrm{V}(\mathrm{D}) \mathrm{J}$ junctions requires alignment with very short fragments of germline V and $J$ genes (12-15 bp). Another challenge in the evaluation of such short sequences is the high probability of false-positive alignments. Efficient reconstruction of antigen receptors
from raw RNA-seq reads thus requires the extraction of as many true CDR3 sequences as possible while ensuring nearly zero CDR3-like false-positives.

Targeted amplicon sequencing based methods cannot evaluate AgR variation in the context of genetic diversity. RNA-seq based transcriptome analysis is now quite affordable and routine in biological research and clinical studies. Extracting AgRs directly from the readily available RNA-seq data provides the ability to assess receptor clones within the gene expression space. Furthermore, the quantity of starting material is a factor that can make targeted amplicon sequencing based methods unfavorable. Especially in cancer studies, tumor tissue samples taken during ongoing treatment can be quite limited as they are often from needle biopsies. If only low quantities of starting material are available, it is beneficial to extract the BCR/TCR information directly from RNA-seq data along with other -omics data, rather than having to separate the sample for transcriptome, BCR, and TCR profiling.

Moreover, with the ongoing "fight against cancer", cancer researchers have been amassing data in centralized repositories such as TCGA [164] and the International Cancer Genome Consortium (ICGC) [104]. AgR reconstruction methods can employ such readily available databases for immune receptor profiling, providing an additional layer of information to pre-existing research without extra wet-lab time and cost. In this regard, [137] demonstrated their computational algorithm named TRUST [138] on unselected tumor RNA-seq data taken from the TCGA cohort to characterize the TCR repertoire of tumor-infiltrating T cells. One of their findings is that the diversity of T cell clonotypes positively associates with cancer somatic mutation load. Similarly, [24] employed MiXCR [25] to reconstruct AgR repertoires of 458 cutaneous melanoma


Fig. 1.7 Simplified representation of targeted AgR sequencing vs RNA-seq. Each horizontal line represents an mRNA transcript where each color denotes a unique gene sequence. (a) The mixed pool of all possible mRNA in a given sample including the recombined AgR transcripts (multicolored) and the non- AgR sequences (blue, brown, red). (b) Targeted sequencing amplifies the selected CDR3 region of receptor transcripts (displayed as a color gradient). (c) RNA-seq generates fragments from all transcripts present in the mixed pool, including fragments of the CDR3 encoding sequence. Figure adapted from [33].
(SKCM) patients from 48+48-bp paired-end RNA-seq data taken from TCGA. They associated a combination of high intratumoral IGH expression levels and high levels of IGH clonality with more prolonged survival. Patients with abundance and high clonality of IGH showed better prognosis compared to patients with a similar abundance of IGH but diverse repertoires.

### 1.3.3 Reconstructing antigen receptors from single cell RNAseq data

The immune system is a complex network of cells that vary in type, state, and differentiation stage. In order to grasp the full heterogeneity of the immune system and understand the intricate underlying mechanism, studies need to be conducted at single-cell resolution. In the past 50 years, flow cytometry has provided significant developments in high-throughput quantitative analysis of cells and other particles [177]. In immunology, microscopy and flow cytometry are used to classify and quantify populations of immune cells based on the specific surface marker and intracellular protein expression. Recent computational flow cytometry tools and software have also begun providing reproducible and unbiased results that manual analysis could not [198]. However, such methods are still limited by the number of parameters for cell-type classification and the reliance on prior knowledge of known markers [44].

Single-cell RNA-seq (scRNA-seq) is an ideal method to reveal cellular heterogeneity. scRNA-seq measures the gene expression levels within a single cell, allowing for the classification of individual cells by transcriptome analysis rather than surface markers. In immunology, with scRNA-seq, cellular complexity can be investigated in far greater detail than conventional methods, exposing new cell types and functionally diverse subpopulations of known cell types [246], [22]. scRNA-seq has also allowed for the in-depth study of the adaptive immunity against cancer. [235] analyzed a total of 4,645 malignant and tumor cells from 19 human melanoma samples. They examined CD8+ T cells to identify dysfunction programs. Similarly, [140] analyzed the tumor-infiltrating immune cells in human melanoma to reveal the trajectories of CD8+ T cell dysfunction. Profiling immune cells from melanoma patients using scRNA-seq, [197] determined that TCF7 (TCF1 in mice) expression can predict positive clinical response. Many other studies have dissected tumor tissues using scRNA-seq to characterize the TME [175], [221], [184], [13], [202], [66].

The usual scRNA-seq workflow consists of single-cell capture, mRNA reverse transcription, cDNA amplification, library preparation, high-throughput sequencing, and
data analysis [44]. In some protocols, to eliminate the amplification bias, UMIs are attached to each transcript within a cell during reverse transcription [107]. The absolute copy number of a transcript in a single cell can be found by counting the number of distinct UMIs. The count of sequenced UMI reads that align to a specific gene represents the expression level of that gene. Each cell is presented as a vector of gene expression levels, and the cell vectors merged on genes make up the digital (gene x cell) expression matrix of the captured cells.
scRNA-seq is an ideal method to study the vast diversity of AgRs, along with their relation to their cells' type and state. Similar to bulk data, the sequences of BCRs and TCRs can be assembled from scRNA-seq reads or reconstructed using targeted AgR sequencing. With "bulk" approaches, information about the pairing of heavy and light chains in the case of Ig, and the $\alpha$ and $\beta$ chain for TCR, cannot be obtained with certainty. In clonal repertoires, one may think to pair the most clonal heavy and light clonotypes together. However, the most frequent heavy or light chains may be expressed by several clones. They would be the most common chain, but not necessarily the most clonally expanded clonotype. Furthermore, in the case of allelic inclusion [227], [30], chains cannot be assumed to pair up. In this regard, scRNA-seq is superior to bulk RNA-seq in reconstructing AgR repertoires.
scRNA-seq also allows for the incorporation of single-cell gene expression profiles with BCR/TCR information at the cellular level in order to uncover the links and transitions between transcriptional states. [197], via single-cell gene expression and TCR analysis, showed that T cells can transition from one state to the other. This was later confirmed by [140], where again combining scRNA-seq and TCR-seq, they showed that the dysfunctional $\mathrm{CD}^{+} \mathrm{T}$ cell state rather than being a discrete pool constituted a gradient spectrum going from transitional state to early dysfunction, and highly dysfunctional.

### 1.3.4 Ontology for immunogenetics

The International Immunogenetics Information System (IMGT), created in 1989 by Professor Emeritus Marie-Paule Lefranc, is the most widely used reference in immunogenetics and immunoinformatics [135]. It is a centralized repository for immunogenetics-related data, specializing in AgRs and MHCs of all vertebrate species. The IMGT/GENE-DB database [134] contains a well-annotated set of genomic V, D, J, and C genes. This database provides the reference for most AgR gene assignment tools, as well as for tools that can directly extract immune repertoires from whole-transcriptome RNA-seq data sets. These tools are reviewed in Section 1.3.5. IMGT/GENE-DB statistics [106] of

IGH, IGK, IGL, TRA, and TRB genes for homo sapiens and mus musculus species are provided below in Tables 1.1 and 1.2. The tables below also present the median allele lengths of each IMGT group. Note how short D and J genes are; often, the D segment remains unidentified due to its short length. Also, as shown previously with Figure 1.6, V gene segments are very homologous. Considering that it is the $V(D) J$ region which has indels and SHMs the most, it becomes apparent that AgR reconstruction is more tedious than standard alignment. Differentiating between allelic differences and V(D)J recombination sequence alterations require extra care.

|  | Locus | IGH |  |  |  |  | IGK |  |  |  | \| | IGL |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| \| Species | IMGT group | IGHV | IGHD | \| IGHJ | IGHC |  | IGKV | \| | IGKJ | IGKC | \| | IGLV |  | IGLJ | IGLC |
| Homo sapiens | Number of genes | 185 | 37 | \| 9 | 12 |  | 109 | \| | 5 | 1 | \| | 79 | \| | 11 | 14 |
|  | Number of alleles | 524 | 44 | \| 19 | 93 |  | 148 | \| | 9 | 5 | \| | 133 | \| | 14 | 29 |
|  | Median length (bp) | 353 | 23 | \| 52 | 1131 |  | 353 | \| | 38 | 321 | \| | 353 |  | 38 | 318 |
| Mus musculus | Number of genes | 352 | 31 | \| 4 | 9 |  | 177 | \| | 5 | 1 | \| | 8 |  | 5 | 4 |
|  | Number of alleles | 508 | 38 | 19 | 26 |  | 208 | \| | 10 | 3 | \| | 14 |  | 5 | 5 |
|  | Median length (bp) | 351 | 17 | \| 48 | 1032 |  | 351 | 1 | 38 | 321 | \| | 351 |  | 38 | 315 |

Table 1.1 Number and median length in basepairs of IMGT IG genes and alleles of homo sapiens and mus musculus species per IMGT group.

|  | Locus | \| | TRA |  |  |  | TRB |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| Species | IMGT group | \| | TRAV | TRAJ | \| TRAC |  | TRBV | TRBD |  | TRBJ | TRBC |
| Hom | Number of genes | \| | 57 | 61 | \| 1 | \| | 77 | 2 |  | 14 | 2 |
| sapiens | Number of alleles | \| | 115 | 71 | \| 1 | \| | 168 | 3 |  | 16 | 6 |
| \| | Median length (bp) | \| | 338 | 61 | \| 422 |  | 344 | 16 |  | 50 | 537 |
| Mus | Number of genes | \| | 132 | 60 | \| 1 |  | 35 | 2 |  | 14 | 2 |
| $\\|^{\text {mu }}$ | Number of alleles | \| | 279 | 71 | \| 2 |  | 61 | 2 |  | 19 | 4 |
| \| | Median length (bp) |  | 340 | 61 | \| 408 |  | 344 | 13 |  | 49 | 518 |

Table 1.2 Number and median length in basepairs of IMGT TRA and TRB genes and alleles of homo sapiens and mus musculus species per IMGT group.

### 1.3.5 Software tools and pipelines reconstructing antigen receptors from unselected RNA-seq data

Before discussing state of the art, it is necessary to mention that to date, there is no gold standard method, and that it is difficult to define one given our limited knowledge of immunogenomics. Certain dogmas such as each BCR has one heavy and one light chain, or that a lymphocyte can have either a BCR or a TCR but not both, are being proven wrong as our knowledge expands [7], [227], [30]. The tools developed need to be more flexible
in their assumptions. Benchmarking on real data sets is not straightforward, as it is not possible to know the actual repertoire of a sample before measuring it. Benchmarking is often carried out in silico; however, the simulated data may not be reflective of the actual sample space as it is far cleaner and incorporates possible false assumptions. That being said, every available method has its advantages and disadvantages, and it is up to the researcher to decide which tool, and which configuration will most accurately answer their research question.

IgBlast is one of the earliest BCR and TCR variable domain sequence $\mathrm{V}(\mathrm{D}) \mathrm{J}$ mapping tools [259]. IgBlast carries out read-mapping via BLAST [27] with an optimized set of parameters. However, IgBlast does not extract the sequence of CDR3 region directly from HTS data, meaning it is a mapping tool and not a complete reconstruction tool. Also, IgBlast is designed to analyze the V domain sequence. If the query sequence only contains D or J gene and not the V gene, it will not be analyzed adequately by IgBlast. Many reconstruction pipelines such as TraCeR [227] and BraCeR [144], use IgBlast in their workflow to analyze the assembled contigs.

A variety of software tools have been developed to reconstruct AgRs from unselected bulk and single-cell RNA-seq data directly. As mentioned before, the V(D)J recombination and possible SHMs renders the RNA-seq reads from AgRs unmappable to the reference sequence. TRUST [138], V'DJer [161], and MiXCR [25] reconstruct antigen receptors from RNA-seq data using different underlying algorithms to map the short RNA-seq reads to germline genes. TRUST first maps all reads to the reference genome and finds read pairs where one of the pairs properly maps to a TCR gene and the other read pair is unmappable, assuming so due to $\mathrm{V}(\mathrm{D}) \mathrm{J}$ recombination. Then taking the unmapped reads, it constructs an overlap matrix, represented by an undirected graph, where nodes correspond to reads and edges indicate partial sequence overlap. Disjoint subgraphs (cliques) represent potentially distinct CDR3 sequences. All reads in a clique are assembled de novo to obtain contigs, which are then annotated with amino-acid sequences, and the associated V and J genes using IMGT. Contigs not annotated as CDR3 regions are discarded to reduce false-positive rates. TRUST is developed specifically for TCR reconstruction, although recent updates include BCR CDR3 calling function as well [102]. V'DJer similarly reconstructs AgR sequences by extracting fully or partially Ig gene mapped and unmappable RNA-seq reads and with them constructs a De Bruijn graph [180]. The graph is traversed, producing possible contigs that are filtered for homology with V and J segments. The final set of assembled contigs spanning most of the $\mathrm{V}(\mathrm{D}) \mathrm{J}$ region and a portion of the constant region is returned with annotation from IMGT. V'DJer returns the most abundant portions of the BCR repertoire. MiXCR
enables assembly of both BCR and TCR clonotypes from various raw sequencing data such as whole-genome sequencing, RNA-seq, and paired-end sequenced cDNA library of IGH gene prepared using $5^{\prime}$ RACE-based protocols. The MiXCR workflow consists of three main steps: (i) building alignments of sequencing reads to reference $\mathrm{V}, \mathrm{D}, \mathrm{J}$ and C genes, (ii) assembling clonotypes using the alignments, and (iii) exporting filtered alignments. The alignment step is an implementation of the k -mer chaining algorithm proposed by [142] and can handle short alignments and alignments with mismatches, indels, and big gaps. Identical sequences are clustered into clonotypes and corrected for PCR and sequencing errors. The clustering algorithm looks for fuzzy matches between clonotypes and organizes the matched clonotypes in a tree, where each daughter node is highly similar to its parent but has a significantly smaller abundance. Only parent nodes are considered as clonotypes. Lastly, clonotype sequences are aligned to reference V, D, J, and C genes using the Smith-Waterman algorithm [224]. Benchmarking with in silico generated data demonstrated MiXCR to have an order of magnitude higher efficiency in terms of reconstructing true clonotypes and filtering for false-positives when compared to TRUST [24]. Comparing the number of TCR-seq-confirmed RNA-seq-extracted highfrequency clonotypes of lymph node metastasis, MiXCR demonstrated better accuracy than that of TRUST. However, since the MiXCR-conducted-benchmarking, TRUST has been updated, clarifying the claimed performance gaps [101]. MiXCR, when compared with V'DJer, demonstrated significantly better computing performance [24]. Average analysis time of $10^{8}$ RNA-seq reads, took 28 hours with V'DJer, and 4 hours with MiXCR. To analyze all IGH, IGK, and IGL chains, V'DJer needs to be run three times for each chain [24].

There are also pipelines specific to the reconstruction of AgRs from scRNA-seq data. TraCeR [227] and BraCeR [144] are two pipelines that reconstruct TCR and BCR sequences from raw scRNA-seq data making use of various available bioinformatics tools. They use Bowtie2 [129] to align the scRNA-seq reads to custom in silico combinations of all known chosen reference V and J gene alleles taken from IMGT. Using Trinity [84], they assemble reads into BCR/TCR contigs. Next, IgBLAST is used for the analysis of assembled contigs. For BCR/TCR expression quantification, they use Kallisto [32], or Salmon [176]. BraCeR additionally uses BLAST to determine the BCR isotype. VDJPuzzle [190] is a similar pipeline that reconstructs productive, full-length BCRs of both heavy and light chains and can extract SHMs on the V(D)J region. It makes use of multiple rounds of alignment and assembly; first to the reference genome to filter reads for initial contig assembly, another to re-align all reads to the assembled contigs in order to retrieve any possible misses followed by a second assembly and a third alignment for error
correction. In the VDJPuzzle pipeline, paired-end reads are trimmed using Trimmomatic [23] and aligned to the reference genome using Tophat [115]. Paired reads with at least one pair aligned to any of the V, D, J, or C genes are extracted using BEDtools [186], and de novo assembled using Trinity [84]. Resulting contigs are matched to IMGT to find complete, productive, and in-frame BCRs. Reads are re-aligned against the primary repertoire using Bowtie2, and aligned reads are used for assembly of a second round of contigs with Trinity. Contigs corresponding to a BCR from the primary repertoire are merged. For error correction, paired-end reads are re-aligned a third time, to the merged repertoire using BWA [139]. A semi de novo pipeline called BASIC reconstructs a BCR sequence by anchoring reads to the V and the C genes and then extends the sequence by progressively concatenating overlapping reads to the anchored sequence [42].

BALDR [243] is another BCR reconstruction pipeline, and similar to BraCeR makes use of seven different bioinformatics tools and performs de novo assembly of RNA-seq reads. The one tool that is the workhorse of all these pipelines is the Trinity assembler [84]. Trinity constructs and traverses a set of de Bruijn graphs ${ }^{2}$ where each graph represents the transcriptional complexity at a given gene or locus and then processes each graph independently to fully reconstruct a significant fraction of the transcripts. TRAPeS is a TCR reconstruction tool which (i) for each chain, identifies the V and J segments by searching for paired reads with one read mapping to the $V$ segment and its mate mapping to the J segment, (ii) identifies a set of putative CDR3-originating reads as the set of unmapped reads whose mates map to the V , J , and C segments, and (iii) constructs the CDR3 region with the putative CDR3 reads [5]. BRAPeS is an extension of TRAPeS which reconstructs a BCR in two extra steps: in addition to TRAPeS (i)-(iii) steps, BRAPeS determines the BCR isotype by running RSEM [136] on the reconstructed sequence with all possible constant segments added to it and then corrects for SHMs [4].

[^1]
### 1.4 Aims of this thesis

The overall aim of this thesis is to investigate the anti-tumor immune response to better understand adaptive immunity in cancer. I focused on B and $T$ cell antigen receptors as they guide the adaptive immune response.

In the scRNA-seq human melanoma study presented in Chapter 2, I aimed to incorporate AgR detection with scRNA-seq in order to investigate the clonal adaptive immune response in melanoma. By extracting both gene expression and AgR clonotype data at the single-cell level, I aimed to find the possible subpopulations of immune cells driving the intratumoral immune response.

By analyzing the bulk RNA-seq colorectal cancer (CRC) and pancreatic ductal adenocarcinoma (PDAC) dataset presented in Chapter 3, I focused on the tumor infiltration of B cells, specifically in CRC and PDAC. I aimed to study the effect of a particular immunotherapy drug on the B cell responses towards these cancers. Using paired data from a clinical trial, I aimed to find immune receptors expanded after therapy.

In the scRNA-seq mouse melanoma study presented in Chapter 4, I aimed to link the TCR repertoire with whole-transcriptome scRNA-seq data. Combining the two at a single cell level allowed me to investigate the relationship between T cell phenotypes and TCR repertoires. By using a novel transgenic mouse model that can help track the clonal T cell response to tumor antigens, I investigated the clonality and diversity of tumor-reactive TCRs.

### 1.5 Overview of work done

In this thesis, I investigate certain aspects of the immune system in the context of cancer by computationally reconstructing and analyzing intratumoral B and T cell receptors from both bulk and single-cell RNA-seq data. In the remainder of this thesis, RNA-seq will refer to bulk RNA-seq unless otherwise noted.

### 1.5.1 Chapter overviews

In Chapter 2, applying a novel single-cell immune profiling protocol on original data obtained from melanoma patients, I present a complete computational reconstruction of immune receptors. Patient biopsies were collected prior to immunotherapy, and their repertoire analysis depicts the baseline immunological status of patients. With the abundance of plasma cells and the fully class-switched antibodies in these biopsies, I show the presence of an ongoing integrated immune response which involves $B$ and $T$
cell cooperation. In this dataset, single-cell RNA-sequencing results are consistent with the presence of tertiary lymphoid structures.

In Chapter 3, using a clinical trial dataset of paired biopsies, I show that B cell infiltration increases after immunotherapy in pancreatic and colorectal cancers. I then present the sequences of post-therapy clonal antibodies which I computationally reconstructed from RNA-seq data.

In Chapter 4, I focus on $T$ cells and TCRs. I describe our approach that combines single-cell gene expression profiles with TCR information at the cellular level in order to uncover the links and transitions between transcriptional states. By linking T cells via their TCRs, I show the differentiation of tumor-infiltrating T cells caused by the interplay between the tumor and immune response. I present a novel transgenic mouse model that can help track the clonal $\mathrm{CD}^{+} \mathrm{T}$ cell response to tumor antigens. I describe how, using this mouse model, we were able to harvest and sequence tumor-reactive T cells, and how we obtained their gene expression profile and TCR repertoires. I give a detailed account of my analysis on the obtained dataset from the single-cell RNA sequencing of the mouse model, focusing on investigating the clonality and diversity of T cells.

### 1.5.2 Original contribution

In Chapter 2, I processed a novel, linked single-cell RNA-seq and AgR repertoire dataset of two melanoma patients and identified paired heavy and light antibody chains which could be further analyzed for antigen binding. The paired nucleotide sequences are presented in Appendix A.

In Chapter 3, I performed a complete BCR repertoire analysis of 37 PDAC and CRC patient samples taken before and after a new type of immune treatment [65]. To the best of my knowledge, BCRs have not been reconstructed and analyzed from tumor tissue of PDAC, which is one of the most aggressive and lethal forms of cancer. With this clinical trial data, I showed a snapshot of the adaptive immune response pre and post immunotherapy, and showed increased BCR clonality and expansion post-treatment. I further identified clonal BCRs which could potentially be used to identify antigens that drive PDAC and CRC intratumoral immune responses. The possible pairings of nucleotide sequences are presented in Appendix A.

In Chapter 4, I presented a combined TCR and gene expression analysis of tumorreactive T cells at an unprecedented level of detail. This work also confirms the usability of the presented novel mouse model in AgR signaling experiments.

### 1.5.3 Other PhD work

I began my PhD in September 2015. Between October 2015 and December 2017, I worked on developing a method, namely CamSeq, to sequence concatenated amplicons on the Oxford Nanopore's MinION sequencer. I worked with Dr. James Hadfield and Dr. Sarah Field to design and implement an amplicon sequencing method to detect low-frequency alleles in cancer samples using the MinION sequencer. For this purpose, I wrote a pipeline that takes in Nanopore MinION sequencing reads and outputs possible mutations. I also developed a signal detection tool using time-point change detection algorithms to call mutations directly within the signal space rather than on the base-called sequences. This work was in collaboration with AstraZeneca and has been handed over to their labs to improve further.

Between December 2016 and September 2018, together with Dr. Daniele Biasci, I worked on standardizing the application of existing methods in liquid biopsy data analysis [91]. I developed Varbench [92], a suite of tools that compare somatic variant callers for targeted deep sequencing data, run the best performing one, and report the allele frequencies of the called variants using estimate intervals. Varbench comprises four pipelines, namely varbench:simulate, varbench:compare, varbench:estimate and varbench:validate. varbench:simulate and varbench:compare pipelines allow users to systematically asses, compare, and choose the best combination of tools for the data at hand. The varbench:estimate pipeline is designed to robustly estimate and quantify uncertainty for allele frequencies, with particular attention to low-frequency mutations. Importantly, the estimates obtained can be used to detect changes during longitudinal ctDNA monitoring in patients. Finally, varbench:validate assists the user in selecting mutations for downstream validation.

## Chapter 2

## Characterization of the melanoma TME and antibody repertoire

### 2.1 Introduction

Although melanoma accounts for only $1 \%$ of skin cancers, it makes up the majority of skin cancer-related deaths [8]. Immune checkpoint blockade (ICB) therapies have drastically increased life expectancy in melanoma patients [130], however still a considerable number of patients do not show a positive outcome post-treatment. Melanomas are considered as immunologically "hot" tumors, meaning they harbor high levels of tumor-infiltrating T cells, resulting in an inflamed TME, which increases the effectiveness of checkpoint blockade immunotherapies [72]. Hence it is essential to study the TME of melanoma at baseline at single-cell level in order to understand the mechanisms of anti-tumor immunity prior to immunotherapy.

Majority of theories on inflamed TMEs focus on T cell responses. In this study, I investigated the presence of tumor-infiltrating B cells (TIL-Bs) in melanomas, characterizing them based on both functional phenotypes and clonality. I achieved this by linking the whole-transcriptome scRNA-seq data with the BCR repertoire at a single-cell level. In Section 2.2, I review the role of B cells in tumor immunity and immunotherapy, and explain the mechanisms via which diverse BCR repertoires are generated. I further describe how a novel protocol, The Chromium Single Cell Immune Profiling Solution, allows the gene expression profile, and full-length, paired, BCR and TCR clonotypes to be obtained from the same input sample [269]. In Section 2.3, I present the two melanoma samples that I used for this study, and in Section 2.4 describe how they were pre-processed with the aforementioned protocol. Here, I also point out the shortcomings of the protocol's analysis pipelines and how they can be further improved. In Section 2.5,

I give a detailed account of my analysis on the obtained scRNA-seq datasets, while in Section 2.6, I present the antigen receptor repertoires obtained again from the same datasets. In Section 2.7, I present my findings which include the sequences of clonal intratumoral antibodies, and conclude this chapter with a discussion in Section 2.8.

### 2.2 Background

### 2.2.1 Anti-tumor immunity from a $B$ cell perspective

Very recently, the five-year follow-up of the combined nivolumab-plus-ipilimumab immunotherapy trial in advanced melanoma reported that the overall survival at five years was $52 \%$ in the nivolumab-plus-ipilimumab group, compared to the $44 \%$ in the nivolumab and $26 \%$ in the ipilimumab group [130]. While only a decade ago, patients diagnosed with late-stage metastatic melanoma would survive at most six months [43], now, with the advances in immunotherapies, the five-year survival rate is one in two patients. However, a significant number of patients still show innate or acquired resistance to immunotherapies [169]. The study of the TME prior to treatment can provide insight into patient response.

The role of the T cell-mediated adaptive immunity in the anti-tumor immune response is well established [235], [13], [202], [197], [140], and is the focus of successful cancer immunotherapies [189]. It has been widely accepted that patients with melanoma tumors infiltrated with T cells, the so-called "hot tumors", have better long-term survival. The role of B cell-mediated humoral adaptive immunity is less clear and has only recently gained attention [241], [254].

B cells have been shown to infiltrate the tumors of melanoma, breast, and colorectal cancers, among others [128], [151], [216]. In some tumors, B cells make up $25 \%$ of all the intratumoral cells, and $40 \%$ of TILs are TIL-B in some breast cancer tumors [260]. B cells are a heterogeneous population with functionally discrete sub-types. Depending on their phenotype, intra-tumoral B cells may promote or inhibit anti-tumor immunity. Studies of TIL-Bs have shown associations with positive prognosis [56], [141], [251]. B cells might positively contribute to anti-tumor immunity through the production of antibodies which target tumor antigens, and of cytokines and chemokines which can recruit other immune cells, or via presenting antigens and partaking in other immunoregulation mechanisms [241], [141], [251], [254]. On the other hand, there are cases where TIL-Bs result in the progression of the tumor. For example, [185] demonstrated that IL-35 secreting TIL-Bs were associated with facilitating tumor cell proliferation in pancreatic cancer, and [213]
showed that tumor-infiltrating plasma cells which express IgA, interleukin (IL)-10 and PD-L1 suppressed the cytotoxic function of T cells induced by chemotherapy in three different mouse prostate cancer models. Both [185] and [213] were conducted using mouse models.

In a clinical study, $\mathrm{CD} 20^{+} \mathrm{B}$ cells were detected around $\mathrm{CD} 8^{+} \mathrm{T}$ cells in the tumor stroma, demonstrating a positive prognosis in ovarian cancer [167]. B cells might be acting as APCs to T cells, promoting intratumoral T cell proliferation [260], thus indirectly contributing to anti-tumor immunity. Furthermore, [123] described the positive impact of tumor-infiltrating plasma cells on the anti-tumor immune response by showing that CD8 ${ }^{+}$ TILs had increased prognostic benefits when detected alongside plasma cells, CD20 ${ }^{+}$ TIL-Bs, and CD4 ${ }^{+}$TILs, suggesting cooperation of B and T cells within the TME to promote anti-tumor immunity. Additionally, a recent study showed that tumor-associated B cells are crucial to melanoma-associated inflammation as they may be guiding T cells and other immune cells to the tumor [86]. The same study, using scRNA-seq, also showed that CD19 ${ }^{+}$CD20 ${ }^{-}$CD38 ${ }^{+}$CD138 ${ }^{-}$plasmablast-like and naive-like B cell frequencies to be significantly higher in the pre-immunotherapy melanomas of patients responding to anti-PD-1 therapy. B cells are also relevant in ICB therapies. It is not just T cells that express PD-1, PD-L1, and CTLA-4. When either PD-1 or CTLA-4 is blocked, the proliferation of memory B cells and antibody production increase [260].

B cells can secrete lymphotoxin (LT) which has been reported to be tumor-promoting in some contexts [10] but also to play an important role in the formation and maintenance of TLSs [201]. While TIL-Bs revealed contradicting results in human and mouse models, the number of TLSs showed a positive association with favorable outcomes in both human disease and mouse models. Various human cancers, including melanoma, have reported positive outcomes associated with a high number of TLSs. Additionally, it has been shown that high amounts of B cells within TLSs predict longer patient survival in lung cancer [77].

In summary, B cells might play a beneficial role in anti-tumor immune response with the antibodies they secrete, and by cooperating with T cells within the TME, as well as possibly by aiding in the development and maintenance of intratumoral TLSs. However, the role of B cells in the anti-tumor immune response needs to be further studied in human cancers, paying attention to the differences in molecular B cell sub-types.

### 2.2.2 Generation of BCR diversity

The vast BCR diversity is generated by a series of complex processes [117, Chapter 5, p. 117-122]. During the maturation of B cells, the BCR genes are rearranged from many different possible gene alleles to form a complete chain. During this V(D)J recombination step, the receptor is tested for functionality and eliminated when it shows self-antigen reactivity in order to prevent autoimmunity.

As described in Section 1.1.1, matured naive B cells get activated when they encounter an antigen and travel to the germinal centers in the secondary or tertiary lymphoid structures in order to gain further affinity via additional diversification processes. This section will discuss in detail the different processes which contribute to BCR diversification.

## Pre-antigen-challenge diversification

Before antigen encounter, the BCR repertoire of a human can generate more than $10^{12}$ unique Ig molecules, referred to as their preimmune antibody repertoire [34, Chapter 24, p. 1319].

Combinatorial diversity is achieved via somatic DNA recombination which takes place in the bone marrow. The different Ig loci which contain the gene fragments that concatenate to make up the different variable domains are located on different chromosomes (Chr) in the human genome: IGH is on Chr14, IGK on Chr2, and IGL on Chr22. The gene segments consist of different germline sequences. There are also several pseudogenes which result in nonfunctional variable regions when undergoing recombination. The number of gene segments are presented in Table 1.1. The recombination steps of the heavy and light variable regions follow a specific order which is shown in Figure 2.1. I have illustrated this $\mathrm{V}(\mathrm{D}) \mathrm{J}$ recombination process based on details provided in [34, Chapter 24, p. 1316-1324].

Junctional diversity happens due to imprecise DNA joining. V(D)J joining is mediated by RAG1 and RAG2 (recombination activating genes) recombinase [75]. During the joining of Ig gene segments, individual nucleotides are often deleted from their ends, and one or more random nucleotides may be inserted. This random loss-and-gain increases the diversity of the CDR3 region significantly. However, it can also cause a shift in the reading frame, producing nonfunctional genes [117, Chapter 5, p. 115].

Coupling diversity is a result of the combination of different variable regions of the heavy and light chains. Though thought to be random, it has been reported that pairing preferences do exist for a small proportion of germline gene segments [109].


Fig. 2.1 The $V(D) J$ recombination of the immunoglobulin heavy chain from germline gene segments. The construction of the variable domain of the heavy chain begins with the randomly chosen D and J genes' recombination, and then the V gene joins the DJ segment. The constant domain is then joined through RNA splicing of the primary RNA. In immature B cells, the variable domain is transcribed with the constant $\mu$ or $\delta$ chain, producing either of the mRNAs through alternative splicing, which are finally translated into either IgM or IgD. Heavy Igs are then paired with a light Ig which are shown in dashed lines. I have illustrated this $\mathrm{V}(\mathrm{D}) \mathrm{J}$ recombination process based on details provided in [34, Chapter 24, p. 1316-1324]

## Post-antigen-challenge diversification

After encountering the appropriate antigen, B cells may start a process aimed at making high-affinity antibodies in order to produce a more efficient immune response.

Somatic hypermutations (SHMs) occur in the variable domains of the heavy and light chains mediated by the activation-induced cytidine deaminase (AID) enzyme [179], which is expressed and active in GC and TLS-activated mature B cells [231]. SHM takes place in the dark zone of the GCs (see Figure 1.5). The SHM rate is about one nucleotide per $10^{3}$ base pairs per cell division [162, Chapter 10, p. 410]. If mutations lead to a nonfunctional BCR, the B cell might die by apoptosis. Otherwise, it can migrate into the light zone. In the light zone, low-affinity BCR-bearing cells are stimulated for survival, proliferation, and possible re-entry into the dark zone for consequent rounds of affinity maturation, whereas very low-affinity BCR bearing cells die by apoptosis. Final

B cells leave the GC differentiating into antibody-producing plasma cells or memory B cells.

Class switching allows B cells to switch from making one class of antibody to making another in their heavy chains. On stimulation by antigens, some B cells are activated to secrete IgM antibodies which dominate the primary antibody response. Only after antigen stimulation, with the cytokines secreted by helper T cells, do many B cells switch to making IgG, IgE, or IgA antibodies. The differentiated memory B cells and plasma cells express these class-switched antibodies. In an individual's Ig repertoire, a particular antigen-binding site can be distributed among various classes. In a B cell, once a switch has happened from $\operatorname{IgM}$ and $\operatorname{IgD}$ to one of $\operatorname{IgG}, \operatorname{IgE}$, or $\operatorname{IgA}$, the change is irreversible at the DNA level as every heavy constant coding gene sequences between the assembled VDJ sequence and the particular constant heavy coding sequence is deleted [34, Chapter 24, p. 1322-1324].

### 2.2.3 Integrated immune cell profiling



Fig. 2.2 Workflow describing the Chromium Single Cell Immune Profiling Solution. Image adapted from [2].

10x Genomics provides a commercial method to link BCR/TCR targeted sequencing with whole-transcriptome analysis of human and mouse single-cells in parallel employing the droplet-based microfluidic platform Chromium 10x [269]. There are roughly 750,000 unique 10x barcoded gel beads that can index a cell in an input sample. In the Chromium controller, 10x barcoded gel beads are mixed with cells, enzyme, and partitioning oil and captured in droplets making up a GEM; gel bead in emulsion partition (see Figure 2.2). The GEM provides the micro-environment in which cells are barcoded and reverse transcribed into cDNA. Hence, all cDNA within the same cell are labeled with the same barcode. The GEMs are then broken so that all barcoded cDNA are mixed together. The mixed cDNA undergoes amplification and is divided for target enrichment and library preparation of B and T cell $\mathrm{V}(\mathrm{D}) \mathrm{Js}$, and for $5^{\prime}$ gene expression library preparation.
$\mathrm{V}(\mathrm{D}) \mathrm{J}$ enrichment of B and T cell is performed on amplified cDNA by PCR, which uses reverse-primers designed for the constant regions and a universal forward-primer designed for a sequence added at the $5^{\prime}$ end ${ }^{1}$. The prepared libraries are then RNA-sequenced yielding reads with cell barcodes. 10x provides two pipelines which produce a (gene x cell) expression matrix from the $5^{\prime}$ gene expression library reads, and $V(D) J$ repertoires from the B and T cell enriched libraries. These pipelines are described in Section 2.4.1.

### 2.3 Human melanoma samples

In this study, I had access to two patient samples. Both patients are enrolled in the MelResist clinical trial, which is an ongoing study investigating the resistance to genetargeted melanoma therapies [51]. Both patients have metastatic melanoma. The samples were collected prior to immunotherapy.

The patient referred to as patient1 received radiotherapy prior to sample collection. The sample was taken surgically from this patient's lung metastasis. This patient was operated on as the tumor was compressing the lung [James Thaventhiran, personal communication, August 8, 2018].

The second patient, patient2, did not receive any prior treatment. The sample was collected with a needle biopsy [James Thaventhiran, personal communication, August 8, 2018].

### 2.4 Pre-processing of RNA-seq data

patient1 and patient2 samples were processed using the 10x Genomics Chromium Single Cell Immune Profiling Solution to produce 10x-barcoded libraries. For sequencing, the libraries were run on the HiSeq 4000 platform outputting $150 \times 150 \mathrm{bp}$ paired-end reads.

Prior to Cell Ranger v3.1, which introduced changes to the assembly algorithm ${ }^{2}$, the required read lengths for GEX libraries were $26 \times 98 \mathrm{bp}$, and $150 \times 150 \mathrm{bp}$ for the $\mathrm{V}(\mathrm{D}) \mathrm{J}$ enriched libraries. When sequencing patient1 and patient2 samples, in order to cut the sequencing cost, all libraries were placed on the same lane and sequenced for $150 \times 150 \mathrm{bp}$

[^2]paired-end reads. Therefore, following sequencing, V(D)J enriched library reads were trimmed to $26 \times 98 \mathrm{bp}$. Read 1 (R1) of GEX reads includes 16 bp of barcode and 10 bp of UMI. Read 2 (R2) of GEX reads includes 91 bp of RNA-seq and 7 bp of the i7 index. R1 of $\mathrm{V}(\mathrm{D}) \mathrm{J}$ reads includes 16 bp of barcode, 10 bp of UMI, 13 bp of switch oligonucleotides, and 111 bp of RNA-seq. R2 of $\mathrm{V}(\mathrm{D}) \mathrm{J}$ reads is all 150 bp of RNA-seq.

The raw data files generated by the Illumina platform are in Binary Base Call (BCL) format. Using Illumina's bcl2fastq, BCL files were converted into FASTQ format which is a text-based sequence file format that records both raw sequence data and quality scores. At this stage, for each library, there were multiple FASTQ files, ready to be processed for UMI counting, and $\mathrm{V}(\mathrm{D}) \mathrm{J}$ reconstruction. The two main Cell Ranger pipelines; cellranger count and cellranger vdj perform these steps, respectively.

### 2.4.1 The Cell Ranger pipelines

cellranger count performs GEX analysis on the RNA-seq data. The pipeline aligns short reads to the specified reference transcriptome using the STAR aligner [57], performs de-duplication of cDNA PCR duplicates, removes barcodes not associated with cellular GEM partitions, and generates (gene x barcode) matrices by counting unique molecules. cellranger vdj assembles all reads within a single cell, then annotates the assembled contigs by aligning them to the provided BCR and TCR reference sequences. Alignment is performed by seed-and-extend, where seeds are 12 -mer perfect matches. Contigs that are not productive are filtered out. Cells are grouped together into clones if they share the same set of productive CDR3 nucleotide sequences by exact match. Hence, a clonotype is defined as the set of exactly matching CDR3 nucleotides. This definition does not account for B cell lineages arising via SHMs.

With cellranger count, I processed the FASTQ files in order to align, filter, and count UMIs and generate a (gene x barcode) count matrix for each sample. I mapped the sequences to the GRCh38 transcriptome.

### 2.4.2 Improving the Cell Ranger pipelines for accuracy

## Cell detection

I processed the patient1 sample in June 2018, and the patient2 sample in August 2018, with the then-current Cell Ranger version 2.2.0. The 10x Chromium platform has a cell recovery rate of $65 \%$. With approximately 14,000 loaded cells ${ }^{3}$, the expected cell count

[^3]for both samples was roughly 8K. However, overestimation in cell counting before loading the sample and cell loss during sample preparation is common. Also, achieving a stable cell count from human samples taken from the clinic, and maintaining it, is usually more difficult when compared to cell harvest from mice.
cellranger count estimated 3,582 cells for the patient1 sample, and 993 cells for the patient2 sample. These numbers were well below the expected count even after considering the possible overestimation and deterioration of cells. Also, for both samples, many of the reads ${ }^{4}$ were not assigned to cell-associated barcodes. With droplet-based sequencing, it is possible for some GEMs to have extracellular RNA rather than an intact cell. Therefore we cannot just assume GEMs with positive UMI counts to be valid cells. GEMs containing cells need to be differentiated from GEMs containing extracellular RNA.

Let $N$ be the expected number of recovered cells (which is 3000 by default and can be specified by the user), and $m$ be the top $1 \%$ of $N$ barcodes. Cell Ranger version 2.2.0 cell calling algorithm sorts the UMI count of all barcodes in decreasing order and finds the $m^{\text {th }}$ UMI count. The algorithm then determines a barcode as a valid cell if its UMI count is greater than $10 \%$ of this count. However, in the context of tumor samples, this assumption that RNA content varies by an order of magnitude among cells does not hold. The TME comprises various type of cells, such as tumor cells, small TILs, large plasma cells, and so on [111]. As the TME contains such cells that can be extremely diverse in RNA content, this assumption would only recover the larger cells and consider smaller cells to be background noise (see Figure 2.3).

Processing the B and T cell enriched libraries with cellranger vdj showed the total unique immune cell receptor count to be higher than the total number of detected cells. Moreover, after grouping the patient1 and patient2 samples based on cell type, clusters of naive B and T cells could not be detected. The initial cell count was only representative of large tumor cells, and highly active plasma B cells, whose expression levels were quite high.

To overcome this limitation, I initially fit a mixture model to the UMI count to filter out the background noise and also mark a low RNA barcode as a cell if it had a productive BCR or TCR, as identified by cellranger vdj. I later discarded the falsely called cells during quality check and clustering for cell-type identification.
sample, the loaded cell count was reported as 14,000 by the sequencing facility [Katarzyna Kania, personal communication, June 20, 2018].
${ }^{4}$ The fraction of confidently-mapped-to-transcriptome reads with cell-associated barcodes were $57 \%$ for the patient1 sample and $64 \%$ for the patient2 sample


Fig. 2.3 UMI count distributions of samples patient1 and patient2. Red dashed lines show the UMI count threshold determined by the Cell Ranger version 2.2 .0 cell calling algorithm. Note how only the very large cell population is kept while majority of cell candidates are discarded. Here, only barcodes with a UMI count of at least 10 are plotted.

However, a more elegant approach is presented in [150], where an expression profile for GEMs containing extracellular RNA is identified, and each barcode is tested against this profile and called as a valid cell if it shows a divergent expression profile. This method is not based on the UMI count of a barcode but its expression profile, thus ensuring that small TILs are kept while GEMs full of high levels of extracellular RNA are discarded. Using this method as implemented in DropletUtils: :emptyDrops(), I obtained 8070 cells for the patient1 sample and 4241 cells for the patient2 sample (see Figure 2.4), by specifying barcodes with UMI counts less than 150 and 60 to correspond to empty droplets for each sample respectively. In each sample, barcodes with total UMI counts less than the specified thresholds are used to estimate the profile of the ambient RNA pool, and each barcode is then tested against this profile for deviations in order to determine real cells. A fraction of these reads were later discarded during the QC step, as described in Section 2.5.1.

## Incorporating $\mathrm{V}(\mathrm{D}) \mathrm{J}$ reference from the IMGT database

I processed the BCR and TCR enriched RNA-seq data with cellranger vdj. Looking at the reconstructed $\lambda$ chains, we see that the J regions have a large deletion sequence. This is a limitation in the default reference cellranger vdj uses. Due to licensing restrictions, it is not able to distribute an IGMT-based reference. To this end, I built an IGMT-based reference downloading the V, D, J, and C sequences from IGMT and used it as a custom reference. Figure 2.5 shows the alignments using the default reference and the IMGT reference. In addition to fixing the deletions, using IMGT has also allowed


Fig. 2.4 UMI count distributions of the detected cells from the patient1 and patient2 samples.
for a better annotation of heavy and light V, D, J, and C segments, and revealed SHMs within the variable domains. However, do note that the use of the custom IMGT reference caused a discrepancy between the GEX and $V(D) J$ gene annotations. In some cases, it is no longer possible to detect the gene expression of an AgR sequence's exact V , D , or J gene directly from the (gene x barcode) UMI count matrix as the annotations are not consistent. However, the gene family names are still the same.

## Merging barcode information between GEX and $\mathrm{V}(\mathrm{D}) \mathrm{J}$ output

In version 3.0, Cell Ranger updated its cell-calling algorithm, which is heavily inspired by [150]. This algorithm is further described in Section 4.3.4. Note that, in this study, although I re-processed the samples using the updated pipelines (Cell Ranger Version 3.0.2 ${ }^{5}$ ), I relied on DropletUtils: :emptyDrops() to call cells. There is a discrepancy between the cells called by the Cell Ranger pipelines cellranger count and cellranger vdj. Barcodes accepted as cells via cellranger count with the updated algorithm are not reflected in the AgR repertoires, i.e., a significant number of $\mathrm{V}(\mathrm{D}) \mathrm{J}$ sequences are discarded claiming they are not reconstructed from real cells. In order to keep the cell detection consistent, I retrieved these productive $\mathrm{V}(\mathrm{D}) \mathrm{J}$ sequences. Also, the targeted cell calling algorithm implemented within cellranger vdj does not share information with cellranger count, resulting in certain B and T cells going undetected in the GEX analysis. I marked such barcodes as cells if the GEX profile was also consistent with that of a B or T cell. I later inspected the additional B cells in Section 2.5.6.

[^4]

(c) $\lambda$ chain 2

Fig. 2.5 Screenshots from the Loupe VDJ browser showing alignments using the default reference ( a and c) and the IMGT-based reference (b and d). Here each row represents a chain from a single cell, whose barcodes are given on the left. Consensus is the consensus of all the chain sequences, and the reference is the $\mathrm{V}(\mathrm{D}) \mathrm{J}$ sequence to which they aligned to best.

### 2.5 Gene Expression (GEX) Profiling

In this section, I present the downstream analysis of the patient1 and patient2 samples. Within the remainder of this chapter, patient1 and patient2 samples refer to cells harvested from each patient's melanoma metastasis in the lung and processed with the Chromium Single Cell Immune Profiling Solution.

### 2.5.1 Cell quality control and filtering

During the cell detection step, cells are separated from empty GEMs, however, there may still be cells of low quality, such as dying cells, within the population. The three main attributes used for cell quality check (QC) are (i) total UMI number per cell, also referred to as library size, (ii) the total number of expressive genes per cell, and (iii) the fraction of UMI count contributed by mitochondrial genes [105]. Outliers based on these attributes may be removed as low-quality cells. However, the underlying biology must be taken into consideration. For example, it is common in the literature to remove cells with high levels of mitochondrial gene expression based on the fact that this could be an indicator of dying or lysing cells. However, in tumor biopsies, this could be indicative of the underlying biology as metabolic activity increases mitochondrial gene expression. For example, mitochondrial activity may be indicative of activated $B$ cells undergoing class-switch recombination [108]. Additionally, these QC attributes must be inspected together so that specific subpopulations are not removed. While it is common practice to remove cells with low UMIs or a low number of expressed genes, in the TME these can represent dysfunctional immune cells. Figures 2.6 and 2.7 inspect these attributes to determine low quality cells.

Figure 2.7 b shows that there are cells in the patient2 sample which are quite high in mitochondrial UMI count but low in total expressed genes and UMI count. High mitochondrial transcripts and a small library size or total detected genes is most likely indicative of dead or dying cells (see Figure B. 1 for plots of the mitochondrial UMI count against the UMI count and uniquely detected genes).

I removed cells with total expressed gene count $<100$ in the patient1 sample, and $<50$ in the patient2 sample. Rather than placing a strict threshold on mitochondrial UMI percentage, I used the robust Z-score method to detect outliers. Robust Z-score method, instead of using the mean and standard deviation, uses the median and the deviation from the median - median absolute deviation (MAD) - as the median and MAD are robust measures of central tendency and dispersion. MAD is calculated by taking the absolute difference between each point and the median, then calculating the median of


Fig. 2.6 (a) shows the library size distributions and (b) the detected gene distributions of the patient1 and patient2 samples, while (c) plots them against each other to show cell complexity. Each dot represents a cell. Color denotes whether an AgR was detected in a cell or not.
the differences. I determined outliers as cells having mitochondrial content more than 3 MADs away from the median. This removed cells with mitochondrial UMI percentage $>10.4 \%$ and $>21.5 \%$ from the patient1 and patient2 samples respectively, resulting in


Fig. 2.7 For each sample, plots show the total number of detected genes versus the UMI count colored by the percentage of UMI originating from mitochondrial genes. Cells with extremely high mitochondrial percentage also have very low UMI counts and numbers of detected genes, meaning these are dead/lysing cells. Without placing a threshold on the UMI count or number of expressed genes, these are removed directly by filtering out high mitochondrial percentage.
an approximately $10 \%$ cell count decrease in each sample. High mitochondrial UMI percentages have been reported in tumor samples [160].

### 2.5.2 Normalization

The UMI count of a single gene in a single cell is dependent on the successful capture, lysis, reverse transcription, and sequencing of an mRNA molecule. When sufficient sequencing saturation ${ }^{6}$ is realized, the UMI count can be a direct measure of the cDNA molecules associated with that gene [226]. However, this does not account for the technical variation that may have arisen during the mentioned sampling processes. Normalization methods such as counts per million, where UMI counts are normalized for each cell by the total UMI count and multiplied by a scale factor (1M in this case), aim to address this issue [244]. This method assumes that all cell types include a similar number of mRNA molecules and that count depth variation is only due to sampling. However, in a highly heterogeneous population like the TME, this assumption does not hold. The pooling-based method described in [148] accounts for this cellular heterogeneity. Cells are pooled together based on similar library sizes, and expression values are summed

[^5]across all cells in the pool, resulting in fewer UMI counts of zeros. The pools are then normalized against a reference which is obtained by averaging all cells in the dataset. This gives per-pool size factors. Repeating the same process for many different cell pools constructs a linear system of equations that can be solved to obtain the per-cell size factors. scran: : computeSumFactors implements this method [149].


Fig. 2.8 Size factors plotted against the UMI count show that they are well correlated except for some of the AgR expressing cells in the patient1 sample. This was also evident in Figure 2.7a.

I used scran::quickCluster to pre-cluster the samples so that cells in a cluster have similar expression profiles, and later used scran: :computeSumFactors to normalize cells in each cluster separately. scran::computeSumFactors re-scales size factors for comparison between clusters. Finally, I used scater::normalize to normalize the count data using the computed size factors, and $\log 2$ transformed the normalized data.

### 2.5.3 Determining cell-cycle stage

Cell-cycle is a biological effect which can introduce heterogeneity within the same cell type [37]. During the cell-cycle, in the G1 stage cells increase in size, replicate their DNA in the S stage, and in the G2 stage they continue to grow and get ready to enter the M (mitosis) stage in order to divide into daughter cells. Two cells of the same type may be at different cell cycle stages and thus have different expression profiles causing these cells to be clustered separately. It is thus essential to determine the cell cycle stage of each cell. To this end, [207] have developed the method Pairs to infer the cell cycle stage of a cell directly from its gene expression profile. Their classification algorithm, using a
training dataset, found pairs of genes such that their difference was positive in one phase while negative in others, i.e., one gene is more highly expressed than the other in one phase, whereas it is lowly expressed in the other phases. As these genes present a specific behavior across phases, they are selected as marker pairs, which can classify cells into phases. Then, using these pairs, cells in the test dataset are assigned probability scores for phases G1 and G2M.

For each cell, when either G1 or G2M score is greater than 0.5 , it is assigned to the phase with the score higher than 0.5 , when they are both less than 0.5 it is assigned to phase S , and when they are both greater than 0.5 no assignment is carried out.

A slightly altered version of this method is implemented in scran: :cyclone with an existing pre-trained set of marker pairs for human data. Using this function, I assigned cell cycle stages to cells based on their normalized gene expression data (see Figure 2.9).


Fig. 2.9 Cell cycle phase scores of samples are plotted. Each point represents a cell. Red lines separate cell phases and the proportion of cells in each phase is labelled.

It is possible to correct for the effects of cell-cycle stage using various methods [37], [38], however cell-cycle stage can be informative of the underlying biology. The choice should be made based on the research question and the required downstream analysis. For example, correcting for cell cycle effects can reveal further differentiation trajectories [37], but keeping the cell cycle information can help identify proliferating subpopulations. In this study, I did not remove the cell cycle effects, but having identified the cell cycle stage, I was able to identify separate clusters of the same cell type.

### 2.5.4 Dimensionality reduction using PCA

For each of the samples, there are $>20,000$ genes with a positive average expression across all cells. However, not all of these genes will be informative in the downstream analysis. Highly variable genes (HVGs) are genes that reflect the variability in the data. In order to select HVGs, I used the scran::decomposeVar function which decomposes the variance of a gene into biological and technical components. Based on [149], I assumed that the technical component follows a Poisson distribution. The biological component is then computed by subtracting this from the total variance. HVGs are determined as genes with positive biological components.


Fig. 2.10 Normalized, log2-transformed expression values of the 20 HVGs with the highest biological components in each sample. Each point represents a cell.

In the patient2 sample, mitochondrial (MT-*) and ribosomal genes (RPL*/RPS*) seem to have large biological components. The low expression of ribosomal protein mRNA can signify cells that are in atrophy or that the cell's cytoplasm is damaged, and usually in scRNA-seq data analysis these cells are discarded. However, in the context of cancer these ribosomal genes can be determinant of normal and malignant human cell types [88]. There are studies which have revealed that certain ribosomal genes act as tumor suppressors while some contribute to tumor growth [230], [116]. In this study I did not remove cells based on ribosomal expression content.

Gene selection reduced the gene count to half. However, the expression data can be further reduced. scRNA-seq data is inherently low dimensional owing primarily to the co-regulation of genes [97]. Hence, the high dimensional (gene x cell) matrix can be represented in a lower-dimensional space. To summarize the gene expression data, I used PCA as implemented in scran: : denoisePCA where PCs linked only to biology are identified and kept while discarding those corresponding to technical noise.

I excluded the 13 protein-coding genes located on the mitochondrial chromosome (MT-ATP6, MT-ATP8, MT-CO1, MT-CO2, MT-CO3, MT-CYB, MT-ND1, MT-ND2, MT-ND3, MT-ND4, MT-ND4L, MT-ND5, MT-ND6) the ribosomal genes (RPL*/RPS*), Ig genes IGH*/IGK*/IGL*, and the TCR coding TRA*/TRB* genes from the PCA as I did not want these genes driving the clustering directly.

### 2.5.5 Graph-based clustering using community detection

In order to determine cell identity, it is common practice to group cells together based on the similarity of their gene expression profile. The resolution of this grouping is based on how detailed the cell identity should be. For example, adaptive immune cells can be subgrouped as B and T cells, and the T cells can be further separated as CD8 ${ }^{+}$ cytotoxic T cells, CD4 ${ }^{+}$helper T cells, and CD4 ${ }^{+}$FOXP3 ${ }^{+}$Tregs. In parallel, the same cell types can be in different states. For example, in the TME, CD8 ${ }^{+}$T cells can be in a gradient of dysfunctionality states [140], which can be further partitioned into multiple groups. Furthermore, not all groups will represent true cell identity; partitioning may also depend on various biological or technical variations, such as cells with high mitochondrial content, cells in a specific cell cycle phase, or cells coming from the same batch, and so on. Therefore, the resolution and the drivers of separation should be determined based on the research question. In this study, I aimed to identify B and T cells, and more specifically, the differentiation of $B$ cells into plasma cells, and the abundance of these plasma cells.

In order to characterize the heterogeneity of the cell population and group the cells based on their gene expression profile without any user input, various unsupervised clustering algorithms have been employed, including k-means clustering, hierarchical clustering, and graph-based algorithms [119]. In this study, I used a graph-based method. A graph is a collection of vertices (or nodes) that are connected by edges. The cell population can be represented as a weighted-graph where each node is a single cell, and cells similar in terms of their gene expression profile are connected with edges that convey the strength of this similarity with associated weights. When the cell population is represented as a similarity graph, clustering can be then achieved by finding highly intraconnected but well-separated subgraphs.

To build this graph, I used a shared nearest neighbor (SNN) method [255] which captures the similarity between two nodes in terms of their connectivity in the neighborhood. First, a similarity matrix between cells is computed using Euclidean distances in their gene expression profiles. Next, for each cell $c_{i}$, its $k$ nearest neighbors are listed using the similarity matrix, with $c_{i}$ as the first entry in the list. An edge $\mathrm{e}\left(c_{i}, c_{j}\right)$ is drawn
between $c_{i}$ and another cell $c_{j}$, only if they have at least one shared neighbor in their list. The weight of the edge $\mathrm{e}\left(c_{i}, c_{j}\right)$ is equal to $k-r$, where $r$ is the minimum averaged sum of ranks in their nearest neighbor lists for any shared neighboring node. So cells that are genuinely from the same cluster will have smaller $r$ and hence highly weighted edges, as the ranking of their shared neighbors are expected to be high. High-dimensional data is usually sparse, and therefore the similarities measured by conventional distance metrics tend to be low between nodes [19]. SNN takes the primary similarity, and using ranks preserves its meaning in high-dimensional space. I applied this method to each sample, computing the similarity matrices using Euclidean distances on the reduced PCA space obtained previously via scran: : denoisePCA, and specifying $k=10$ as the number of nearest neighbors to consider when building the graph.

Having constructed an SNN graph to represent the cell population, clustering is now about finding subgraphs. In graph theory, one approach in finding subgraphs is to look for groups of nodes that are heavily connected within, but sparsely connected to the rest of the network [69]. Such intraconnected nodes are referred to as "communities". A good number of community detection methods have been developed where the common goal is to better identify meaningful communities while maintaining a reasonable computational complexity. [69] and [256] provide a review and a comparative analysis of some of the well-known community detection algorithms to date. WalkTrap [182] is a node-similarity based algorithm where, at each time step, an agent moves from a node $v_{i}$ to a linked node $v_{j}$ by randomly picking a neighbor of $v_{i}$. The idea is that these random walkers tend to get "trapped" in a community. If $v_{i}$ and $v_{j}$ are in the same community, the probability of getting to a third node $v_{k}$ in the same community with a random walk should be similar for both nodes. Another class of community detection algorithms, namely modularity-based community detection, aims to maximize the assignment quality score called modularity, which evaluates the connectedness of nodes in a community compared to their connectedness in a random network. The Louvain algorithm [78] is an efficient modularity-based algorithm that performs well with large networks. Initially, each node is considered a community on its own. Step by step, nodes are moved to other communities so that the highest contribution to modularity is achieved. When no further improvement is possible, the network is aggregated such that each community is considered to be a node on its own, and the same improvement process is repeated. The algorithm stops either when only a single node is left, or the modularity cannot be further increased.

I used both WalkTrap and Louvain community detection algorithms as implemented in the functions igraph::cluster_walktrap and igraph::cluster_louvain in order to
detect subgraphs within the cell network of the patient1 and patient2 samples. WalkTrap found more communities when compared to Louvain ${ }^{7}$. WalkTrap was more granular, and the communities it detected were in fact, subcommunities of the ones detected via Louvain, so it was detecting further communities within Louvain communities. As mentioned before, the resolution of clustering is a choice. For example, while Louvain did not separate CD20 ${ }^{+}$B cells and T cells in the patient1 sample, WalkTrap detected these as separate communities. However, by inspecting communities for gene expression, incremental subclustering (clustering within communities) can resolve such communities. I chose the Louvain algorithm as the resolution achieved with the algorithm was satisfactory for me to answer my research question, and there was no assignment difference between the algorithms other than the higher resolution (see Figure B. 2 for the comparison of community detection on the patient2 sample.).

Figures 2.11 and 2.12 show the cell frequency in each community as detected by Louvain, as well as the distribution of library sizes, and of mitochondrial and ribosomal UMI fractions. As expected, these vary noticeably among certain communities. This is discussed further in Section 2.8. In the remainder of this chapter, communities will be referred to as clusters or cell clusters.

### 2.5.6 2D visualizations with Uniform Manifold Approximation and Projection (UMAP)

In order to explore a scRNA-seq dataset, we reduce the data to 2D or 3D and use these reduced dimensions as coordinates on a scatter plot where each point represents a single cell. A straightforward approach is to use the first two reduced principal components, PC1 and PC2, and visualize the scRNA-seq data. However, PCA is a linear dimensionality reduction method meaning it can only capture linear structures in the features but not the complex polynomial relationship between them. There are a number of non-linear approaches to generate reduced dimensions, of which the most widely used for scRNA-seq data visualization are t-SNE [245] and, more recently, UMAP [156].
t -SNE is a probabilistic dimensionality reduction technique that efficiently reveals local similarity in the high-dimensional data and is the most widely used method in scRNA-seq data visualization. However, t-SNE does not capture the global structure of the data; while intraconnected points are projected onto lower dimension preserving their distances, intercluster relationships are not reflected in the lower-dimensional projection [18]. With
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Fig. 2.11 For the patient1 sample, (A) shows the cell frequency in each cluster, and (B-D) show the distribution of library sizes, and of mitochondrial and ribosomal UMI fractions.


Fig. 2.12 For the patient2 sample, (A) shows the cell frequency in each cluster, and (B-D) show the distribution of library sizes, and of mitochondrial and ribosomal UMI fractions.
t-SNE, the differences between different cell populations are no longer meaningful in the low-dimensional space.

UMAP is a computationally more efficient alternative that also preserves both the local and the global similarity present within the dataset. By preserving the global structure, UMAP can recapitulate the differentiation stage of different cell types, while t-SNE can only identify such trajectories within an individual cell type cluster [18]. Furthermore, UMAP helps in identifying less obvious cell cluster identities as similar cell clusters will be in closer proximity. In this study, I used UMAP with the prior reduced and denoised PCs in order to speed up the computations and reduce possible noise. Figures 2.13 and 2.14 show the scRNA-seq data projected onto two dimensions with UMAP where each point representing a cell is colored by cell metadata. In this thesis, unless otherwise stated, all UMAP visualizations plot the UMAP estimated first two dimensions.

By reflecting gene expressions onto the 2D projections, and observing the upregulation of known biomarkers in distinct clusters, I determined cluster identity. For less obvious clusters, I performed differential gene expression analysis between clusters with pairwise Welch t-tests as implemented in scran::findMarkers. Figures 2.15 and 2.16 show the expression of genes which distinguish clusters, and Figures 2.17 and 2.18 show the UMAP embedded scRNA-seq data where each point is colored by cluster membership, and clusters are annotated with cell identity.

Among some of the cells, I detected unexpectedly high levels of Ig gene expression (see figure B.10). I further inspected these cells for their gene expression profile, and a small number of them in the patient2 sample showed expression of only Ig genes (see Figure B.11). These are ambient antibody transcripts rather than intact cells.


Fig. 2.13 UMAP of the patient1 sample colored for UMI count, total detected gene count, mitochondrial UMI percentage, and cell cycle phase. Each dot represents a cell.
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Fig. 2.14 UMAP of the patient2 sample colored for UMI count, total detected gene count, mitochondrial UMI percentage, and cell cycle phase. Each dot represents a cell.


Fig. 2.15 Cell identification of the patient1 sample. UMAP embedded data is colored by known biomarker expressions from low expression (gray) to high expression (red).


Fig. 2.16 Cell identification of the patient2 sample. UMAP embedded data is colored by known biomarker expressions from low expression (gray) to high expression (red).


Fig. 2.17 Cell identification of the patient1 sample. UMAP embedded data is colored by cluster membership. Each cluster is annotated for cell identity.


Fig. 2.18 Cell identification of the patient2 sample. UMAP embedded data is colored by cluster membership. Each cluster is annotated for cell identity.

## 2.6 $\mathrm{V}(\mathrm{D}) \mathrm{J}$ Reconstruction

In the patient1 sample, in 1,573 cells a full-length, productive BCR, and in 1,999 cells a full-length, productive TCR was detected, while in the patient2 sample, 1,486 and 819 cells were found bearing a full-length, productive BCR and TCR, respectively.

### 2.6.1 BCR repertoire

The high number of Ig gene expressing cells in the samples can be due to background noise introduced by plasma B cells and B cells with high levels of RNA, which might have leaked during sample preparation, and thus we are picking up transcripts present in the fluid rather than in intact cells. Further inspection of these cells for BCR expression revealed that some of them only express single chains, and these chains are, in fact, shared with a high-frequency clonotype with paired chains. Additionally, some of these chains have only one UMI, which also strengthens the possibility of the detected BCR coming from ambient RNA. To detect the likely B cells, I only kept cells with at least one heavy and one light chain having a minimum of two UMIs. I also removed cells that had an even number of multiple heavy and light chains that were shared with other, more frequent clones as these were most likely doublets. This resulted in 236 BCR expressing cells in the patient1 sample, and 237 in the patient2 sample. In the patient1 sample, I detected 129 unique clonotypes, and 64 in the patient2 sample. Recall that clonotypes are distinguished by the set of CDR3 amino acid sequences. In Figure 2.19b, observe that the patient2 sample has a clonotype which makes up $59 \%$ of the BCR repertoire while the most frequent ten clonotypes in the patient1 sample make up $46.55 \%$ of the sample's BCR repertoire.

### 2.6.2 TCR repertoire

Similar to the filtering with BCR expressing cells, I only kept the cells with at least one TRA and one TRB chain with a minimum of two UMIs per chain and removed possible doublets which had an even number of multiple TRA and TRB chains that were shared with other clones. In the patient1 sample, this resulted in 810 TCR expressing cells and 631 unique TCR clonotypes, and with 561 TCR expressing cells and 338 unique TCR clonotypes in the patient2 sample.
cellranger vdj pipeline detected more cells, especially T cells, in each sample and AgR repertoire, however, the cellranger vdj pipeline does not check for possible low-frequency chains present in clonotypes that share their other chains with a higher


Fig. 2.19 BCR and TCR clonotype repertoires of each patient are shown either as the number of occurrences or the fraction of clonotypes in the repertoires. The y-axes are free-scaled between samples.
frequency clonotype. The pipeline does not consider possible residual transcripts; the transcripts which are usually detected with a single UMI and create false clonotypes of multiple chains. Furthermore, the pipeline does not analyze single-chain clonotypes. They are kept as is without checking if they are, in reality, coming from a higher frequency clonotype. Figures B. 3 and B. 4 show the clonotypes called by the cellranger vdj pipeline. In Figure B.3, the $6^{\text {th }}$ clonotype has a chain (IGKV3-11:IGKJ3:IGKC) which has five contigs made of six UMIs while the other chains have a median UMI to contig ratio $>15$. This chain is a residual transcript and is creating a false clonotype when, in fact, these cells belong to the $1^{\text {st }}$ clonotype, which also happens to be the most clonally expanded. This is also the case for the $8^{\text {th }}$ clonotype. Though not visible in the screenshots, this is, in fact, the case for 14 clonotypes; they all merge with the most dominant clonotype resulting in an additional 26 cells for this clonotype. Also, in Figure B.4, observe the abundance of single-chain TCR clonotypes. This is also present in Figure B.3.

### 2.7 Results

### 2.7.1 Clonal plasma cell expansion

## Integration of GEX and $V(D) J$ data

Recall that once the cells are barcoded with the 10x beads inside individual GEMs, they are broken, and all the transcripts mix. Some of these transcripts come from cells bearing a BCR or a TCR. cellranger count and cellranger vdj rely on different algorithms and assumptions when detecting cells, and therefore, a discrepancy can arise among the detected cells. I aimed to overcome this by merging cells as previously described. However, some BCR and TCR expressing cells may have been missed due to (i) low expression levels for one of the chains resulting in a single chain receptor, or (ii) low expression levels, in general, resulting in undetected chains by cellranger vdj, or (iii) a cell being discarded by QC. Therefore, the cells here which I integrate in terms of the GEX and $V(D) J$ data are definitely $B$ or $T$ cells, but there may be more within the cell population, but a chain-pair (or more) with sufficient UMI count was not detected in those cells.

## GEX profile of BCR bearing cells

I overlaid the clonotype information on the UMAP embedded scRNA-seq data in order to visualize the clustering and abundance of the detected clonotypes. Note that, from each AgR repertoire of each sample, I took the most clonal five clonotypes and assigned them a unique id while keeping all the other clonotypes labeled as "other" in order to prevent unnecessary noise. Figures 2.20 and 2.21 show the projections of each sample with the t-SNE reduction. t-SNE allows for a spread out visualization (since the global distances are not preserved) which is more helpful in this case. The UMAP visualizations are shown in Figures B. 5 and B.6.

| Sample | ID | CDR3.aa | Frequency | Fraction |
| :---: | :---: | :---: | :---: | :---: |
| Patient1 | P1.BCR1 | IGH:CASGAGEDAAMVTILFDYW;IGL:CSYAGGYTWVF | 45 | 0.190 |
|  | P1.BCR2 | IGH:CARGMDYDSSGYYFRFDYW;IGK:CQQRSNWPPWTF; IGL:CAAWDDSLNGGVF | 34 | 0.140 |
|  | P1.BCR3 | IGH:CASGAGEDAAMVTILFDYW;IGL:CQVWDSSSDHWVF; IGL:CSYAGGYTWVF | 10 | 0.042 |
|  | P1.BCR4 | IGH:CARGMDYDSSGYYFRFDYW;IGL:CAAWDDSLNGGVF | 9 | 0.038 |
|  | P1.BCR5 | IGH:CARDGGDKQYCSGGNCYFFDSW;IGK:CQQSYSIPYTF | 3 | 0.013 |
| Patient2 | P2.BCR1 | IGH:CARRVGATSAFDIW;IGL:CQSGDSRLTFVVF | 140 | 0.590 |
|  | P2.BCR2 | IGH:CARDIGVRGLFLKTYHYGLDVW;IGK:CQHCDDSNQAF | 14 | 0.059 |
|  | P2.BCR3 | IGH:CAKDIIKGRGDYAMDVW;IGL:CGTWDSSLSAVVF | 5 | 0.021 |
|  | P2.BCR4 | IGH:CATEISCSGDDCRDHW;IGK:CQQYDSWPRNTF | 4 | 0.017 |
|  | P2.BCR5 | IGH:CAVDFWNGFLRGFFDSW;IGK:CQQYFTTPRTF | 3 | 0.013 |

Table 2.1 Details of the BCR clonotypes that are reflected onto the 2D projections.


Fig. 2.20 Clonotype projection of the patient1 sample. t-SNE projection is colored by clonotype membership. A BCR was not detected in cells colored with dark gray (7,127 cells). P1.BCR1:45, P1.BCR2:34, P1.BCR3:10, P1.BCR4:9, P1.BCR5:3 cells. Other:135 cells.


Fig. 2.21 Clonotype projection of the patient2 sample. t-SNE projection is colored by clonotype membership. A BCR was not detected in cells colored with dark gray (3,875 cells). P2.BCR1:140, P2.BCR2:14, P2.BCR3:5, P2.BCR4:4, P2.BCR5:3 cells. Other:71 cells.


Fig. 2.22 Cell cycle stage distribution within the most dominant five clonotypes of each sample are given in (a-b). Cell counts may be less than the actual count as not all cells were assigned a phase. ( $\mathrm{c}-\mathrm{d}$ ) overlays the G1 score on the t-SNE projections of each sample to further show the replicating cells. Gray colored points indicate the cells which were not assigned a cell cycle phase ( 52 cells in the patient2 sample, none in patient1).

P2.BCR1 clonotype in the patient2 sample displays a significant intratumoral clonal expansion. Figure 2.22b further shows that it is also proliferating as cells bearing this clonotype are in S and G2M cell cycling stages. Also, recall that the phase assignments are based on thresholds on the G1 and G2M scores, so it is possible that there are, in fact, more cells that are likely proliferating.

## Class-switching in BCRs

In both samples, $\operatorname{IgG}$ isotypes were the most common. The patient2 sample's BCR repertoire had very few $\operatorname{IgM}$ isotypes, and no $\operatorname{IgD}$ isotypes were detected. In the patient2 sample, the most dominant clonotype expressed has the IGHG2 constant region gene.


Fig. 2.23 Distribution of $I g$ isotypes in each sample's BCR repertoire.

## SHM

Other than GEX profile and class-switching, SHM is also an indicator of antigen challenge. cellranger vdj detects mutations within the assembled contigs. With all the contigs that belong to the same clonotype chain, a consensus contig is generated. Figure 2.24 shows the consensus alignment to the reference IMGT sequence for the chosen P2.BCR1 clonotype's heavy chain. Here orange denotes the mutations, which are the possible SHMs. However, as I only have scRNA-seq data, I cannot say with certainty that these are SHMs; they could be point mutations in the patient's genome.


Fig. 2.24 The consensus contig alignment of the P2.BCR1 clonotype's heavy chain to the IMGT reference. Image is a cropped screenshot of the Loupe VDJ Browser, Version 3.0.0, with the cellranger vdj output of the patient2 sample loaded. Orange lines denote mismatches, purple deletions, green start codon, dark gray is the CDR3 region, and light gray denotes the contig coverage.

However, the GEX profile and the class-switching is enough evidence to show an intratumoral expansion of the plasma cells within both samples, with the patient2 sample demonstrating a highly clonal expanded one.

### 2.7.2 Sequences of clonal intratumoral antibodies

In the patient2 sample, the P2.BCR1 clonotype demonstrates high clonality. Furthermore, this clonotype has the GEX profile of mature and proliferating plasma cells. Classswitching and SHM is further evidence of antigen challenge. Sequences in Listing 2.1 are the nucleotide sequences of the heavy and light chains of this antibody, and Listing 2.2 is their IgBlast alignment to the IMGT reference which includes possible SHMs. This antibody is a candidate for finding a melanoma tumor-antigen. With these sequences, we can express the antibody, and further detect which antigen it binds. I discuss this in Section 2.8.

```
> P2.BCR1.H{IGHV5-51:IGHD1-26:IGHJ3:IGHG2}
TCTTGCATCATACTTCTTTTCTTATATGGGGGAGTCTCCCTCACTGCCCAGCTGGGATCTCAGGGCTTCA
TTTTCTGTCCTCCGCCATCATGGGGTCAACCGCCATCCTCGCCCTCCTCCTGGCTGTTCTCCAGGGAGTC
TGTGGCGAGGTGCAGCTGGAGCAGTCTGGAGGAGAGGTGAAGAAGCCGGGGGAGTCTCTGAAGATCTCCT
GTAAGGCTTCTGGATACAGATTTACCAGCTTTTGGATCGTCTGGGTGCGCCAGATGCCCGGAAAAGGCCT
GGAGTGGGTGGGGATCATCCATCCTGGTGACTCCGATATTAGTTACAGCCCGTCTTTTGAAGGCCACGTC
ACCCTGTCAGCCGACAGGTCCAGCACCACCGCCTACCTGCAGTGGGACAGCCTGAAGGCCTCGGACAGCG
CCATGTATTACTGTGCGAGAAGGGTGGGAGCTACCTCTGCTTTTGATATCTGGGGCCTAGGGACACTGGT
CACCGTCTCTTCAGCCTCCACCAAGGGCCCATCGGTCTTCCCCCTGGCGCCCTGCTCCAGGAGCACCTCC
GAGAGCACAGCGGCCCTGGGCTGCCTGGTCAAGGACTACTTCCCCGAACCGGTGACGGTGTCGTGGAACT
CAGGCGCTCTGACCAGCGGCGTGCACACCTTCCCAGCTGTCCTACAGTCCTCAGGACTCTACTCCCTCAG
CAGCGTGGTGACCGTGCCCTCCAGCAACTTCGGCACCCAGACC
> P2.BCR1.H{IGHV5-51:IGHD1-26:IGHJ3:IGHG2_CDR3}
TGTGCGAGAAGGGTGGGAGCTACCTCTGCTTTTGATATCTGG
> P2.BCR1.L{IGLV3-25:IGLJ2:IGLC3}
GATCCTGCTTCTTCTTCTTCCTCTTGTCGCCTGTGCTGCCCCCACAGCTGGTTTGGGTGACATCTCTCCA
GGAGGAGTCCCAGAGGAAGTAAATTTGCATAAACACCAAACACTGACTACCCTAAAAAGCCTGAGAGAGA
ATAAGAGAGGCCTGGGGAGCCTAGCTGTGCTGTGGGTCCAGGAGGCAGAACTCTGGGTGTCTCACCATGG
CCTGGATCCCTCTACTTCTCCCCCTCCTCACTCTCTGCACAGACTCTGAGGCCGCCCATGAGTTGACACA
GCCACCCTCGGTGTCAGTGTCCCCAGGACAGACGGCCAGAATCACCTGCTCTGGAGATGGATTGTCAAAG
CAGTATGTTCATTGGTACCAGGCGAAGCCAGGCCAGGCCCCTGTCTTGGTGATATATAAAGACACTGAGA
GGCCCCCAGGAATCCCTGAGCGATTCTCTGCCTCCAGCTCAGCGACGACAGTCACATTGACCATTAGTGG
AGTCCAGGCAGAGGACGAGGCTGACTATTATTGTCAATCGGGAGACAGCCGTCTTACTTTTGTGGTTTTT
GGCGGCGGGACCAAGCTGACCGTCCTACGTCAGCCCAAGGCTGCCCCCTCGGTCACTCTGTTCCCGCCCT
CCTCTGAGGAGCTTCAAGCCAACAAGGCCACACTGGTGTGTCTCATAAGTGACTTCTACCCGGGAGCCGT
GACAGTGGCCTGGAAGGCAGATAGCAGCCCCGTCAAGGCGGGAGTGGAGACCTCCACACCCTCCAAACAA
AGCAACAACAAGTACGCGGCCAGCAGCTATCTGAGCCTGACGCCTGAGCAGTGGAAGTCCCACA
> P2.BCR1.L{IGLV3-25:IGLJ2:IGLC3_CDR3}
TGTCAATCGGGAGACAGCCGTCTTACTTTTGTGGTTTTT
```

Listing 2.1 Sequences of tumor-antigen specific antibody candidate

Listing 2.2 IgBlast alignments of P2.BCR1 heavy and light chains

### 2.7.3 Tertiary lymphoid structure detection

Lymph nodes are where immunological components meet: T cells, B cells, DCs, plasma cells, and macrophages gather inside a meshwork of connective tissue created by SLOresident fibroblasts, also known as fibroblastic reticular cells (FRCs) [68]. Lymph nodes facilitate the initiation of an adaptive immune response by funneling the antigens and antigen-presenting cells towards B and T cells. Tertiary lymphoid structures (TLSs) are ectopic lymphoid-like structures, and they have been observed in various solid tumors, including melanomas [48].

Tumor-associated TLSs are composed of a T cell rich outer zone that contains mature DCs, surrounding a ring of naive B cells around a GC that contains mostly B cells, with a smaller number of T cells, follicular DCs (FDCs), macrophages, and FRC-like reticular cells [80], [36]. FRCs can be defined by the expression of the surface molecules podoplanin (PDPN) and platelet-derived growth factor receptor- $\alpha$ (PDGFR $\alpha$ ) and the lack of platelet endothelial cell adhesion molecule (PECAM1) and CD45 (PTPRC) [36]. The FRCs and FDCs may be the source of the chemokines CCL19, CCL21, CXCL13, and CXCL12, which are known to regulate the SLO microenvironment and have also been observed in the intratumoral TLS microenvironment [63].

Various studies have proposed TLS gene signatures, and they are either chemokine or cell population based [201]. One geneset comprising 12 chemokines, including the aforementioned CCL19, CCL21, CXCL13, and CXCL12, have been used as a proxy for TLS presence in melanoma [158]. Also, a plasma cell specific signature comprising the expression of TNFRSF17 has been proposed to characterize the TLS in ovarian cancer [158]. For both samples I have previously demonstrated the presence of B lineage cells (CD19 ${ }^{+}$, CD20 ${ }^{+}$, MZB1 ${ }^{+} /$TNFRSF17 ${ }^{+}$plasma cells), and T cells (including CD8 ${ }^{+}$, CD4 $4^{+}$, $\mathrm{CD}^{+}{ }^{+} \mathrm{FOXP}^{+}$). In Figure 2.25 a , observe the presence of FRCs which carry the gene expression profile $\mathrm{PDPN}^{+}$PDGFRA ${ }^{+}$PECAM1-PTPRC ${ }^{-}$. The patient2 sample lacks such cells; recall however that this sample was obtained with a needle biopsy. In addition to the FRCs, observe the cells which are $\mathrm{CD} 45^{+} \mathrm{CD} 4{ }^{+} \mathrm{CD} 3{ }^{-}$. These cells show a hematopoietic lymphoid tissue inducer ( LTi ) cell profile [16] and are potentially important for lymph node formation. Besides these cell populations, I have also inspected both samples for chemokine expression. Figures 2.26 and 2.27 show the expression levels of the 12-chemokine signature geneset taken from [158], comprising CCL2, CCL3, CCL4, CCL5, CCL8, CCL18, CCL19, CCL21, CXCL9, CXCL10, CXCL11, and CXCL13. Figures 2.26a and 2.27 a evaluate the expression of the the 12 -chemokine signature by calculating the mean expression of the geneset on the normalized counts.


Fig. 2.25 t-SNE projections of biomarker expressions showing the presence of FRC-like reticular cells in the patient1 sample, and LTi cells in both patient1 and patient2 samples. (Gray: low, red: high expression)


Fig. 2.26 t-SNE projections of TLS associated chemokine expressions in the patient1 sample. (In (a), gray: low, blue: high expression. In (b-d) gray: low, red: high expression)

## 12-chemokine signature



Fig. 2.27 t-SNE projections of TLS associated chemokine expressions in the patient2 sample. (In (a), gray: low, blue: high expression. In (b-d) gray: low, red: high expression)

### 2.8 Discussion

The role of the effector T cells in anti-tumor immunity has been studied in depth, revealing that effective ICB therapies require the revival and clonal-proliferation of the pre-existing mass of antigen-experienced TILs in the TME [242], [214], [6], [26]. The role of B cells, however, is less clear and has only recently gained attention [241], [254]. In this study, I characterized TIL-Bs in melanomas, revealing CD19+, $\mathrm{CD} 20^{+}$, and plasma B cells, as well as proliferating B cells at various differentiation stages. Furthermore, by coupling their gene expression profile with their BCR clonotype, I was able to detect clonally expanded plasma B cells.

The abundance of TIL-Bs and TILs show the cooperation of the two adaptive immune system lymphocytes. Also, in both samples, I detected CD3 ${ }^{-} \mathrm{CD} 4^{+} \mathrm{CD} 45^{+}$cells which show an LTi cell profile [16]. Some of these cells also expressed BCL6, which could indicate the presence of BCL6 ${ }^{+}$T follicular helper (Tfh) cells [168]. Tfh cells help B cells during GC reactions by mediating class-switching and SHMs, and facilitating affinity maturation. Additionally, I showed the presence of FRCs which carry the gene expression profile PDPN ${ }^{+}$PDGFRA ${ }^{+}$PECAM1-PTPRC ${ }^{-}$and the 12 -chemokine signature. The detection of such cells suggests the formation of an intratumoral TLS, and our findings are in agreement with previous studies [48]. The scRNA-seq results would need to be further confirmed by a visual analysis of the stained sections of these tumor biopsies.

While it is widely accepted that CD8 ${ }^{+} \mathrm{T}$ cells drive anti-tumor immunity, studies of TLSs suggest that B cells may also play an essential role [63]. Additionally, an association between the presence of TLS and favorable prognosis has been reported for many solid tumors [201]. In our study, the presence of TLS along with proliferating and clonally expanded plasma B cells which express class-switched antibodies at baseline, may suggest that there is already an ongoing coordinated intratumoral immune response. The presence of a TLS is less obvious in the patient2 sample, however, it is important to note that this sample was obtained with a needle biopsy, which usually recovers only a limited amount of tissue. It has been shown that TLSs are more abundant in the invasive margin or the stroma, and a wider sampling of the tumor is beneficial in detecting a TLS [201].

Both samples showed presence of plasma B cells where the patient2 sample's Ig repertoire demonstrated higher clonality and clonal proliferation. By using single-cell sequencing coupled with targeted VDJ sequencing, we were able to detect the proliferation of this antibody-secreting plasma cell. The most dominant clonotype in this sample, P2.BCR1, expressed the heavy chain IGHV5-51:IGHD1-26:IGHJ3:IGHG2 and the light chain IGLV3-25:IGLJ2:IGLC3. The heavy chain shows both class-switching and possible SHMs. This intratumoral antibody is generating an immune response towards an
intratumoral antigen which is a candidate for a melanoma tumor-antigen. Using the sequences given in Listing 2.1, it could be possible to express this antibody in mammalian cells (i.e. HEK293 cells), and find the antigen it binds upon successful antigen-antibody recognition.

The TME is a highly heterogeneous microstructure [111]. Ideally, the clustering of cells should be driven mainly by the biological component of the gene expression profile. However, it can be reasoned whether other factors such as the differences in library sizes of different cell types or mitochondrial gene expression levels should be considered biological or technical in nature. For this analysis, I decided not not remove the effects of library size and mitochondrial UMI count proportions from the scRNA-seq data. The fact that clustering is exploratory data analysis is much more evident when immune components are in question. While it is possible to cluster based on high-level cell types ( $\mathrm{B}, \mathrm{T}, \mathrm{DC}, \mathrm{NK}$, and so on), we can further zoom in to separate $\mathrm{CD} 8^{+} \mathrm{T}$ cells from CD4 ${ }^{+}$ T cells, or mature plasma B cells from high-metabolic-activity proliferating plasma B cells. It should be noted that all of the cell QC and clustering outlined in this study was an incremental process which took many attempts. Another source of variation, the cell cycle heterogeneity in scRNA-seq data, may assign the same type of cells into multiple clusters. Therefore it is common practice to remove the cell cycle effect from the data. The effects of cell cycle can be most evident in homogeneous cell populations. However, in this study I was not interested in detecting a new cell type or trajectories, but was instead aiming to determine the clonality and proliferation of the components within the TME. Hence I only determined the cell cycle phase of each cell but did not remove this effect.

In this study, I characterized the TME of two melanoma metastases taken preimmunotherapy. Using the same technique, we can study all the patients in the MelResist clinical trial for both pre- and post-immunotherapy in order to determine the effect of baseline TIL-B and TLS presence on patient response. Moreover, we can determine the fate of the clonally expanded antibodies post-immunotherapy and potentially find candidate antibodies for tumor-antigen detection.

## Chapter 3

## Intratumoral antibody sequences reconstructed from RNA-seq

### 3.1 Introduction

The TME is infiltrated by various immune cells, and their presence has been shown to be associated with clinical outcomes in some cancer types [206], [82], [264], [71]. The interplay between the tumor and the immune cells is a complex process that determines the fate of tumor immunity. To date, the majority of research has focused on tumor-infiltrating T lymphocytes [260]. In this chapter, I focused on the tumor infiltration capabilities of B lymphocytes instead, specifically in two highly immunotherapy resistant cancers, colorectal cancer (CRC) and pancreatic ductal adenocarcinoma (PDAC). Furthermore, I studied the effect of a particular compound called AMD3100 [65] on the B cell responses in CRC and PDAC. Ultimately in this study, using paired data from a clinical trial of AMD3100 [50], I aimed to identify antibody sequences expanded after this particular treatment in PDAC and CRC.

In Section 3.2, I explain immune privilege in PDAC and CRC and the ineffectiveness of current immunotherapies towards these cancers. Next in Section 3.3, I present the CAM-PLEX clinical trial [50], which assesses the efficacy of a new immunotherapy drug. In Section 3.4, I use RNA-seq data of each biopsy pair to reconstruct patient immune repertoires computationally. Later in Section 3.5, I introduce my findings, which reveal the clonal expansion of single antibody clonotypes in some of the patients after therapy and present the nucleotide sequences of these antibodies. Finally, in Section 3.6, I suggest a possible future direction that could result in finding tumor-antigens of CRC and PDAC.

### 3.2 Background

### 3.2.1 Immune privilege in CRC and PDAC

CRCs are malignant tumors of the colon and rectum arising primarily from neoplastic colon polyps, which are small clusters of cells that form on the lining of the colon. CRCs are the third most common cancers worldwide, with 1.8 million reported cases in 2018 and the second most common cause of cancer-related mortality, resulting in 862,000 deaths [250]. CRC has a reasonable chance of survival compared to other cancer types; the five-year overall survival rate is $64 \%$, with $90 \%$ of patients with localized cancer surviving at least five years [9].

The pancreas has many functions, two of which are especially important: it harbors a pool of exocrine glands aiding digestion, but has also an endocrine role. In particular, the endocrine pancreas is composed of small islands of cells, namely the islets of Langerhans, which release hormones, such as insulin, into the bloodstream. On the other hand, the exocrine glands secrete various enzymes through the pancreatic duct into the duodenum [40, Chapter 1, p. 3-20]. Uncontrollable growth of the exocrine cells may result in pancreatic exocrine tumors, which make up $93 \%$ of pancreatic cancers [41]. PDAC, a type of exocrine pancreatic cancer [100], which, even though is only the eleventh most common cancer in women and the twelfth most common in men worldwide, is the seventh most common cause of cancer-related deaths with a five-year survival rate of only $9 \%$ [187]. The most effective treatment is surgery; however, only a small fraction is resectable at the time of diagnosis, and even after resection, the five-year survival rate is not particularly encouraging [267].

Although popular ICIs such as PD-1 and CTLA-4 inhibitors have delivered clinical benefits in various solid tumors [130], [189], PDAC was not found to be responsive to ICIs. In a Phase I trial, a total of 207 patients with advanced cancers, including melanoma, CRC, and PDAC, were administered anti-PD-L1 antibody [31]. While a complete or partial response was observed in nine of 52 patients with melanoma, no objective response was observed in patients with CRC ${ }^{1}$ or PDAC. Similarly, in a Phase II trial evaluating the efficacy of anti-CTLA-4, none of the enrolled 27 patients with advanced or metastatic PDAC showed a response, and progression was rapid with a short survival [195]. It is crucial to investigate which mechanisms protect these specific cancer types from immune attack.

[^7]In PDAC, unlike other solid tumors that respond positively to immune checkpoint blockade (ICB) therapies, intratumoral effector T-cells are rare [45], and certain immunosuppressive cells such as cancer-associated fibroblasts (CAFs) within the TME might restrict the function of intra-tumoral effector T cells [65]. According to one hypothesis, PDAC does not respond to anti-PD-L1 because the T cells may not be getting enough contact with the cancer cells, as they are coated with high densities of chemokine (C-X-C motif) ligand 12 (CXCL12), which is known to repel T cells [65]. In one well known study, fibroblast activation protein (FAP) expressing CAFs have been shown to induce CXCL12 mediated immunosuppression on the basis of three observations: intra-tumoral T cells were not in the vicinity of cancer cells, cancer cells were coated with CXCL12, and the $\mathrm{FAP}^{+}$CAF was the primary source of CXCL12 in the tumor [65]. In order to test this hypothesis, [65] used two different approaches. First, they demonstrated that the depletion of $\mathrm{FAP}^{+}$CAFs results in the immune control of tumor growth, and recover the efficacy of anti-PD-L1 in PDAC bearing mice. Moreover, administering AMD3100, a molecule known to disrupt the interaction between CXCL12 and its receptor on immune cells CXCR4, increased the accumulation of effector T cells among cancer cells. Finally, the combination of AMD3100 with anti-PD-L1 significantly diminished the number of detectable cancer cells; however, anti-CTLA-4 did not augment the anti-tumor effect of AMD3100. These findings led to a Phase I clinical trial of AMD3100, enrolling patients with PDAC or microsatellite stable CRC (MSS-CRC) [90], which is discussed in Section 3.3.

The immune repertoire in pancreatic cancer has been studied in the past. For instance, [14] analyzed the TCR repertoire in pancreatic cancer. T cells were obtained from both the primary pancreatic tissues and matched blood samples of 16 cancer patients, and only from blood in the case of 8 healthy donors. Using deep sequencing of the TCRs, they found no significant differences in the TCR repertoires between cancer patients and controls. They did not identify any significantly expanded T cell clones. However, TCR clonotypes with low frequencies were relatively more abundant in tumors when compared to the matching blood samples.

In a different study, [99] investigated whether TCR repertoires could provide insights into the mechanisms of immunotherapy and predict outcome in pancreatic cancers. TCR repertoires were recovered using targeted deep sequencing. They examined the TCR repertoires recovered from the peripheral blood of 25 metastatic pancreatic cancer patients treated with ipilimumab (targeting CTLA-4) with or without GVAX (a pancreatic cancer vaccine), and from the peripheral blood and tumor biopsies from 32 patients treated with GVAX and mesothelin-expressing Listeria monocytogenes with or without nivolumab
(targeting PD-1). Their results demonstrate a change of diversity in the peripheral TCR repertoires of patients who received treatment, especially those receiving ipilimumab in combination with GVAX. They determined the combination of low baseline clonality and a high number of expanded clones post-therapy associated with significantly longer survival in patients who received ipilimumab but not in patients receiving nivolumab. Importantly, their study shows that TCR repertoire profiling can serve as a biomarker of clinical response in pancreatic cancer patients receiving immunotherapy. It should be noted that, neither study investigated the B cells and the BCR repertoire, and by solely focusing on TCRs, they captured only one aspect of the adaptive immune response. Analyzing the BCRs would give a more complete picture of the immunological status of cancer patients and a better understanding of the anti-tumor immune response in PDAC and CRC.

### 3.3 CAM-PLEX clinical trial

As already mentioned, [65] demonstrated that the blockade of the CXCL12/CXCR4 axis in a mouse model of PDAC resulted in the effector T cells and cancer cells to intermingle, and reduced tumor growth when combined with anti-PD-L1 immunotherapy. Consequently, a phase I clinical trial investigating plerixafor (AMD3100) in the same cancer type was initiated [50].

### 3.3.1 Setup

CAM-PLEX clinical trial enrolled patients with MSS-CRC, PDAC, and ovarian cancers. The aim of the phase I trial was two-fold: (i) study the molecular profiling of the underlying mechanisms to determine if AMD3100 helps the immune cells to intermingle with the cells of these cancers in humans, and (ii) find the highest safe dose of AMD3100 to administer. Cancer tissue biopsies and blood samples were taken from each enrolled patient before (day 0) and after (day 8) AMD3100 treatment. It should be noted that CAM-PLEX was a phase I single-agent only trial, i.e., patients were only administered AMD3100 and no other ICB therapies. The main scientific aim of this investigation was to assess whether the blockade of the CXCL12/CXCR4 axis would result in increased immune cell infiltration and activation in humans.

### 3.3.2 Dataset

In this thesis, I studied the RNA-seq data of the paired biopsies collected pre and post AMD3100 therapy from metastatic sites. Table 3.1 shows the dataset. I had paired-end RNA-seq reads from 21 patients, of which five had PDAC and 16 MSS-CRC. There were a total of 37 samples, as five MSS-CRC patients (pat06, pat07, pat09, pat13, patX) did not have post-therapy RNA-seq data.

| Patient | Time | Pool | Barcode | Cancer | Read count |
| :---: | :---: | :---: | :---: | :---: | :---: |
| pat01 | day0 | SLX-13655 | D710_D503 | crc | 28,607,517 |
| pat01 | day8 | SLX-13655 | D710_D502 | crc | 31,681,242 |
| pat02 | day0 | SLX-13655 | D711_D501 | crc | 32,135,594 |
| pat02 | day8 | SLX-13655 | D710_D508 | crc | 27,091,124 |
| pat03 | day0 | SLX-13655 | D711_D505 | crc | 28,080,365 |
| pat03 | day8 | SLX-13655 | D711_D507 | crc | 25,628,945 |
| pat04 | day0 | SLX-13655 | D712_D505 | crc | 29,641,275 |
| pat04 | day8 | SLX-13655 | D712_D508 | crc | 26,712,999 |
| pat05 | day0 | SLX-13655 | D712_D502 | crc | 29,390,888 |
| pat05 | day8 | SLX-13655 | D711_D508 | crc | 26,519,678 |
| pat06 | day0 | SLX-13655 | D701_D501 | crc | 25,628,169 |
| pat07 | day0 | SLX-13655 | D701_D502 | crc | 32,607,604 |
| pat08 | day0 | SLX-13655 | D712_D506 | crc | 27,660,974 |
| pat08 | day8 | SLX-13655 | pat08day8 | crc | 51,126,382 |
| pat09 | day0 | SLX-13655 | D702_D501 | crc | 28,176,280 |
| pat10 | day0 | SLX-13655 | D710_D506 | crc | 26,534,718 |
| pat10 | day8 | SLX-13655 | D710_D507 | crc | 28,231,905 |
| pat11 | day0 | SLX-13655 | D710_D501 | crc | 31,990,182 |
| pat11 | day8 | SLX-13655 | D709_D508 | crc | 31,006,244 |
| pat12 | day0 | SLX-13655 | D711_D503 | crc | 27,994,609 |
| pat12 | day8 | SLX-13655 | pat12day8 | crc | 54,299,083 |
| pat13 | day0 | SLX-13655 | D702_D502 | crc | 26,357,112 |
| pat14 | day0 | SLX-13655 | D711_D504 | crc | 27,177,453 |
| pat14 | day8 | SLX-13655 | D712_D501 | crc | 29,629,240 |
| pat15 | day0 | SLX-13655 | D711_D502 | crc | 29,361,589 |
| pat15 | day8 | SLX-13655 | D710_D505 | crc | 28,333,433 |
| patX | day0 | SLX-13655 | D711_D506 | crc | 30,096,987 |
| pat19 | day0 | SLX-15110 | D701_D503 | pdac | 88,177,787 |
| pat19 | day8 | SLX-15110 | D702_D503 | pdac | 93,452,302 |
| pat20 | day0 | SLX-15110 | D701_D504 | pdac | 95,515,600 |
| pat20 | day8 | SLX-15110 | D702_D504 | pdac | 93,628,229 |
| pat23 | day0 | SLX-16181 | UDI0006 | pdac | 87,681,016 |
| pat23 | day8 | SLX-16181 | UDI0001 | pdac | 109,405,081 |
| pat24 | day0 | SLX-16181 | UDI0005 | pdac | 81,298,367 |
| pat24 | day8 | SLX-16181 | UDI0008 | pdac | 39,288,930 |
| pat25 | day0 | SLX-16181 | UDI0004 | pdac | 77,410,241 |
| pat25 | day8 | SLX-16181 | UDI0002 | pdac | 103,516,169 |

Table 3.1 CAM-PLEX trial dataset

### 3.4 BCR repertoire recovery from paired data

In Section 1.3, I separated the current strategies of AgR reconstruction into two: targeted repertoire sequencing-based protocols and computational reconstruction of unselected RNA-seq reads. Here I will present the justifications of the chosen method and describe the workflow.

### 3.4.1 Computational reconstruction of BCRs from RNA-sequencing reads

The CAM-PLEX samples were sequenced with whole-exome sequencing, RNA-sequencing, and AgR targeted sequencing, however only for TCRs. As I wanted to study the dynamic BCR repertoire, I opted to reconstruct the BCR clonotypes directly from the available unselected RNA-seq. Section 1.3.2 describes this approach and Section 1.3.5 presents a review of the state of the art in computational reconstruction tools.

I investigated whether BCR repertoire clonality, class-switching, and SHM load and location had an association with patient survival in melanoma. To this end, I used the TCGA SKCM (Skin Cutaneous Melanoma) RNA-seq dataset comprising 468 cases [165]. I reconstructed BCRs from this dataset using MiXCR and V'DJer and observed that MiXCR showed better computing performance. V'DJer requires the STAR aligner [57] to align unselected RNA-seq reads prior to the assembly of V-J contigs. With STAR, the alignment of a large set of 400+ data samples requires significant computation power. Additionally, V'DJer has to be run three times in order to analyze all IGH, IGK, and IGL chains, as tool execution expects a chain name as a parameter. Finally, V'DJer does not analyze TCR chains. I did not evaluate TRUST on the TCGA dataset as it was initially developed for TCR reconstruction and only recently provided BCR support. A benchmarking of MiXCR, TRUST, and V'DJer can be found in [24], with a follow-up in [101].

Based on computational performance and MiXCR specific features, I opted to use a pipeline running sequential MiXCR tools to reconstruct the BCR clonotypes from the CAM-PLEX unselected RNA-seq data. MiXCR can assemble full BCR and TCR CDR3 sequences from unselected/non-enriched RNA-seq data and identify SHMs. The developers of MiXCR added several enhancements in order to identify AgR clonotypes from unselected RNA-seq data. The original tool is described in [25], whereas the enhanced version is presented in [24].

MiXCR starts with aligning RNA-seq reads against reference V, D, J, and C genes. It uses an altered version of a multi-seed strategy, called seed-and-vote, described in [142].

With this strategy, from each read, many short, equal distanced subreads (seeds) that are mapped without mismatches are found, and the number of consensus subreads (votes) determines the best location for the read being aligned. Then using dynamic programming, the alignment is completed by filling in the mismatch and indel information between the subreads that make up the winning voting block. MiXCR has made further enhancements: (i) Modified the seed size setting default as 5 bp , in order to handle short alignments. (ii) In the voting step, a scoring function, calculated from the number of matching and absent seeds and offsets of seeds relative to the optimal position in the sequencing read, is maximized. Offsets are introduced to account for indels. After the selection of single or multiple candidates, alignments for between seeds (using the Needleman-Wunsch algorithm) and for outside seeds (using the Smith-Waterman algorithm) are built. Next, alignment scores (scoring matrix and penalties for indels) are calculated for all candidates to filter the best alignment. In [24], they further enhanced their alignment algorithm to account for cases where V or J segment alignment is ambiguous by switching to Smith-Waterman/Needleman-Wunsch algorithms directly in such cases. Performance is only hindered for these specific cases, but they achieve higher sensitivity. After alignment, two rounds of partial-contig-assembly are run. Here, aligned reads which cover only the left boundary of CDR3 are merged with reads which do not cover the left CDR3 boundary and cover part of the J gene. Merging is based on rules such that the minimum overlap region is 12 bp , the overlap covers at least 7 non-germline-derived bases, and sequences are a perfect match inside the overlap. This results in assembly of short, fragmented sequencing reads into longer reads/contigs which contain a CDR3. After these steps, MiXCR runs the assembly of aligned reads with clustering. Finally, the assembled contigs are exported. The code snippet in Listing 3.1 is from this study's pipeline and shows the MiXCR component assembling the BCR and TCR contigs:

```
# align RNA-Seq reads
mixcr align --library imgt -p rna-seq -s hsa --report report.align.txt
    -t 24 --save-reads -OallowPartialAlignments=true $read1 $read2
    alignments.vdjca
# assembly of short reads
mixcr assemblePartial alignments.vdjca alignments_rescued_1.vdjca
mixcr assemblePartial alignments_rescued_1.vdjca alignments_rescued_2.
    vdjca
mixcr extend alignments_rescued_2.vdjca alignments_rescued_2_extended.
    vdjca
```

```
# assemble default CDR3 clonotypes (--write-alignments is required for
    further full contig assembly)
mixcr assemble --report report.assemble.txt -t 24 --write-alignments
    alignments_rescued_2_extended.vdjca clones.clna
# assemble full BCR receptor sequences
mixcr assembleContigs --report report.assembleContigs.txt clones.clna
    full_clones.clns
# export
mixcr exportClones -c IG -p fullImputed full_clones.clns full_IG_clones
    .txt # full BCR receptors
mixcr exportClones clones.clna clones.txt # BCR and TCR assemblies
mixcr exportClones -c IG --filter-out-of-frames --filter-stops -count -
    fraction -vGene - dGene - jGene -cGene -nFeature CDR3 - aaFeature CDR3
        clones.clna clones.IG.txt # custom BCR dataframe output
mixcr exportAlignments clones.clna alignments.txt # alignments
```

Listing 3.1 Code snippet for assembling AgR contigs from paired-end RNA-seq reads where \$read1 and \$read2 are the paired-end reads coming from a single sample. I have passed imgt to the library parameter in mixcr: : align in order to specify annotation with the IMGT database.

### 3.4.2 Analysis of reconstructed clonotypes

Table 3.2 is an example of an output from MiXCR exported via mixcr: : exportClones passing the filtering parameters -c IG --filter-out-of-frames --filter-stops in order to write only Ig chains that are not out-of-frame and do not contain stop codons. Also, -count -fraction -vGene -dGene -jGene -cGene -aaFeature CDR3 were specified in order to customize the list of fields that were exported. Table 3.2 shows the top six most clonal CDR3 Ig chains. cloneCount is the number of reads that make up a clonotype, best<V,D, J, C>gene is the best <V, D, J, C> hit gene name.

| cloneCount | cloneFraction | bestVGene | bestDGene | bestJGene | bestCGene | aaSeqCDR3 |
| ---: | ---: | ---: | :--- | :--- | :--- | :--- |
| 115929 | 0.1455473 | IGLV2-14 |  | IGLJ3 | IGLC2 | CSSYAITNSLVF |
| 57129 | 0.0717247 | IGHV3-30 | IGHD6-13 | IGHJ4 | IGHG2 | CAKDLRGNSWSFDYW |
| 35502 | 0.0445723 | IGKV1-12 |  | IGKJ5 | IGKC | CQQAKSFPITF |
| 30524 | 0.0383225 | IGKV1-39 |  | IGKJ4 | IGKC | CQQSHTNPLTF |
| 25389 | 0.0318755 | IGKV1-39 |  | IGKJ2 | IGKC | CQQGYSSPYTF |
| 17282 | 0.0216973 | IGHV4-59 | IGHD6-13 | IGHJ2 | IGHA1 | CARGVSSSWYGPNWYFDLW |

Table 3.2 Example of customized mixcr::exportClones output

MiXCR assembled a total of 1,522,531 BCR and TCR sequences, detecting 33,591 unique clonotypes. In all samples, the number of unique BCR assemblies was significantly
higher than TCR assemblies, which is indicative of intratumoral antibody-secreting plasma cells (see Figure 3.1).


Fig. 3.1 Total number of uniquely detected BCR clonotypes plotted against the uniquely detected TCR clonotypes. These clonotypes include both heavy and light Igs, and $\alpha$ and $\beta$ TCRs. Colors denote which type of cancer the sample belongs to. Annotated points are samples with $>1000$ detected BCR clonotypes. This threshold is chosen merely for ease of readability.


Fig. 3.2 Distribution of Ig isotypes across cancer types and time of sampling.

Of all the Ig isotypes, $\operatorname{IgG}$ was the most abundant class, followed by $\operatorname{Ig} A$, and $\operatorname{IgM}$ (see Figure 3.2). This shows that the majority of the detected Ig clonotypes are from the secondary immune response, where B cells have encountered an antigen and differentiated into plasma B and memory cells.

### 3.4.3 Normalizing clonotype count across samples

Looking at Table 3.1, we can see that some samples have relatively higher read counts. This is because they are a combination of multiple re-sequencing runs. I merged all sequencing reads per sample into a single read fastq file. Therefore we need to normalize for read count when calculating the clonotype count (CC).

To normalize clonotype counts across samples I simply defined clone counts per million (CCPM) reads which is clone counts scaled by the number of reads we sequenced, times one million. The CCPM of the $i^{\text {th }}$ clonotype in the $j^{\text {th }}$ sample is calculated by:

$$
\begin{equation*}
C C P M_{i}=\frac{C C_{i}}{N_{j}} 10^{6} \tag{3.1}
\end{equation*}
$$

where $C C_{i}$ is the clone count of the $i^{t h}$ clonotype, and $N_{j}$ is the number of fragments sequenced for sample $j$.

However, it should be obvious that using this scaling, we cannot compare repertoires across samples with highly variant read counts. Recall that MiXCR, and similar reconstruction tools, rely on the number of AgR reads in a sample. It is more likely to detect more unique AgR clonotypes the more RNA-seq reads a sample has. That is, the chance of detecting an AgR increases with the number of reads processed. Furthermore, MiXCR removes low-quality reads and performs error correction with clustering. The counts reflected as CC are not all the reads, but the reads selected after QC and merged after error correction. In order to accurately scale CCs to a comparable measure, one needs to downsample the aligned reads to an equal amount, and better yet, use bootstrapping ${ }^{2}$ to obtain CC confidence intervals per single-chain clonotype. However, on inspection of Table 3.1 more closely, we see that the read count variation is between different cancer type samples ( $c r c$ vs. $p d a c$ ), whereas reads coming from the same cancer tissue are more or less the same. Although not $100 \%$ accurate, we can use CCPM when comparing samples within tumor types, but not between. Furthermore, it is not the focus of this thesis to compare different patient samples. I am interested in detecting an adaptive immune response and recovering expanded clonotypes within a single sample. Also,

[^8]

Fig. 3.3 CRC heavy (a) and light (b), and PDAC heavy (c) and light (d) clonotype frequency distributions. Here, for each sample, the CCPM of top five most clonal clonotypes are shown. Each color denotes a unique clonotype.
note that I am not calculating repertoire diversity/clonality. Though common in AgR repertoire analyses, it is not the focus of this thesis. In such cases, we would need to set all sample sizes to the size of the smallest sample to interpolate the diversity estimates with a number of resamplings.

### 3.4.4 Aggregating clonotypes

In the MiXCR output, there are clonotypes with the same CDR3 amino acid sequence, but different V, D, or J genes (see Table 3.3). The most likely interpretation of this result is that MiXCR is mis-annotating some of the genes, as it is very unlikely for an entirely different VDJ combination to have the same CDR3 amino acid sequence; this would require an incredibly strong evolutionary convergence. Moreover, as we see this
happen in almost every sample, for many different Ig chains, I think that a technical artifact remains the most likely explanation.

| cloneCount | cloneFraction | Best V;D;J;C gene | aaSeqCDR3 |
| :--- | :--- | :--- | :--- |
| 2432 | 23.493 | IGHV4-61;IGHD3-3;IGHJ3;IGHG2 | CAREPLEFEGDFGPYDIW |
| 78 | 0.753 | IGHV4-34;IGHD3-16;IGHJ3;IGHG2 | CAREPLEFEGDYGPYDVW |
| 23 | 0.222 | IGHV4-31;IGHD1-26;IGHJ3;IGHG2 | CAREPLRFEGDYGAFDVW |
| 16 | 0.154 | IGHV4-4;IGHD3-16;IGHJ3;IGHG2 | CAREPLEFEGDYGPYDVW |
| 12 | 0.116 | IGHV4-31;IGHD3-16;IGHJ3;IGHG2 | CAREPLEFEGDFGPYDIW |
| 8 | 0.077 | IGHV4-28;IGHD3-16;IGHJ3;IGHG2 | CAREPLEFEGDYGPYDVW |
| 2 | 0.019 | IGHV4-31;IGHD1-14;IGHJ3;IGHG2 | CAREPLRFEGDYGAFDVW |

Table 3.3 Example of incorrect clonotype annotation. Clonotypes with the same row color have the same CDR3 amino acid sequence but differing VDJ gene combinations. Note that cloneFraction is the fraction of the chain in the whole repertoire.

MiXCR determines clonotype uniqueness based on CDR3 nucleotide sequences. Instead, I define two clonotypes to be the same if they have identical CDR3 amino acid sequences. Hence, I further merged all clonotypes by CDR3 amino acid sequences. More abundant clone $_{i}$ will absorb less abundant clone $j_{j}$ if clone count $N_{j}<$ clone count $N_{i}$, and both clone $_{j}$ and clone $_{i}$ have the same CDR3 region. This way we will be creating a more compact clonotype list for each sample.


Fig. 3.4 Decrease in clonotype count across samples after aggregation by CDR3 amino acid sequence. Color separation is based on chain type where heavy chains are colored red and light chains blue. Certain samples did not experience any decrease.

### 3.5 Results

I define clonal expansion as the difference in the CCPM (3.1) of a clonotype between post (day8) and pre (day0) immunotherapy. For this analysis, I am interested in detecting Ig repertoires showing high B cell infiltration and clonal expansion, both of which are summarised in Figure 3.5. From the plot we can immediately observe that patients 2, 8, and 11 from the CRC cohort, and 25 from the PDAC cohort show the highest B cell infiltration, as well as the most clonally expanded clonotypes.


Fig. 3.5 Clonal expansion of all Ig heavy clonotypes in a patient's pre- and post-immunotherapy repertoire. Each point signifies the difference between post- and pre-immunotherapy CCPM of a clonotype. Note that the y -axes vary across patients.

Here, observe, for example, why patients 23 and 24 were not chosen. Both patients had a high count of uniquely detected BCRs (see Figure 3.1). However, when we further inspect the sum of the most clonally expanded clonotypes' CCPM, we see that these patients had a diverse BCR repertoire, i.e., even though they have a significant amount of BCR clonotypes, none of them have expanded, as we can clearly see in Figures 3.5 and 3.6. We can observe that patient 25 has a high count of uniquely detected IgH clonotypes as well as a high sum of CCPM, meaning its top clonal clonotypes expanded significantly. This is not true for patients 23 and 24.


Fig. 3.6 Sum of CCPM of top IgH clonotypes plotted against total uniquely detected IgH clonotypes. Colors denote which type of cancer the sample belongs to. Annotated points are samples with $>350$ detected IgH clonotypes. This threshold is chosen merely for ease of readability.

Furthermore, although patient 23 had an increase in uniquely detected BCRs, the clonality of these clonotypes did not increase. However, do note that this could be due to the increase in sequencing read count (see Table 3.1). The pat08.day8 sample has roughly two-fold read count compared to most other CRC samples, due to multiple re-sequencing. However, the same patient at day 0 also has a high CCPM. Hence it is justifiable to select patient 8 as a strong immune response candidate.

### 3.5.1 BCR distributions

Here I present the Ig heavy and light chain CCPM distributions of the selected patients. In Figure 3.7, I have only plotted the most clonal 50 clonotypes for each sample.


Fig. 3.7 Ig heavy and light chain CCPM distributions of the selected patients. Repertoires are of pre-treatment (day 0 ) and post-treatment (day 8 ). For each repertoire, the most clonal 50 clonotypes are plotted. Note that the $y$-axes vary across patients, days, and chain types.

### 3.5.2 Pre and post-therapy BCR repertoires

Here, for the selected patients, I present the possible tumor-antigen specific antibody sequences, and investigate the clonal expansion of the most clonal Igs in the postimmunotherapy Ig repertoire. In some cases, the most clonally expanded clonotype of
the post-immunotherapy repertoire is not present in the pre-immunotherapy repertoire. This could be due to a lack of sequencing reads in the pre-treatment repertoire. We could speculate that, although the Ig was expressed, it could not be picked up by MiXCR as there were not many cells expressing that particular Ig mRNAs. We might recall that MiXCR needs a certain number of assemblies in order to error correct for PCR and sequencing noise. Furthermore, the low signal in the pre-immunotherapy repertoire could also be due to read coverage. Observe that for each of the samples there are other dominant clonotypes, and these could be dominating the read space. Hence the first explanation is that the clonal Igs of post-immunotherapy are, in fact, present preimmunotherapy as well, but either the RNA-seq or MiXCR could not detect them. The second explanation is that the plasma cells generating these antibodies were not in the tumor pre-immunotherapy, or they were present in minute amounts. I discuss this further in Section 3.6.

## Sequences of reconstructed antibody chains

Below are the CDR3 nucleotide sequences of the possible pairings of Ig heavy and light chains. It is conceivable that these antibodies, if expressed, could help us identify PDAC and CRC specific antigens. The full nucleotide sequences are given in Appendix A.

```
> pat02 Heavy chain CDR3
TGTGTGAACGGCATATCAGATAGTCGTGGTCGCTACTACTTTGACTACTGG
> pat02 Light chain CDR3
TGTCAACAGAGTTACAGTACCTGGTGGACGTTC
> pat11 Heavy chain CDR3
TGTGCGAAAGAAGAACTACGACGAGGGCCCCATGACTACTGG
> pat11 Light chain CDR3
TGTCAACAGAGTTACATTACCCCTCGGACGTTC
> pat25 Heavy chain CDR3
TGTGCGAAGGATTTGAGAGGCAACAGCTGGTCTTTTGACTACTGG
> pat25 Light chain CDR3
TGCAGCTCATATGCAATCACTAATTCTCTCGTTTTC
```

Listing 3.2 Sequences of clonally expanded Igs


|  | CDR3 | CCPM day0 | CCPM day8 | CC day0 | CC day8 |
| :---: | :---: | :---: | :---: | :---: | :---: |
| Ig Heavy | CVNGISDSRGRYYFDYW | 0.00 | 76.48 | 0 | 2072 |
|  | CARGGGYLEPFDYW | 0.31 | 25.43 | 10 | 689 |
|  | CARVLTGFARGPW | 0.47 | 22.18 | 15 | 601 |
|  | CARDSFRGVFDYW | 0.37 | 20.71 | 12 | 561 |
|  | CAREEHYYDSSGLDYW | 1.90 | 18.79 | 61 | 509 |
|  | CAKSASFDNW | 0.03 | 18.64 | 1 | 505 |
|  | CVRGLRYFDRLLSDAFEIW | 0.46 | 14.54 | 15 | 394 |
|  | CVRPNYSNGWYGRNWFDPW | 0.00 | 11.88 | 0 | 322 |
|  | CVRGPYSAGWFDPW | 0.09 | 10.11 | 3 | 274 |
|  | CARCHTSGCPTGFDYW | 0.00 | 9.23 | 0 | 250 |
| Ig Light | CQQSYSTWWTF | 0.00 | 208.74 | 0 | 5655 |
|  | CQQYGSSLTF | 6.44 | 112.80 | 207 | 3056 |
|  | CQQYDNLPPFTF | 0.81 | 111.71 | 26 | 3026 |
|  | CQQYGGSPPIYTF | 0.00 | 68.80 | 0 | 1864 |
|  | CLQDYNYPITF | 1.09 | 60.28 | 35 | 1633 |
|  | CMQGTHWPRTF | 0.28 | 49.65 | 9 | 1345 |
|  | CQQYNSYPRTF | 1.27 | 48.43 | 41 | 1312 |
|  | CQQYNNWPPLTF | 2.37 | 45.96 | 76 | 1245 |
|  | CNSRDSGGNLVVF | 0.00 | 44.37 | 0 | 1202 |
|  | CQETYSTPLTF | 0.34 | 39.53 | 11 | 1071 |

Fig. 3.8 The change in CCPM and CC of the most clonally expanded clonotypes detected in the post-treatment sample of patient 2 .


|  | CDR3 | CCPM day0 | CCPM day8 | CC day0 | CC day 8 |
| :---: | :---: | :---: | :---: | :---: | :---: |
| Ig Heavy | CAISNGLSGWSYSYYAFDVW | 0.61 | 52.81 | 17 | 2700 |
|  | CARLRVSSVRGVPYFDSW | 0.00 | 52.28 | 0 | 2673 |
|  | CATQMRVLTFSEWVFSGAYDVW | 0.00 | 45.08 | 0 | 2305 |
|  | CARTAPYYGSSGSNDAFDLW | 0.00 | 17.64 | 0 | 902 |
|  | CAFLYSSNWYGYYFDYW | 0.00 | 15.19 | 0 | 777 |
|  | CARLAYNYGYGANYFDYW | 0.00 | 9.52 | 0 | 487 |
|  | CARSSGPAPLDFW | 0.00 | 7.90 | 0 | 404 |
|  | CAKDLWFGELYEMPFESW | 0.00 | 6.63 | 0 | 339 |
|  | CAKDRGYSSGWKYFNYGLDVW | 0.00 | 6.47 | 0 | 331 |
|  | CARERLVRTLGGWFDPW | 1.92 | 6.29 | 53 | 322 |
| Ig Light | CQQYNNWPPFAF | 0.00 | 93.53 | 0 | 4782 |
|  | CQVWDSSNDHPVF | 0.000000 | 87.52820 | 0 | 4475 |
|  | CQQFGTSGFTF | 1.482233 | 72.21321 | 41 | 3692 |
|  | CQQRLNWPPTF | 0.000000 | 28.61536 | 0 | 1463 |
|  | CVLYMGSGIVVF | 1.988361 | 28.55669 | 55 | 1460 |
|  | CQQYNSHSYTF | 0.000000 | 17.72079 | 0 | 906 |
|  | CSSYSGTSSVLF | 0.000000 | 16.33208 | 0 | 835 |
|  | CSSYTSSSTPYVF | 2.024513 | 13.92627 | 56 | 712 |
|  | CQQYDNLITF | 3.398290 | 12.85051 | 94 | 657 |
|  | CQVWDSTSDRPFF | 0.000000 | 12.10725 | 0 | 619 |

Fig. 3.9 The change in CCPM and CC of the most clonally expanded clonotypes detected in the post-treatment sample of patient 8 .



|  | CDR3 | CCPM day0 | CCPM day8 | CC day0 | CC day 8 |
| :---: | :---: | :---: | :---: | :---: | :---: |
| Ig Heavy | CAKEELRRGPHDYW | 0.00 | 160.29 | 0 | 4970 |
|  | CARERFGMDVW | 0.00 | 46.41 | 0 | 1439 |
|  | CLTLSTYW | 0.94 | 35.09 | 30 | 1088 |
|  | CARDFRHFDYW | 1.56 | 31.83 | 50 | 987 |
|  | CARTGREFGDPRDAFDIW | 0.06 | 21.99 | 2 | 682 |
|  | CARDLSSTYGMDVW | 0.68 | 20.44 | 22 | 634 |
|  | CAVVVISANTYFDYW | 0.18 | 16.70 | 6 | 518 |
|  | CARARAYSGYGPVDYW | 0.00 | 15.93 | 0 | 494 |
|  | CRSGGDADDFDIW | 2.50 | 14.12 | 80 | 438 |
|  | CARDLWRGGGSSFGYW | 0.06 | 13.25 | 2 | 411 |
| Ig Light | CQQSYITPRTF | 0.032 | 399.92 | 1 | 12400 |
|  | CCSYAGGPTVF | 0.00 | 159.49 | 0 | 4945 |
|  | CQQYDILPPKLTF | 0.50 | 124.26 | 16 | 3853 |
|  | CQQSYRDSSF | 1.53 | 79.53 | 49 | 2466 |
|  | CASYTSSSTAVF | 0.00 | 64.95 | 0 | 2014 |
|  | CQVWDDSSDCVF | 0.25 | 53.82 | 8 | 1669 |
|  | CQQSYNDSSF | 1.15 | 50.90 | 37 | 1578 |
|  | CQSYDSSLSGYVF | 3.28 | 43.25 | 105 | 1341 |
|  | CQQYYKIPWTF | 0.09 | 43.18 | 3 | 1339 |
|  | CQQYYSTPWTF | 0.00 | 42.70 | 0 | 1324 |

Fig. 3.10 The change in CCPM and CC of the most clonally expanded clonotypes detected in the post-treatment sample of patient 11 .


|  | CDR3 | CCPM day0 | CCPM day8 | CC day0 | CC day 8 |
| :---: | :---: | :---: | :---: | :---: | :---: |
| Ig Heavy | CAKDLRGNSWSFDYW | 0.00 | 551.89 | 0 | 57129 |
|  | CARGVSSSWYGPNWYFDLW | 0.00 | 166.95 | 0 | 17282 |
|  | CARAGRVDGLPALFDPW | 0.00 | 164.26 | 0 | 17004 |
|  | CARSPVAVAGTPDVFDIW | 0.00 | 153.84 | 0 | 15925 |
|  | CARGTGDFWTGRVSDGFDVW | 0.00 | 59.95 | 0 | 6206 |
|  | CARDGLGDDVTRFSWDAYDIW | 0.00 | 51.38 | 0 | 5319 |
|  | CSGWWTLNWFDPW | 0.00 | 47.89 | 0 | 4958 |
|  | CARENWKVVDVW | 0.29 | 46.16 | 23 | 4779 |
|  | CARHAWDANAPYYYFYYPMDVW | 0.00 | 42.46 | 0 | 4396 |
|  | CARHVLEGVPGNVDFW | 5.15 | 36.64 | 399 | 3793 |
| Ig Light | CSSYAITNSLVF | 0.00 | 1119.91 | 0 | 115929 |
|  | CQQAKSFPITF | 0.00 | 342.96 | 0 | 35502 |
|  | CQQSHTNPLTF | 0.00 | 294.87 | 0 | 30524 |
|  | CQQGYSSPYTF | 0.35 | 245.26 | 27 | 25389 |
|  | CQQYDNLPLTF | 0.14 | 133.61 | 11 | 13831 |
|  | CQSYDTSLSGLVVF | 0.00 | 95.83 | 0 | 9920 |
|  | CQQYGSSSWTF | 0.00 | 91.09 | 0 | 9430 |
|  | CQQFGASPHSF | 11.64 | 82.01 | 901 | 8489 |
|  | CGTWDSSLSAGWVF | 0.00 | 76.15 | 0 | 7883 |
|  | CSSFTTSTTLDVVF | 4.51 | 73.55 | 349 | 7614 |

Fig. 3.11 The change in CCPM and CC of the most clonally expanded clonotypes detected in the post-treatment sample of patient 25 .

### 3.6 Discussion

Intratumoral B cells are a critical component of the TME, and they have been observed in multiple tumor tissues, including breast, colorectal cancers, and melanomas [128], [151], [216]. B cells recognize tumor antigens mainly via the CDR3 region on their antigen receptors. Upon antigen challenge, B cells undergo SHMs and class-switching in order to differentiate into plasma B cells, which begin secreting vast quantities of high-affinity antibodies in order to eliminate the tumor cells.

CRC and PDAC are two cancer types that are resistant to popular ICIs. However, it has been shown that this immunosuppression can be overcome by targeting other molecular targets prior to standard ICIs in mouse. As previously mentioned, [65] demonstrated that administering PDAC-bearing mice with AMD3100, an inhibitor of the CXCL12 receptor, CXCR4, revealed the anti-tumor effects of the anti-PD-L1 antibody and significantly reduced cancer cells.

Efforts have been made to study the TCR repertoire in PDAC [14], [99], however, BCR repertoire recovery in PDAC tumors after immune treatment, to the best of my knowledge, has not been undertaken before.

With tumor tissue samples collected from CRC and PDAC patients before and after AMD3100 treatment as part of a phase I clinical trial [50], I reconstructed BCR sequences directly from unselected RNA-seq data. Analyzing the BCR repertoire, I observed that the number of unique BCR assemblies was significantly higher than that of TCR assemblies, and that the detected BCRs had undergone class switching, which suggested the presence of intratumoral antibody-secreting plasma cells. Furthermore, in some patients, I detected clonal expansion of individual antibodies after treatment with AMD3100. This finding is in alignment with a recent study where, before and after PD-1 inhibitor therapy, RNA-seq data of seven patients with glioblastomas were processed with MiXCR to recover TCR and BCR repertoires [266]. Patients who did not show an objective response to therapy had a greater increase in clonal diversity among B and T cells relative to patients who responded to therapy [266].

Based on our findings, we can hypothesize that administering AMD3100, which blocks the CXCL12-CXCR4 axis, to PDAC patients may have, directly or indirectly, increased the level of intratumoral immune response, thus allowing for the effective differentiation of plasma B cells post-treatment. Furthermore, AMD3100 may have also allowed for better homing of plasma cells into the TME and let plasma cells persist longer in the TME and patient bone marrow. Another possibility is that both quantitative and qualitative improvement of B cell function, i.e., increased Ig production levels and the ability to produce more specific antibodies, may have been achieved as AMD3100
recovered T helper cells, and through them, APC function. Thus, B cells were called to the TME more efficiently, and they were presented with antigens by APCs more efficiently. This would need to be supported by looking at the effects of AMD3100 treated CXCL12/CXCR4 axis on APCs. Furthermore, it has been shown that, in mice, AMD3100 redistributes B cells from the bone marrow into the circulation [146]. It is possible that the administration of AMD3100 induced a redistribution of B cells from the patients' bone marrow into the tumor. These theories could potentially explain the abundance of antibodies post-treatment, but more functional studies are required to determine the mechanisms behind my results.

The absence of abundant post-treatment clonotypes in the pre-treatment repertoire can be due to these clonotypes having shallow signals falling below detection limits. These Igs may have existed pre-treatment, but it could not be picked up by the reconstruction algorithm as there were not many cells expressing those Igs. Furthermore, the low signal in the pre-immunotherapy repertoire could have also gone undetected due to read coverage. Recall that for each of the samples, there are other dominant clonotypes. These clonotypes could be dominating the read space. Hence the clonally expanded Igs of post-immunotherapy are, in fact, present pre-immunotherapy as well, but either the RNA-seq or reconstruction algorithm could not detect them. This explains the technical reason why we could not pick up the BCRs. But why are these BCRs so rare before therapy? Low counts of plasma cells could perhaps explain the reason behind the low signal in the TME, which could again be due to obstructed homing, hindered T cell calling, and APC presentation, or impaired class-switching or affinity maturation, possibly due to the immunosuppressive action of the CXCL12/CXCR4 axis in this context.

In the absence of an abundant post-treatment clonotype in the pre-treatment repertoire, as future work we can search for such BCRs in the pre-treatment dataset by direct alignment. As we have the full recombined and affinity-matured antibody sequence, the task at hand would be reduced to a straightforward alignment of reads to a reference sequence. For this, we would append the reconstructed post-treatment BCR sequences to the reference genome, as reads, in general, tend to align to non-specific regions as well. Another approach could be to pool together reads obtained pre- and post-AMD3100 treatment for each patient in order to intensify the signal of lowly observed clonotypes within each collection time. However, using this approach we would be making the assumption that an antibody present pre treatment is also to be present post treatment, and vice versa, which may or may not be true. Therefore we need to take into account that certain erroneous sequences might be regarded as true clonotypes as the true and high signal in one collection can increase the signal of the not only lowly present clonotypes
but also of the sequences reconstructed from erroneous reads. This can be mitigated by setting a reasonable base threshold on true clonotypes. Nevertheless, this is an approach that we can further investigate.

One of the ultimate goals in personalized medicine in cancer is to develop patienttailored targeted cancer immunotherapy treatments. This requires finding the target which will distinguish cancer cells from normal cells. In this study, I was able to detect certain antibodies that were significantly clonally expanded after treatment. In the post-immunotherapy BCR repertoire of patients 2 , 11 , and especially 25 , I detected highly clonal heavy and light Ig chains, and these chains are clonal enough to pair. With the sequences of these paired heavy and light Ig chains, we can have the specific antibody expressed in mammalian cells. These antibodies could then be used to detect cancer antigens targeted by the immune response after immunotherapy.

Although reconstructing BCR repertoires from unselected RNA-seq allowed for the detection of clonally expanded heavy and light Ig chains, we cannot always pair them with certainty. While highly clonal heavy and light chains may indicate a possible pairing, in other cases, the pairing may not be as obvious. Furthermore, using RNA-seq approaches, we cannot determine the activation status of cells that express a certain BCR. Based on these limitations of RNA-seq, it would be more beneficial to use 10x Genomics Chromium Single Cell Immune Profiling Solution in order to retrieve the gene expression profiles and VDJ sequences simultaneously from single B cells before and after AMD3100, and possibly anti-PD-L1, immunotherapy. With the gene expression data, we can obtain the activation and differentiation status of each cell by investigating specific biomarkers, and therefore identify Igs which recognize specific antigens in the tumor. These antibodies would, in turn, allow for the identification of antigen candidates likely to drive the intratumoral adaptive immune response.

## Chapter 4

## Tumor-reactive immune cell clonality

### 4.1 Introduction

In the previous two chapters, my work mainly focused on B lymphocytes. The other major actor of the adaptive immune system is the T lymphocyte. T (thymus-derived) lymphocytes defend the host against unwanted intracellular events; they recognize and attack infected cells such as those that have been penetrated by a virus or bacteria, or cancerous cells that deviate from healthy self cells, or non-self cells from transplants. T cells recognize the antigens on the surface of such cells using T cell receptors (TCRs) [117, Chapter 1, p.10].

In the present study, I link the TCR repertoire with whole-transcriptome scRNA-seq data. Combining the two at a single cell level allowed me to investigate the relationship between T cell transcriptional phenotypes and TCR repertoires. Furthermore, by examining the transcriptional profile of both intratumoral and splenic T cells that could be linked via shared TCR clonotypes, I was able to study the differences between tumor-infiltrating T cells and the T cells in the spleen.

In Section 4.2, I give an overview of how the T cells generate and develop in the primary lymphoid organs, describe their maturation and differentiation process, and briefly explain their activation. I then discuss T cell diversity and TCRs focusing on CD8 ${ }^{+}$ cytotoxic T lymphocytes. I explain how tumor cells can impair $\mathrm{CD}^{+}$tumor-infiltrating lymphocytes in order to suppress immune responses, and how current immunotherapy methods are trying to reverse this process. Later in Section 4.3, I describe our approach that combines single-cell gene expression profiles with TCR information at the cellular level in order to uncover the links and transitions between transcriptional states. I then
present a novel transgenic mouse model, developed by Dr. James Thaventhiran, which can help track the clonal CD8 ${ }^{+} \mathrm{T}$ cell response to tumor antigens. I describe how, using this mouse model, Dr. James Thaventhiran and Mr. Ty So were able to harvest and sequence tumor-reactive T cells, and how I obtained their gene expression profile and TCR repertoires from the scRNA-seq data. In Section 4.4, I give a detailed account of my analysis on the obtained dataset from the single-cell RNA sequencing of the mouse model, focusing on investigating the clonality and diversity of T lymphocytes. In Section 4.5, I present our findings and end this chapter with a discussion in Section 4.6.

### 4.2 Background

### 4.2.1 T cell development

Before starting, it is worth noting that the development of T cells is a complex and fascinating process, yet not completely understood. In the following paragraphs I will attempt a summary of the most consolidated knowledge on this topic. However, a complete review of the matter would be beyond the scope of this thesis, and is available elsewhere [125], [122], [117, Chapter 10, p. 221-229], [3, Chapter 4, p. 42-58].

T lymphocytes originate from ancestral lymphoid progenitor cells which differentiate from hematopoietic stem cells found in the bone marrow [3, Chapter 4, p. 42-58]. Progenitors of T cells migrate to the thymus. The thymus is a primary lymphoid organ of the immune system which "trains" the progenitor T cells into mature T cells. Thymocytes, the hematopoietic progenitor cells present in the thymus, go through multiple stages of development. These stages are characterized by the expression of specific cell surface markers. Early-stage thymocytes generally lack the cell-surface proteins CD4 and CD8, and are called double negative (DN) cells. Note that CD4 and CD8 are the two essential markers when discussing T cell development, but various other markers are also crucial in distinguishing between stages: CD44 and CD25 markers further characterize the DN population [212]. I have briefly illustrated the T cell developmental stages that take place in the thymus in Figure 4.1. The somatic recombination of the genes that encode the receptor proteins take place during the DN stage. First, TCR $\delta$ and TCR $\gamma$, as well as the $\operatorname{TCR} \beta$ gene segments rearrange: genes that encode the variable domain of TCRs are in an array of separate germline DNA gene segments and are recombined and joined together [110]. If the developing cell makes a productive $\gamma \delta$ gene rearrangement, it expresses a $\operatorname{TCR} \gamma \delta$ receptor. Alternatively, if the cell completes a productive $\beta$ gene rearrangement, then the $\operatorname{TCR} \beta$ chain is expressed on the cell surface coupled with a surrogate chain


Fig. 4.1 T cell developmental stages in the thymus. Thymocytes differentiate from immature DN to immature single CD8 positive (ISP8), DP, and single-positive thymocytes. Each DN stage is characterized based on expression of cell surface markers CD25 and CD44: DN1 (CD25-CD44 $)$, DN2 (CD25 ${ }^{+} \mathrm{CD} 44^{+}$), DN3 (CD25 ${ }^{+} \mathrm{CD} 44^{-}$), and DN4 (CD25-CD44-). My illustration here is based on details from [212]. Also note that the cell surface markers CD44 and CD25 are expressed in murine thymocytes and the corresponding human DN stages are characterized by the differential expression of CD34, CD38 and CD1A [110].
called pre-T $\alpha$, producing the pre-TCR complex. If neither of these gene rearrangements happen productively, the cell undergoes apoptosis [212].

Expression of pre-TCR stimulates recombination in the TCR $\alpha$ locus of these developing cells, induces their proliferation and the expression of CD4 and CD8 on their surfaces, allowing them to develop into $\mathrm{CD} 4^{+} \mathrm{CD}^{+}$double positive (DP) thymocytes committed to the $\alpha \beta$ lineage. Next, the $\operatorname{TCR} \alpha$ chain pairs with the $\operatorname{TCR} \beta$ to form a functional signaling complex. At this point, DP thymocytes are $\mathrm{TCR} \alpha \beta^{+} \mathrm{CD} 3^{+} \mathrm{CD} 4^{+} \mathrm{CD} 8^{+}$[212]. CD3 serves as a T cell co-receptor that associates with the TCR and is a defining marker of the T cell lineage [117, Chapter9, p. 212].

As a next step, maturing T cells undergo two important processes: positive and negative selection. Positive selection only retains thymocytes which bear receptors that can recognize self-MHC molecules, while negative selection discards any thymocyte with a receptor that recognizes self-MHC molecules or self-antigens presented by self-MHC with high affinity. Cells that do not pass positive selection undergo apoptosis. The remaining cells go through negative selection ensuring that only the self-tolerant thymocytes survive. However, this poses the problem that negative selection would also remove any thymocyte that recognizes self MHC molecules, and therefore deplete the T cell population. Different hypotheses have been proposed to explain this contradiction, and are reviewed extensively in [258]. The exact process is currently a matter of debate, and it is possible that multiple mechanisms play a role in thymic selection [117, Chapter 10, p. 223-229].

Thymic selection further ensures that $\mathrm{CD} 4^{+} \mathrm{CD} 8^{+}$DP thymocytes differentiate into $\mathrm{CD} 4^{+} \mathrm{CD} 8^{-}$or $\mathrm{CD} 4^{-} \mathrm{CD} 8^{+}$( SP , single positive) cells. However, the exact process is not yet established and several models have been proposed. For example, while one model suggests that the ability of a DP thymocyte to recognize MHC class I or class II molecule dictates whether it will commit to the CD8 or CD4 lineages respectively, some others suggest that this progression is stochastic and independent of T cell receptor MHC specificity. A review of the major models of CD4/CD8 lineage choice, including the aforementioned can be found in [220]. Additionally, it should be noted that $\mathrm{CD} 4^{+} \mathrm{CD} 8^{+} \mathrm{DP}$ mature T cells have been reported in various disease settings [171], including melanoma [55].

Having gone through thymic selection, mature and functional T lymphocytes exit the thymus, traveling to peripheral tissues, or circulate in the blood or lymphatic system, ready to be activated upon encounter with the appropriate antigenic stimulus.

### 4.2.2 T cell activation

Mature lymphocytes are called naive (immunologically inexperienced) until they encounter the antigen for which they are specific. T cells do not directly interact with antigens but with antigen presenting cells (APCs). The interaction between antigen-specific T cell receptors and antigen-major histocompatibility complex (MHC) molecules found on the surfaces of APC initiates the activation of naive T cells. A small number of T cells that express the $\gamma \delta$ receptor do not require display by MHC proteins [126, Chapter 6 , p. 188-198].

Naive T cells that exit the thymus travel to the periphery where they can encounter a multitude of APCs and get activated. If not, they keep circulating between the lymph and blood until a possible encounter occurs [34, Chapter 24, p. 1311-1313].

T cell activation leads to the proliferation and differentiation of naive T cells into effector cells. Upon activation, $\mathrm{CD}^{+}$naive T lymphocytes may differentiate into cytotoxic T lymphocytes (CTLs or $T c$ ) which have the ability to directly kill infected or neoplastic cells. Activation of $\mathrm{CD} 4^{+} \mathrm{T}$ cells differentiates them into $\mathrm{CD} 4^{+}$helper T cells (Th) and may initiate several downstream events, including synthesis of cytokines, signaling molecules, and the recruitment and activation of other immune cells. Another type of essential immune cells called regulatory T cells (Treg) have the phenotype CD4 ${ }^{+} \mathrm{CD} 25^{+}$ [196]. These cells are thought to monitor and control immune responses, thus preventing excessive immune activation and limiting potential collateral damage to healthy tissue. FOXP3, a transcription factor that confers immune suppressor function in this context, is commonly used as a marker to distinguish T regulatory cells from effector T cells [95].

Helper T cells can further differentiate into more specialized effector cells such as Th1, Th2, Th17, Th9, among others [28]. This subsetting is mainly based on the cytokine expression profile of the cell. Each helper T cell subtype performs a different function to regulate the immune response. Immune cell differentiation is not yet fully characterized; however, recent advances in single-cell genomics are helping distinguish further specialized subpopulations [209].

### 4.2.3 T cell diversity

T cells present a vast array of highly specific antigen receptors on their surface to detect pathogens. Each T cell expresses a specific T cell receptor as it develops into a functionally competent cell. A majority of the T cells ( $95 \%$ ) express a combination of $\alpha$ and $\beta$ chains [126, Chapter 6 , p. 190]. The TCR $\alpha \beta$ recognizes antigens which are presented by MHC molecules on the surfaces of antigen-presenting cells [193]. A small population of TCRs expresses $\mathrm{TCR} \gamma \delta$ which can recognize non-protein molecules such as lipids, without the need for display by MHC molecules [126, Chapter 6, p. 191].

Each TCR chain has a variable domain which recognizes and binds to the antigen, and a constant domain. TCR $\alpha$ and $\delta$ chains' variable domain is encoded by one of many $V$ (variable) and $J$ (joining) genes, and TCR $\beta$ and $\gamma$ chains have another $D$ (diversity) gene between the two domains (Figure 4.2). During V(D)J recombination, one allele of $\mathrm{V}, \mathrm{D}$, and J genes recombine, forming the functional variable region. This variable region, combined with a constant gene segment, makes up the functional TCR chain [227]. Insertion and deletion of random nucleotides at the V-D, D-J, and V-J junction sites introduce junctional diversity. Later, the pairing of $\alpha$ and $\beta$ or $\gamma$ and $\delta$ chains provide an additional layer of diversity. This combinatorial, junctional, and coupling diversity creates an incredibly vast TCR repertoire guaranteeing the recognition of millions of antigens, including those of neoplastic cells. Analyzing this diversity can be crucial in assessing the immune response to cancer.

TCR chains contain three complementarity determining regions: CDR1 and CDR2 are encoded solely by V genes in the germ-line DNA segments, whereas $C D R 3$ is encoded by the terminal of V genes, the D genes in the case of $\mathrm{TCR} \beta$ chains, the beginning of J genes, and the junctional sites between those genes, making it the most variable region in a TCR chain [117, Chapter 9, p. 207]. It is also the region which is primarily in contact with the peptide antigen presented by an APC [74]. Due to these characteristics, TCR clonal lineages can be identified by their CDR3 regions. When the receptor of a T cell detects a specific antigen and binds to it, that cell might receive a proliferation signal, leading to clonal expansion.


Fig. 4.2 TCR diversity. TCR $\alpha$ and $\beta$ chains are generated by gene recombination. Multiple stages of diversity lead to a vast TCR repertoire. The germline V, D, J, and C alleles are randomly selected for recombination of the $\alpha$ and $\beta$ chains ( 1,2 and $1^{\prime}, 2^{\prime}$ ). Random nucleotides are inserted and deleted at the junction sites, shown here in light gray $\left(3,3^{\prime}\right)$. $\alpha$ and $\beta$ chains couple to create an additional layer of diversity (4). I illustrated this process based on the details provided in [117, Chapter 9, p. 204-212]. In this figure I have omitted the $\gamma \delta$ gene segments to simplify the process. See Figure 9-6 in [117, Chapter 9, p. 206] for a precise depiction.

T cells expressing identical receptors are said to be of the same clone and their TCRs of the same clonotype [137]. As mentioned before, since equality is determined via the CDR3 region, TCRs with the same productive CDR3 regions in their $\alpha$ and $\beta$ chains are considered to be of the same clonotype. With some exceptions [239], it is highly unlikely that different cells with no common predecessor express the same CDR3, hence cells from the same clone are considered to have proliferated from the same T cell. All TCR clonotypes expressed by all the T cells of a host make up its TCR repertoire. The CDR3 amino-acid sequences can be considered as the unique index of the TCR repertoire.

In theory, there can exist between $10^{15}$ and $10^{20}$ unique TCR chains [131]. However, considering there are about $3.72 \times 10^{13}$ non-bacterial cells in the human body [20], and that clonotypes tend to cluster in large groups due to thymic selection and antigen specificity, it is impossible that the full repertoire is realized in a single individual.

The TCR repertoire diversity varies throughout life, and in health and disease. For instance, by using high-throughput sequencing of $\operatorname{TCR} \beta$ samples taken from patients with multiple sclerosis (MS) and control subjects, [147] demonstrated that the TCR $\beta$ sequences of Epstein-Barr virus (EBV) reactive CD8 ${ }^{+}$T cells were enriched in MS patients only, while EBV-reactive CD4 ${ }^{+}$T cells were enriched in both MS patients and control subjects. In cancer, $\mathrm{CD} 8^{+}$cytotoxic T are believed to play a key role in killing cancer
cells [154] via perforins and granzymes, potent toxins secreted by cytotoxic lymphocytes. [87] assessed the phenotypic traits expressed by CD8 ${ }^{+}$tumor-infiltrating lymphocytes (TILs) and the TCR $\beta$ chain clonotypic immunoprofiling in melanoma patients to identify the diverse repertoire of tumor-reactive cells. Studies have shown that profiling immune repertoires of TILs can provide a powerful platform to study anti-tumor T cell responses [118], [218], [14].

### 4.2.4 Tumor-infiltrating lymphocytes

The lymphatic system plays a vital role in immunity. A complex network of lymph vessels transports antigens and APCs to lymph nodes to generate adaptive immune responses [172]. In order to interact with an antigen and achieve activation, naive T cells circulate through secondary lymphoid organs which harbor a concentrated population of antigens. Activated effector $T$ cells then travel to any site necessary in order to eliminate the specific antigen for which they were activated [126, Chapter 6, p. 194].

T cells are thought to recognize and eliminate cancer cells through the recognition of cancer-associated antigens, namely tumor antigens. Tumor antigens are expressed on the surface of tumor cells. In the broad sense, they can be tumor-specific antigens (TSA) restricted only to tumor cells - or tumor-associated antigens (TAA) - present on both tumor and normal cells, but expressed at abnormal concentrations in a tumor cell [152, Chapter 16, p. 423-455]. The T cell response can differ based on the type of the tumor antigen: TAAs may trigger a weak immune response as T cells are programmed to be tolerant to self-antigens. Conversely, TSAs deemed foreign by the immune system may trigger a stronger immune response [263]. Cells involved in anti-tumor immunosurveillance such as T cells may recognize the tumor antigens resulting in a possible intratumoral immune response [117, Chapter 22, p. 507-512].

Tumor infiltration of lymphocytes is achieved via selective trafficking [223]. During activation in the secondary lymphoid organs, T cells improve their adhesive ability via the expression of specific homing receptors ${ }^{1}$ which target ligands in the tumor tissue, allowing them to travel to and infiltrate specific tumors. Also, in recent studies, it has been shown that naive T lymphocytes can enter tumor tissue containing tertiary lymphoid structures (TLS) through lymph node (LN)-like blood vessels in tumors [63]. This infiltration is dependent on expression of L-selectin in lymphocytes and CCR7 expression in lymphoid tissue and mediated by the LN-like blood vessels that express PNAd and CCL21. The TME might be an essential site of tumor-specific $T$ cell clonal expansion [234]. The

[^9]abundance of tumor-infiltrating lymphocytes (TILs), especially CD8+ T cells, is associated with better prognosis in most solid tumors [206], [163], [82], [264]. This association has been extensively discussed in [71]. Along with activated T cells, the presence of naive T cells which activate within the tumor also results in increased tumor control [63]. It is therefore vital to analyze the TCR repertoire of TILs and identify efficient cancer cell fighting T cell subclones.

Although the immune system can deploy a large array of TILs to protect the host from tumors, the tumors themselves have elegant methods to create a microenvironment that obstructs immune responses. For instance, tumor cells can lose TAA/TSA expression, secrete immunosuppressive cytokines, generate a vasculature that represses T cell influx, or they can exhaust and inactivate TILs [152, Chapter 16, p. 423-455]. Hence, besides identifying efficacious tumor-reactive TILs, it is just as crucial to study how the tumor may impair them, and how they can be reinvigorated.

### 4.2.5 T cell impairment

When the metabolism or function of antigen-specific CD8 T cells is diminished, they can differentiate into a hyporesponsive state. Hyporesponsive T cells are usually referred to as exhausted in chronic infections [67], [249], and dysfunctional or again exhausted in the context of cancer [204], [235].
[262] first described exhaustion with virus-specific CD8+ T cell responses during chronic lymphocytic choriomeningitis virus (LCMV) infection of mice. Responding CD8 ${ }^{+}$ T cells lost their effector functions during chronic infection in a hierarchical manner becoming unresponsive to the virus. Since then, various studies have investigated the phenotypic and functional traits of exhausted T cells in chronic viral infections showing they overexpressed various inhibitory receptors, including PD-1, TIM-3, LAG-3, CTLA-4, and 2B4 [124], [249], failed to secrete effector cytokines such as Interleukin-2 (IL-2), a cytokine with immune-modulating and anti-neoplastic effects, and expressed certain transcription factors such as Blimp-1 [217] and Eomesodermin (Eomes) [173].

In the context of cancer, although the accumulation of antigen-specific $\mathrm{CD} 8^{+} \mathrm{T}$ cells in tumors is a positive prognostic marker, these immune cells deteriorate and become unresponsive to cancer within the TME due to a wide range of tumor-regulated immunosuppressive mechanisms [6], [15]. CD8 ${ }^{+}$TILs that were once killing cancer cells differentiate into a dysfunctional state and, losing their effector functions, fail to perform as cytotoxic killer cells. Such dysfunctional T cells are a distinct lineage of differentiated T cells [235]. Similar to exhausted CD8+ T cells in chronic infections, dysfunctional CD8 ${ }^{+}$ TILs show upregulation of inhibitory receptors such as PD-1 [6], [15] which has become
a major focus in cancer immunity along with CTLA-4 [210], have their effector cytokine productions corrupted [6], and display particular gene expression profiles. [181] provides an up-to-date review of exhaustive and dysfunctional T cell state studies in chronic viral infections and cancer and lists the distinguishing molecular signatures determined so far.

### 4.2.6 Immune checkpoint inhibitors in cancer therapy

PD-1 (also known as PDCD1), the programmed cell death protein 1, shows a sustained expression in exhausted T cells in chronic viral infections [240], [53], and has become a significant marker of T cell dysfunction in cancer [6]. PD-L1 is the host cell surface receptor which interacts with the inhibitory receptor PD-1 on T cells. Cancer cells express this ligand in order to overwhelmingly suppress the T cells through the PD-1/PD-L1 axis [228].

In checkpoint blockade therapy, a monoclonal antibody, eg. anti-PD-1 or anti-PD-L1, binds to the relevant membrane protein, PD-1 or PD-L1, to block the natural interaction of PD-L1 with the PD-1 receptor. This blockade removes cancer imposed suppression on the T cells resulting in the enhanced killing of the tumor cells. Anti-PD-1 checkpoint blockade therapy has been especially effective in malignant melanomas [191]. CTLA-4, cytotoxic T-lymphocyte antigen 4, is another "brake" on T cells, and anti-CTLA-4 checkpoint blockade therapy, though less effective than anti-PD-1 [252], has been shown to extend the life expectancy of advanced melanoma patients. Some studies suggest that PD-1 and CTLA-4 play complementary roles, and a combination of both therapies yield better outcome [253].

While checkpoint blockade therapy provides significant improvement in patient outcome, it only helps a minority of patients and is not effective long-term [140]. It is thus vital to associate the mechanisms that regulate or hinder permanent positive response with checkpoint therapy, in order to transform immunotherapy into a broadly applicable cancer treatment.

Furthermore, studies analyzing the TME have observed that response to immune checkpoint blockade favors pre-existing T cell infiltration in tumors, which they call "hot tumors", as opposed to "cold tumors" that lack T cell infiltration [26]. One common interpretation of this phenomenon is that hot tumors have already been infiltrated by substantial quantities of T cells, resulting in an elevated level of ongoing intratumoral immune response. Although the existing T cells have not completely eradicated the cancer cells, their level of activity can be increased by ICIs. Indeed, ICI therapy is thought to lift the restraints burdening dysfunctional T cells, thus allowing them to resume their effector functions.

Recent studies, while characterizing T cell states, have looked at biological markers that can predict clinical response to checkpoint therapy. For instance, [235] analyzed a total of 4645 malignant and tumor cells from 19 human melanoma samples. The authors examined $\mathrm{CD} 8^{+} \mathrm{T}$ cells to identify exhaustion programs. The number of $\mathrm{CD} 8^{+} \mathrm{T}$ cells extracted from the five selected tumors (where the selection was based on high CD8 ${ }^{+}$ T cell count) changed between 68 and 214 . Their core exhaustion signature yielded 28 constantly up-regulated genes, including CXCL13, TNFRSF9, TIGIT, and CD27. Another study determined that TCF7 (TCF1 in mice) expression can predict positive clinical response [197]. TCF7, IL7R, and FOXP1 were shown to be associated with responder CD8 ${ }^{+}$T cells, while previously discovered exhaustion markers such as TIM3 [199] and ENTPD1 were associated with non-responder CD8+ T cells and dysfunction state. In addition, via TCR analysis, they showed that T cells can transition from one state to the other. This was later confirmed by [140] where again combining scRNA-seq and TCR-seq they showed that the dysfunctional CD8 ${ }^{+} \mathrm{T}$ cell state rather than being a discrete pool constituted a gradient spectrum going from transitional state to early dysfunction, and highly dysfunctional. This seems to be a unique feature of melanoma infiltrating CD8 ${ }^{+}$T cells. [140] too characterize dysfunction by LAG3 and PDCD1. However, they determine ETV1 and AKAPF as additional markers of dysfunctional CD8 ${ }^{+}$T cells. Additionally, based on the coupled analysis of scRNA-seq and TCR-seq, they observed that dysfunctional T cells displayed the highest level of clonality

As confirmed by [140], cells defined as dysfunctional could be in the initial state of dysfunctionality, which is thought to be reversible. For example, several recent studies have looked into the role that a specific nuclear factor, thymocyte selection-associated HMG box protein, TOX, plays in the differentiation of exhausted $\mathrm{CD}^{+} \mathrm{T}$ cells in both chronic infection and tumors [257], [208], [211], [114]. TOX is highly expressed in melanoma, as well as other solid tumors. Their findings suggest that regulation of TOX could potentially reverse T cell exhaustion in human cancers.

### 4.3 Integrated approach to expose reactive-TIL dysfunction at single cell level

It is clear that there is a need to study the TME, focusing on the interactions of intratumoral malignant and non-malignant cells. If we can fully resolve the mechanisms behind tumor-infiltrating T cell dysfunction, we can improve the benefits gained from checkpoint blockade therapies. The TME is highly heterogeneous, as it comprises different populations of cancer cells, and a variety of resident and infiltrating host cells. This heterogeneity also characterises tumor-infiltrating T cells: the (i) type of T cells (e.g., CD8 ${ }^{+}$, CD4 ${ }^{+}$, Tregs) which can be (ii) at various states of (dys-)function, and (iii) target different antigens based on its antigen-specific TCR, lead to many T cell subpopulations. Resolving this heterogeneity requires an unbiased, single-cell level analysis of the TME, a cellular analysis which does not rely on pre-determined markers to allow for the discovery of new components. Additionally, the combined analysis of T cell transcriptional profiles together with their TCR clonotypes at single-cell level can uncover the links and transitions between transcriptional states. As previously shown [197], [140], analyzing shared TCRs between distinct cell states can shed light on the differentiation processes of TILs by unveiling which states they can occupy.

However, combining single-cell gene expression profiles with TCR information at the cellular level alone will not suffice. We need novel approaches which allow the coupling of cell state with the inherent potential of a T cell's ability to recognize specific tumor antigens [233]. Even though by linking single-cell transcriptional profiles and TCR sequences we can potentially determine tumor reactivity via clonality measures, the result may be confounded by different factors. For instance, the proliferation of the tumor-reactive T cells could be hindered by exhaustion or other immuno-suppressive mechanisms. More importantly, recent work provides evidence that intratumoral T cells may be bystanders with no tumor reactivity [219]. In order to provide opportunities to reinstate effective and long-lasting intratumoral T cell response, we need to determine, unambiguously, which specific T cells are responsible for tumor antigen recognition.

### 4.3.1 Antigen-Receptor Signalling Reporter (AgRSR) mouse

For this work, I collaborated with Dr. James Thaventhiran who has developed a novel transgenic mouse model, namely the Antigen-Receptor Signalling Reporter ( $\operatorname{AgRSR}$ ), which allows in vivo clonal tracking of activated B and T cells [93]. In this model, with the administration of a specific chemical trigger, tamoxifen, activated cells can be
fluorescently marked upon AgR signalling. AgRSR mice have been genetically modified by injecting a bacterial artificial chromosome (BAC) transgene which has been modified by inserting Katushka, a red fluorescent protein derived from the sea anemone Entacmaea quadricolor [215], and an E2A linked tamoxifen-regulated Cre-ERT2 recombinase, into the translation initiation codon of the Nur 77 gene. The Nur 77 gene is expressed upon AgR signaling in both B and T cells [12]. In this model, the activation signal can be detected with red fluorescence signals, via the expression of Katushka. This red fluorescence signal decays as the AgR trigger is removed, i.e., Katushka is not permanent. Therefore, in order to permanently mark activated B and T cells this mouse was crossed to the ROSA-Lox-Stop-Lox-EYFP reporter strain establishing a new strain in which, upon AgR activation, the administration of tamoxifen induces Cre-ERT2 recombinase mediated excision of the Stop cassette, which prevents the expression of the yellow fluorescent protein (EYFP). As a result, the administration of tamoxifen leads to the expression of EYFP. Since EYFP expression is determined by DNA-recombination, it is inheritable, so all clonal progeny of the marked cells remain EYFP ${ }^{+}$[James Thaventhiran, personal communication, September 10, 2018].

## Model validation



Fig. 4.3 Assessment of antigen specificity of marking. EYFP expression in spleen and tumor $\mathrm{CD} 8^{+} \mathrm{T}$ cells, marked before and after melanoma tumor injection. Plots show that the marking is specific to cells recognizing tumor antigens. Cartoon and plots courtesy of Mr. Ty So.

Experiments carried out by Dr. James Thaventhiran and Mr. Ty So demonstrated that EYFP expression in T (and B ) cell clones is dependent on tamoxifen exposure. Furthermore, in T cells receiving inflammatory or cytokine signaling, expression of EYFP is dependent on MHC molecules, confirming the TCR-specificity of the marking (Fig-
ure 4.3). This model can help track the clonal CD8+ T cell response to tumor antigens. Furthermore, as this model kinetically timestamps TCR activation via tamoxifen administration, it can fate-map TCR activated $\mathrm{CD} 8^{+} \mathrm{T}$ cell clones within an experimentally defined time frame [93].

### 4.3.2 Immune profiling of EYFP ${ }^{+}$cells

Current single-cell transcriptomic techniques provide limited insights on the causes of clonal T cell dysfunction as they do not allow us to determine how particular dysfunctional states and inherent tumor reactivity are linked. By immune profiling the EYFP ${ }^{+}$cells of the $\operatorname{AgRSR}$ mouse model, we aimed to overcome this limitation and provide a fully unambiguous analysis of T cell dysfunction within the TME.

### 4.3.3 Cell harvest and sequencing

Mr. Ty So challenged three mice with subcutaneous melanoma tumors at day 0 (Figure 4.4). The mice were later administered different dosages of tamoxifen at day 7 . The first two mice were given half the amount the third mouse received. At day 15, the first mouse was sacrificed by cervical dislocation to harvest and digest the tumor and the spleen. Following FACS surface staining, tumor and spleen cells were sorted for CD $45^{+}$CD11B-EYFP ${ }^{+}$[James Thaventhiran and Ty So, personal communication, September 10, 2018]. During FACS, in order to obtain EYFP ${ }^{+}$lymphocytes from mouse tumor and spleens, non-target cells, along with doublets, dead cells, non-lymphocytes, as well as EYFP- cells were removed (Figure 4.5).

As described in detail in Chapter 2, using 10x Genomics' Chromium Single Cell Immune Profiling Solution, libraries were generated for both tumor and spleen cells to obtain gene expression profiles, and full-length, paired, TCR repertoires from the same


Fig. 4.4 Experimental timeline. All three mice were challenged with subcutaneous melanoma-tumors at day 0 , later administered tamoxifen at day 7 . The mice were sacrificed and their tumor and spleen cells were harvested and processed with the Single Cell Immune Profiling protocol at days 15, 19, and 25.


Fig. 4.5 Cell filtering. Regions with black borders are the selected cells. Forward Scatter Area (FSC-A) by Side Scatter Area (SSC-A) gate is used to remove debris. FSC-Height (FSC-H) by FSC-Area (FSC-A) gate is used to detect single cells which fall on the diagonal. Lymphocytes are CD45 ${ }^{+}$CD11B ${ }^{-}$. Plots courtesy of Mr. Ty So.
input sample. Sequencer-ready scRNA-seq libraries with unique sample indices were sequenced on the Illumina HiSeq 4000 platform. The next two mice went through the same process later at day 19 and day 25 . As mentioned previously, mice sacrificed on days 15 and 19 were given half the tamoxifen dosage given to the mouse sacrificed on day 25 .

### 4.3.4 Chromium scRNA-seq output processing pipeline

Raw Illumina reads were converted into FASTQ files and processed using CellRanger v3.0.2. I used the default cellranger count arguments to align, filter, and count unique molecular identifiers (UMIs) to generate a (gene x cell) count matrix. I mapped the sequences to the mm10 genome and counted with the GRCm38 annotation. When reconstructing TCRs via cellranger vdj, as described in Section 2.4.2, I generated a $\mathrm{V}(\mathrm{D}) \mathrm{J}$ reference from the IMGT database. We obtained a total of six GEX profiles, and six TCR repertoires. Throughout this chapter, each mouse is labelled based on day of sacrifice; mouse_d15, mouse_d19, and mouse_d25.

## cellranger count summary metrics

Table 4.1 and 4.2 list the summary metrics of the GEX barcoding and sequencing process on the cells obtained from the tumors and the spleens of each mouse, respectively. In both tumor and spleen samples, the total number of read pairs that were assigned to mouse_d25 is significantly less compared to the other two samples. Nevertheless, they are still above the acceptable threshold of minimum 20,000 read pairs/cell [1]. It should be noted that mouse_d25 samples were the first to be sequenced. The two other mouse samples were sequenced deeper to increase the read count per cell. However note that the sequencing saturation, i.e., the measure of the fraction of the total number of different

|  | mouse_d15 | mouse_d19 | mouse_d25 |
| :--- | :--- | :--- | :--- |
| Estimated Number of Cells | 7,633 | 5,343 | 8,351 |
| Mean Reads per Cell | 39,707 | 61,371 | 24,978 |
| Median Genes per Cell | 2,571 | 2,415 | 1,342 |
| Number of Reads | $303,085,056$ | $327,908,254$ | $208,593,470$ |
| Valid Barcodes | $94.1 \%$ | $94.9 \%$ | $95.2 \%$ |
| Sequencing Saturation | $61.8 \%$ | $77.6 \%$ | $72.6 \%$ |
| Reads Mapped Confidently to Genome | $94.3 \%$ | $95.2 \%$ | $95.8 \%$ |
| Reads Mapped Confidently to Transcriptome | $81.5 \%$ | $83.1 \%$ | $82.8 \%$ |
| Fraction Reads in Cells | $95.6 \%$ | $95.7 \%$ | $95.0 \%$ |
| Total Genes Detected | 17,069 | 16,825 | 18,149 |
| Median UMI Counts per Cell | 9,115 | 8,202 | 2,886 |

Table 4.1 GEX analysis metrics of the tumor samples

|  | mouse_d15 | mouse_d19 | mouse_d25 |
| :--- | :--- | :--- | :--- |
| Estimated Number of Cells | 3,992 | 3,082 | 4,918 |
| Mean Reads per Cell | 75,212 | 104,996 | 42,152 |
| Median Genes per Cell | 2,083 | 1,799 | 660 |
| Number of Reads | $300,249,980$ | $323,599,839$ | $207,304,501$ |
| Valid Barcodes | $93.5 \%$ | $94.8 \%$ | $93.5 \%$ |
| Sequencing Saturation | $87.4 \%$ | $92.9 \%$ | $83.8 \%$ |
| Reads Mapped Confidently to Genome | $94.0 \%$ | $95.3 \%$ | $95.7 \%$ |
| Reads Mapped Confidently to Transcriptome | $79.3 \%$ | $81.6 \%$ | $79.6 \%$ |
| Fraction Reads in Cells | $97.1 \%$ | $95.8 \%$ | $36.9 \%$ |
| Total Genes Detected | 15,621 | 15,046 | 14,896 |
| Median UMI Counts per Cell | 5,915 | 4,689 | 1,242 |

Table 4.2 GEX analysis metrics of the spleen samples
transcripts in the final library that was sequenced, of mouse_d25 is similar to that of the other mice, again suggesting that the summary metrics are not a source of concern. As the sequencing saturation increases, additional sequencing does not result in many new unique UMIs for the library. In terms of the number of cells detected for each sample; as of version 3.0, Cell Ranger has implemented a cell-calling algorithm, based on [150], which can identify low RNA content cells even when mixed with high RNA content cells. The implemented algorithm is two-step:

- Step 1 - Cutoff based on total UMI counts: The Cell Ranger cell calling algorithm prior to version 3 is used to identify high RNA content cells using the cutoff method described in Section 2.4.2.
- Step 2 - Captures low RNA content cells whose UMI counts may resemble empty GEMs: Based on [150], the RNA profile of each barcode not called as a cell in step 1 due to its relatively low RNA content is compared to a background model which is created by modeling the RNA profile of a set of selected barcodes with low UMI counts that most likely represent empty GEMs. Barcodes whose RNA profile deviate from the background model are kept as cells.

In the TME, large tumor cells might be mixed with relatively smaller TILs. As the cells in our samples are tumor-reactive TILs, we expected to see cells with relatively lower UMI counts. This is most obvious in mouse_d25. The low median UMI counts per cell along with lower than expected median genes per cell could be indicative of a large population of TILs. This is later explored and clarified in Section 4.4.1. The mouse_d25 spleen sample looks to be troublesome in terms of the fraction of reads in cells. This is explained by high ambient RNA in a sample. Ambient RNA comes from lysed/dead cells. Although the reads are aligned confidently, they are not associated with a valid cell-containing GEM. I have run cellranger count with the --force-cells option to increase the expected number of cells, however, did not achieve a significant increase in the cell count, suggesting that these cells may have been degraded. mouse_d25 spleen sample was the first to be processed in the lab, and a low cell count was observed, which was speculated to be due to the delay in processing the sample. For the other spleen samples, they have reduced the time it takes to harvest the cells and RNA-sequence them which has increased the recovery of splenic cells, as observed both in the lab and post immune profiling analysis (Table 4.2). For all samples, the percentage of cells that mapped back to the mm10 genome is high, showing that there was no external contamination and that the detected cells were efficiently lysed.

## cellranger vdj summary metrics

Tables 4.3 and 4.4 contain metrics about the barcoding and sequencing of the VDJ enrichment process. Looking at the metrics, other than the low fraction of reads in cells in the mouse_d25 spleen sample, there is no noticeable issue.

## Merging barcode information from cellranger count and cellranger vdj

Within the Chromium Single Cell Immune Profiling Solution workflow, GEMs are generated after cell suspension is loaded on to the Chromium controller, followed by reverse transcribing full-length cDNA in single-cell GEMs. The cDNA is then amplified and divided into two or three aliquots depending on whether VDJ is enriched for both $B C R$ and TCR, or only for either type. Lastly, the preparation of libraries for $5^{\prime}$ gene expression and enrichment of VDJs followed by library preparation takes place.

Cell Ranger does not provide a consistent cell calling algorithm between GEX profiling and TCR reconstruction. There are barcodes accepted as cells via cellranger count but not cellranger vdj and vice versa. There were productive, full-length chains called with confidence by cellranger vdj that were not considered to be valid as the associated barcode was not detected as a cell with cellranger vdj, but was kept by

|  | mouse_d15 | mouse_d19 | mouse_d25 |
| :--- | :--- | :--- | :--- |
| Estimated Number of Cells | 6,881 | 4,734 | 5,999 |
| Mean Read Pairs per Cell | 2,462 | 7,946 | 4,763 |
| Number of Cells With Productive V-J Spanning Pair | 6,076 | 4,274 | 5,046 |
| Number of Read Pairs | $16,942,983$ | $37,620,817$ | $28,577,686$ |
| Valid Barcodes | $96.2 \%$ | $96.4 \%$ | $95.8 \%$ |
| Reads Mapped to Any V(D)J Gene | $88.9 \%$ | $88.1 \%$ | $86.8 \%$ |
| Reads Mapped to TRA | $35.9 \%$ | $38.3 \%$ | $33.2 \%$ |
| Reads Mapped to TRB | $36.2 \%$ | $26.4 \%$ | $27.1 \%$ |
| Cell Count Confidence | $97.6 \%$ | $97.1 \%$ | $95.1 \%$ |
| Mean Used Read Pairs per Cell | 2,142 | 6,936 | 4,042 |
| Fraction Reads in Cells | $96.3 \%$ | $96.4 \%$ | $93.9 \%$ |
| Median TRA UMIs per Cell | 14 | 12 | 5 |
| Median TRB UMIs per Cell | 30 | 24 | 6 |
| Cells With Productive V-J Spanning Pair | $88.3 \%$ | $90.3 \%$ | $84.1 \%$ |
| Cells With Productive V-J Spanning (TRA, TRB) Pair | $88.3 \%$ | $90.3 \%$ | $84.1 \%$ |
| Cells With TRA Contig | $98.4 \%$ | $98.1 \%$ | $97.1 \%$ |
| Cells With TRB Contig | $98.9 \%$ | $99.2 \%$ | $98.0 \%$ |
| Cells With CDR3-annotated TRA Contig | $95.8 \%$ | $96.3 \%$ | $94.2 \%$ |
| Cells With CDR3-annotated TRB Contig | $92.8 \%$ | $92.8 \%$ | $89.2 \%$ |
| Cells With V-J Spanning TRA Contig | $96.8 \%$ | $97.1 \%$ | $95.8 \%$ |
| Cells With V-J Spanning TRB Contig | $93.4 \%$ | $93.2 \%$ | $89.9 \%$ |
| Cells With Productive TRA Contig | $95.1 \%$ | $95.9 \%$ | $93.6 \%$ |
| Cells With Productive TRB Contig | $91.9 \%$ | $92.3 \%$ | $88.9 \%$ |

Table 4.3 VDJ analysis metrics of all mouse samples taken from the tumor

|  | mouse_d15 | mouse_d19 | mouse_d25 |
| :--- | :--- | :--- | :--- |
| Estimated Number of Cells | 3,748 | 2,901 | 1,851 |
| Mean Read Pairs per Cell | 4,283 | 15,079 | 15,443 |
| Number of Cells With Productive V-J Spanning Pair | 3,102 | 2,407 | 1,304 |
| Number of Read Pairs | $16,055,573$ | $43,746,295$ | $28,586,455$ |
| Valid Barcodes | $96.9 \%$ | $97.3 \%$ | $94.5 \%$ |
| Reads Mapped to Any V(D)J Gene | $88.7 \%$ | $89.0 \%$ | $84.8 \%$ |
| Reads Mapped to TRA | $27.6 \%$ | $27.6 \%$ | $25.4 \%$ |
| Reads Mapped to TRB | $40.1 \%$ | $40.1 \%$ | $35.2 \%$ |
| Cell Count Confidence | $98.9 \%$ | $100.0 \%$ | $48.3 \%$ |
| Mean Used Read Pairs per Cell | 3,892 | 13,635 | 4,068 |
| Fraction Reads in Cells | $97.9 \%$ | $96.5 \%$ | $29.6 \%$ |
| Median TRA UMIs per Cell | 6 | 5 | 2 |
| Median TRB UMIs per Cell | 17 | 13 | 5 |
| Cells With Productive V-J Spanning Pair | $82.8 \%$ | $83.0 \%$ | $70.4 \%$ |
| Cells With Productive V-J Spanning (TRA, TRB) Pair | $82.8 \%$ | $83.0 \%$ | $70.4 \%$ |
| Cells With TRA Contig | $93.6 \%$ | $93.5 \%$ | $83.6 \%$ |
| Cells With TRB Contig | $99.8 \%$ | $99.8 \%$ | $99.6 \%$ |
| Cells With CDR3-annotated TRA Contig | $88.8 \%$ | $89.1 \%$ | $77.9 \%$ |
| Cells With CDR3-annotated TRB Contig | $91.5 \%$ | $91.9 \%$ | $91.3 \%$ |
| Cells With V-J Spanning TRA Contig | $91.1 \%$ | $91.0 \%$ | $81.0 \%$ |
| Cells With V-J Spanning TRB Contig | $92.2 \%$ | $92.6 \%$ | $91.7 \%$ |
| Cells With Productive TRA Contig | $87.9 \%$ | $88.1 \%$ | $76.4 \%$ |
| Cells With Productive TRB Contig | $90.4 \%$ | $90.7 \%$ | $90.7 \%$ |

Table 4.4 VDJ analysis metrics of all mouse samples taken from the spleen
cellranger count. I updated the associated barcode of these VDJs as a true cell if it was detected with cellranger count. I discarded a portion of these cells, along with others, during QC, which I explain in Section 4.4.1.

### 4.4 Analysis

I present the downstream analysis of all the tumor samples. In the remainder of this chapter, "tumor samples" refer to cells harvested from the tumor of an AgRSR mouse, sorted with FACS for $\mathrm{CD}_{\mathrm{F}} 5^{+}$CD11B ${ }^{-}$EYFP $^{+}$, and processed with the Chromium Single Cell Immune Profiling Solution.

### 4.4.1 Gene expression analysis of EYFP ${ }^{+}$cells

Unlike in Chapter 2, I did not call cells from empty droplets as Cell Ranger version 3.0 has implemented its own cell-calling algorithm based on [150] to detect cells more accurately than the prior versions. As mentioned before, the output of $5^{\prime}$ GEX analysis is a (gene x cell) UMI count matrix, henceforth referred to as the count matrix. The values in the count matrix represent the number of molecules for each gene, detected in each cell.

## QC: Library sizes

The sum of UMI counts, detected within a cell is referred to as the library size of the cell. Figure 4.6a shows the library sizes of each sample distinguished by whether it bears a TCR or not. Here, TCR ${ }^{-}$cells may not be T cells, or a productive TCR may not have been detected. Furthermore, cells with small library sizes tend to be TCR, which may suggest that these are artifacts, non-T cells, or damaged or dead cells. There is also a noticeable difference in the UMI count per cell in the mouse_d25 sample, which was discussed in Section 4.3.4. Additionally mouse_d25 has high UMI count cells which are TCR ${ }^{-}$.

## QC: Unique genes detected

The number of uniquely detected genes within each cell, i.e., the count of all genes with UMI $>0$ within a cell, is a QC metric which can determine whether a cell is of low quality or an empty droplet (very few detected genes). High gene count may signify doublets/multiplets. Figure 4.6 b shows unique gene count and $\mathrm{TCR}^{-}$seem to correspond in low gene counts. These may be low-quality cells.

(a) Library size distributions.

(b) Uniquely detected gene count distributions.

Fig. 4.6 Library size (shown on $\log 10$ scale) and uniquely detected gene count distributions in the tumor samples. Each point represents a cell. Color denotes whether the cell bears a TCR or not.
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Fig. 4.7 Cell complexity of tumor samples. Each point represents a cell. Total genes detected and UMI count are shown on $\log 10$ scale.

## QC: Cell complexity

Directly removing cells which have too few or too many detected genes, and large or small library sizes can remove specific cell populations. In a heterogeneous population like the TME, there may be different cell types belonging to different states, and hence expressing different numbers of genes at different rates.

Combining library sizes and uniquely detected gene counts QC metrics gives us cell complexity. Looking at Figure 4.7 we can see that there are TCR ${ }^{-}$cells with small library sizes that also, in their majority, express less than 300 genes, which is especially evident in sample mouse_d25. These are most likely to be artifacts. However, they can also be a particular type of cell.


Fig. 4.8 Percentage of UMIs mapped to mitochondrial genes plotted against the UMI count (shown on $\log 10$ scale). Each point represents a cell.

## QC: Mitochondrial UMI

Cells with high counts of UMIs that map to the mitochondrial genome may indicate stressed cells, or incomplete lysis [105]. Looking at Figure 4.8, we see that specific cells have very high mitochondrial content, and these cells do not bear a TCR.

## QC: Mitochondrial UMI and uniquely detected genes

In Figure 4.9 we can see that genes with high mitochondrial expression have less uniquely detected genes, most of which are TCR-. Based on Figures 4.7 and 4.9 I remove cells with uniquely detected gene count less than 300. However, I make sure that these cells are not enriched for a certain cell type (see Section 4.4.1, QC: Discarded cell inspection).

Next, I determine a threshold on mitochondrial gene expression to discard cells with high mitochondrial content, which may indicate dead/stressed cells or incomplete lysis.

Assuming that the mitochondrial UMI proportions are normally distributed, I use the robust Z-score method to identify outliers as described in Section 2.5.1. I consider cells to be outliers if their mitochondrial content is more than 3 MADs away from the median. Figure B. 12 shows which cells are dropped/kept after this filtering.

Also observe that I increased the threshold of total genes detected to 600, 600, and 500, for samples mouse_d15, mouse_d19, and mouse_d25 respectively. I determined this threshold in an iterative manner: visually inspecting Figure B. 12 we can see that


Fig. 4.9 Percentage of UMIs mapped to mitochondrial genes plotted against the number of detected genes (shown on $\log 10$ scale). Each point represents a cell.
there are dispersed $\mathrm{TCR}^{-}$cells with less than 1000 uniquely detected gene counts in samples mouse_d15 and mouse_d19, and cells with less than 800 in sample mouse_d25. Starting at these levels, I decreased the threshold to the determined levels by examining the differences in gene expression between the dropped and kept cells, as described next.

## QC: Discarded cell inspection

Figure B. 13 shows the correlation between the average UMI counts of dropped and kept cells. For all samples, the populations are mostly in concordance. However, there are some distinct set of genes that are expressed higher in the dropped cell pool. For example, the genes HBB-BS, HBB-BT, HBA-A1 are hemoglobin markers. They are expressed higher in the dropped cell pool, indicating the removal of red blood cells. I examined the upregulation of genes in the discarded pool by computing log-fold changes between the two pools. The genes upregulated amongst the dropped cells are: MT-*: mitochondrial genes, $\mathrm{HBB}-\mathrm{BS}, \mathrm{HBB}-\mathrm{BT}, \mathrm{HBA}-\mathrm{A} 1$ expressing hemoglobin genes. LARS2 is a mitochondrial, tRNA synthesis gene. MCPT1, MCPT2 expression indicate MAST cells, but only a few cells are expressing them (see Figure 4.10). FN-1 is a fibronectin gene, suggesting endothelial cells. AY036118 is a mouse transcription factor, and COL6A3, COL18A1, COL3A1 are collagen $\alpha$ chain genes which have been reported as biomarkers for various cancers.

These genes together are either not specific to a certain cell type, or they mark blood components. Hence it is reasonably safe to remove them. Removing cells with higher UMI counts ( $>600$ ) caused certain naive lymphocytes to be discarded, hence I selected the determined thresholds for cell removal iteratively. After QC, each sample was reduced by approximately $10 \%$ in size.


Fig. 4.10 Discarded cells' distinguishing gene expression.

## Normalization

Our samples do not have cells with equivalent RNA abundances due to the heterogeneity of the TME. As described in Section 2.5.2, I used the deconvolution method presented in [148] to calculate size factors, after a pre-clustering step with the scran: :quickCluster [149] function, specifying igraph as the clustering method to use. Figure 4.11 shows


Fig. 4.11 Computed size factors plotted against the UMI count (shown on $\log 10$ scale)
the correlation of size factors against the library sizes. I normalized the samples using scater::normalize and log2-transformed the normalized data.

## Highly variable genes

In the remainder of the analysis, I focus only on genes which show high variation in expression between cells. These highly variable genes (HVG) are highly expressed in some cells while lowly expressed in others. To determine these genes, I used scran: :decomposeVar which decomposes the variance of each gene into biological and technical components while assuming the technical noise has a Poisson-based trend. I took the subset of genes which had a positive biological component. I also removed all TCR expressing genes, i.e., TRA* and TRB* genes as I did not want them to affect the downstream analysis directly.

Figure 4.12 shows the distributions of normalized log2-transformed expression values of the top ten most highly variable genes of each sample. We see some promising T cell genes which mark different states and different functions.


Fig. 4.12 Highly variable genes (HVGs) in the tumor samples.


Fig. 4.13 The plots show the percentage of variance explained by the selected variables for each successive PC.

## Dimension reduction using PCA

Using denoisePCA [149] with the assumed Poisson technical noise, I identified PCs most likely associated with actual biological phenomena, rather than technical artifacts. Here it is assumed that the underlying biology drives most of the variance and should be captured within the initial PCs, but technical noise is uncorrelated across genes and should be visible in later PCs. denoisePCA [149] removes these later PCs. I used only the HVGs when running denoisePCA but note that when selecting HVGs we did not lose any genes that are upregulated in rare populations as our filtering is very relaxed and is carried out primarily to remove TRA*/TRB* genes so that they do not drive any of the PCs directly.

In all samples, PC1 and PC2 correlate with the number of detected genes. This correlation is often observed. Also in moused 25 PC 1 correlates with the mitochondrial fraction. A correlation with library size can also be seen in the first PC. Immune cell populations are not equivalent in terms of size. For instance, T cells make cytokines, and plasma B cells make antibodies, which increase library size immensely. Here library size could be reflecting biological variation. I did not regress out the variation caused by the mitochondrial fraction or the library sizes as this could result in losing genuine biology.

The correlations of clonotypes and V genes with the PCs are interesting. It is important to recall that I omitted the TCR genes, hence this is not driven directly by the TRA*/TRB* genes. This could suggest that TCR clones express specific set of genes.

## Projection

Based on my justifications in Section 2.5.6, I used the Uniform Manifold Approximation and Projection (UMAP) non-linear dimensionality reduction technique [156] to visualize the cells in two dimensions. The fact that UMAP captures global structure better than t-SNE is especially useful when visualizing cells of the TME. It allows us to see distinct clusters of $\mathrm{CD} 4^{+}$and $\mathrm{CD} 8^{+}$further apart from each other while $\mathrm{CD} 8^{+}$cells in different stages or (dys-)functionality separate less apart. Also, as UMAP preserves distances, it tends to preserve the continuity of cell states. I performed UMAP on the prior reduced and denoised PCs. This helps reduce the computational time necessary to embed the data with UMAP.

Figures 4.14 and 4.15 display the UMAPs overlaid with UMI count, uniquely detected gene counts, mitochondrial UMI percentage, TCR presence, and the normalized, log2transformed gene expression of CD3, CD8, CD4, and FOXP3. We can see that subsets of T cells have separated further apart, as well as the cells with no TCR.

## Clustering

As described in-depth in Section 2.5.5, I clustered the cells by first building a shared nearest neighbor (SNN) graph [255] using the pre-computed PCs. Then I compared different community detection algorithms (Fastgreedy [46], Walktrap [182], Louvain [78], and Infomap [194]) and Louvain showed an ideal ${ }^{2}$ separation. Here the initial idea is to stratify the cells into high-level groups based on cell type rather than finding functional clusters. Using the Louvain algorithm, I found the community structure, i.e., clusters, which best captured the distinct Tc, Th, and Treg clusters. Figure 4.16 shows the clustering of each mouse tumor sample where the UMAP embedded data are colored by cluster membership.

To identify clusters I examined the upregulated genes in each cluster which I found using findMarkers [149]. Figures B.14, B.15, and B. 16 show the top marker gene expression via heatmaps. Gene expression levels are colored by the normalized, log2transformed, and row-scaled expression of each gene in each cell. Also, in order to stratify cells into an initial high level grouping I inspected the expression of CD3, CD4, CD8, and FOXP3 genes (see Figure 4.15). Note that mouse_d25 has a relatively small CD8+ cell population.

[^10]

Fig. 4.14 UMAP of each sample overlaid with UMI count, uniquely detected gene counts, mitochondrial UMI percentage, and TCR presence. Each dot represents a cell.

(a) mouse_d15
(b) mouse_d19
(c) mouse_d25

Fig. 4.15 UMAPs of each sample overlaid with normalized, log2-transformed CD3, CD8, CD4, and FOXP3 gene expressions.

(c) mouse_d25

Fig. 4.16 UMAP embedded data is colored by cluster membership. Each cluster is denoted with a different color. Points represent cells.

Based on their gene expression, in sample mouse_d15; cells in clusters 1, 2, 3, 4, 5, 6,9 , and 10 are $\mathrm{CD}^{+}$, cluster 8 are Tregs, and cluster 11 are naive T cells. In sample mouse_d19; cells in clusters $1,5,7,8,10,12,13$, and 14 are CD8 ${ }^{+}$, clusters 2,3 , 4 , and 6 are Tregs. And in sample mouse_d25; cells in clusters 1, 3, 4, and 6 (partially) are CD8 ${ }^{+}$, while cells in clusters 2,6 (partially), 7, 9 , and 12 are Tregs, and cells in clusters 11 and 13 are $\mathrm{CD} 4^{+}$.

At this point, there are a few things to note. Certain T cells cluster apart from their specific class of $\mathrm{CD}^{+}$or $\mathrm{CD} 4^{+}$based on the expression of ribosomal genes (RPL*/RPS*). For example, cluster 6 in mouse_d19 can merge with cluster 2, but it has a very low RB-* expression. The low expression of ribosomal protein mRNA can signify cells that are in atrophy or senescence or the cell's cytoplasm could have been completely damaged. This can be used as another QC, but in this study, I let these cells cluster on their own instead, based on my justifications made in Section 2.5.1.

We can also observe cells displaying co-expression of CD8 and CD4, which is distorting the top-level clustering. One possible interpretation of this result is that we are detecting $\mathrm{CD} 8^{+} \mathrm{CD} 4^{+} \mathrm{DP}$ mature T cells, which indeed have been reported in melanoma [55]. However, this observation could also be explained as an artifact introduced by the single-cell sequencing protocol. This second explanation is more likely to be true for some of the cells I found co-expressing IGHM and CD8A. These cells also bear TCRs and express genes which are normally involved in BCR recombination. While we could be observing a rare case of dual receptor-expressing lymphocytes as presented in [7], the artifact explanation remains more likely at this point. Since the V, D, and J gene expression levels are too low to be picked up directly from the GEX analysis, it is difficult to distinguish between real signal and noise in this case. It would be intriguing to speculate about IGHV genes expressed in these cells (Figure 4.52) and the correlation between CD8 and CD4, IGHM, and IGKC genes (Figure 4.51). However, at this point we cannot draw any conclusions without further, more complex validation experiments. It would be interesting to study the functionality and the TCR/BCR driven states of these cells and their receptor repertoires.

Lastly, looking at the heatmaps in Figures B.14, B.15, and B.16, we can see cell cycling clusters which are marked with genes such as TUBA1B, TOP2A, and STMN1. In order to distinguish the cell cycling clusters more surely, I took the cell cycling gene module of T cells from [140] and visualized their expression in a heatmap.

Based on the heatmaps shown in Figure 4.17, cluster 6 in mouse_d15, clusters 3, 7, and 12 in mouse_d19, and clusters 4 and 6 in mouse_d25 are cell cycling. According to [140], the highest fraction of proliferating cells was among dysfunctional cells, and


Fig. 4.17 Normalized, log2-transformed, and row-scaled expression of cell cycling genes determine the cell cycling clusters.
proliferation was most prominent in the earlier stages of dysfunctionality. However, dysfunctional cells occupied all stages of the cell cycle. Within the remainder of my analysis, I took cell cycle into consideration by assigning each cell to a cell cycle phase as previously described in Section 2.5.3.

## Clonotype distribution within clusters

Having determined the clusters and their cell identities, I proceed to examine the clonotypes. First I investigated whether clonotypes were separated by top-level cell type; i.e., the presence of $\mathrm{CD}^{+}, \mathrm{CD}^{+}$and $\mathrm{CD} 4^{+} \mathrm{FOXP}^{+}$clonotypes. In Figure 4.19 specific clonotypes are indeed of certain cell types. All of the clonotypes with at least 100 cells in mouse_d15 and mouse_d19 are CD8+. However, this changes in mouse_d25; the most clonally expanded, i.e., the clone with the most number of cells, bears Treg clonotypes. Only clonotypes 2 and 5 are $\mathrm{CD} 8^{+}$. There is also a CD4 ${ }^{+}$clonotype which we do not see in the other samples. As I mentioned before mouse_d25 has a relatively small $\mathrm{CD} 8^{+}$cell population. We can also see that some of the clonotypes are cluster-specific, suggesting that they are associated with the underlying gene expression profiles. Considering I did not use the TCR recombining genes when clustering the cells, any separation we
see is not driven directly by the TRA*/TRB* genes. As a next step, I overlaid the clonotypes on the UMAPs of each sample to visualize how the underlying GEX profile associates with the clonotypes in 2D space (see Figure 4.20). In samples mouse_d15 and mouse_d19 cells bearing the same clonotypes are not cluster-specific, however as expected they are cell type specific and they group close together in the 2D projection, whereas sample mouse_d25 has clonotypes that cover specific clusters. At this stage it is of course not possible to draw any conclusions as the clustering can be made to be much more granular and for samples mouse_d15 and mouse_d19 we can start to see cluster-specific clonotypes as well. In order to investigate clonal specificity, I took the clonotypes as a unit of identity. For each sample, I calculated the cell-to-cell HVG expression correlation within clonotypes which have at least 100 cells; these are the clonotypes shown in Figure 4.20. Figure 4.18 shows heatmaps where grids are the calculated Pearson correlation coefficients for normalized log2-scale gene expression levels between all cells. In samples mouse_d15 and mouse_d19 we don't see an obvious difference within or between clonotypes (except maybe for clonotype3 in mouse_d19) but cells in clonotypes 2 and 5 in sample mouse_d25 display greater correlation within clonotypes when compared to others. This may suggest that more granular clustering will not result in other cluster-specific clonotypes to emerge in sample mouse_d25. Note that clonotypes 2 and 5 of mouse_d25 are CD8 ${ }^{+}$whereas the others are Treg and CD4 ${ }^{+}$.


Fig. 4.18 Cell-to-cell correlation matrices for the normalized log2-scale gene expression levels between all cells within the top clonotypes. Each grid cell is colored based on the Pearson correlation coefficient.


Fig. 4.19 Plots show the normalized, log2-transformed expression of CD4, CD8, and FOXP3 genes within each cluster. Each point represents a cell and is colored by its clone, i.e., its TCR's clonotype. Only the clonotypes represented with at least 100 cells are shown. None specifies cells with no TCR ( $\mathrm{TCR}^{-}$), and other specifies any other clonotype that did not make the cut as it had less than 100 cells. Each clonotype name is exclusive in its own sample; they are not shared between samples.


(e) mouse_d25

(f) mouse_d19

Fig. 4.20 Clonotype overlay on UMAPs.


Fig. 4.21 UMAP of CD8 expression of the all cells in clusters $1,3,4$, and 6 of mouse_d25, without any filtering on UMI count. Here all the cells with no CD8 UMIs cluster apart further to the right. They do not contribute to the analysis but can distort clustering due to purely technical reasons.


### 4.4.2 $\quad \mathrm{V}(\mathrm{D}) \mathrm{J}$ and Gene Expression Analysis of CD8 ${ }^{+}$TILs

Next, I subsetted the tumor samples for $\mathrm{CD}^{+}$cells to further investigate their clone specific gene expression profiles. I took all the clusters defined as $\mathrm{CD}^{+}$, i.e., differentially expressing CD8 (Figure B.17), and filtered out cells in which no CD8 UMI was detected. As our initial clustering was not very granular, it is possible to see some cells which do not express CD8 but still cluster together with CD8 ${ }^{+}$cells based on the closeness of other gene expression distances. I could have left these cells to cluster apart (see Figure 4.21 for a UMAP of the subsetted cells when keeping all the cells without filtering on positive CD8 UMI count) however I aimed to avoid their UMI count to distort normalization.

When compared to the other two samples mouse_d25 has many fewer CD8 ${ }^{+}$cells (see Figure 4.22). The TME of mouse_d25 has a much more heterogeneous tumor-reactive cell population. I also removed cells that did not bear a TCR (less than $2 \%, 2 \%$, and $4 \%$ in samples mouse_d15, mouse_d19, and mouse_d25 respectively) as I wanted to focus on the clonotype specific response. Instead of performing further clusterings within clusters, I used the initial clustering as a single cell stratification. The immune cells vary in size, and when normalizing their UMI count, specific cell types may pull the size factors to the extreme and hence distort the gene expression levels. Here I pool together all the subsetted CD8 ${ }^{+} \mathrm{T}$ cells and normalize them following the same pre-clustering and deconvolution method. See Figure 4.23 for the library size and uniquely detected gene count distributions, as well as cell complexity and the newly calculated size factors for the subsetted cells. It is worth noting that the range of the size factors is now narrower.


Fig. 4.23 Subsetted CD8 ${ }^{+}$cells

## Cell cycling

As I mentioned before in Section 4.4.1, our samples comprise cells from different cell cycle phases. I identified this by observing the expression of known cell-cycle marker genes. As such, [207] have proposed a method (Pairs) to infer the cell cycle phase of a cell directly from its gene expression profile. Their classification algorithm, using a training dataset, found pairs of marker genes that can assign a phase to a cell. This method is described in-depth in Section 2.5.3. A slightly altered version of this method is implemented in scran: :cyclone with an existing pre-trained set of marker pairs for mouse data. Using this function I assigned cells into cell cycle phases based on their normalized gene expression data (see Figure 4.24).


Fig. 4.24 Cell cycle phases of subsetted CD8 ${ }^{+}$cells. Cell cycle phase scores of samples where each point represents a cell. Red lines separate cell phases and proportion of cells in each phase are written in red.


Fig. 4.25 HVGs of $\mathrm{CD}^{+}$cells.

Next, similar to before, I found the HVGs (Figure 4.25), performed dimension reduction to determine PCs driven by biology, projected data onto two dimensions with UMAP (Figures 4.26, 4.27), and clustered (Figure 4.28) each sample.


Fig. 4.26 UMAP of each CD8 ${ }^{+}$subset overlaid with UMI count, uniquely detected gene counts, mitochondrial UMI percentage, and cell cycle phase. Each dot represents a cell.


Fig. 4.27 UMAPs of each CD8 ${ }^{+}$subsets overlaid with normalized, log2-transformed CD3, CD8, CD4, and FOXP3 genes.


Fig. $4.28 \mathrm{CD} 8^{+}$cell clusterings. UMAP embedded data are colored by cluster membership. Each cluster is denoted with a different color. Points represent cells.

Figure 4.29 shows the cell frequency in each cluster colored by the cell cycle phase. Cluster 6 in mouse_d15, 8 in mouse_d19, and 3 in mouse_d25 are cell cycling. There are also cells in S and G2M phases in other clusters, but these are negligible. When finding the cluster biomarkers, I discarded these cells and the cell cycling clusters.


Fig. 4.29 For each sample, the bar plots show the cell count in clusters. Bars are colored by phase membership.

The rationale behind discarding the whole cell cycling cluster instead of only the G2M and S phase cells is that the phase allocations of these cells have a low degree of confidence when compared with the G1 phase cells in other clusters. Figure 4.30 shows this with mouse_d19 as an example. This could suggest that these cells are cycling as well and close to duplication. Hence I removed the whole cell cycling cluster in order to identify subpopulations accurately.


Fig. 4.30 G1 score distribution of cells in each cluster that are in the G1 phase.

Identifying clusters


Fig. 4.31 Heatmaps show the log2-transformed average normalized expression of biomarkers.
I found the upregulated genes in each cluster to identify cluster biomarkers. Within this sub-clustering we can, for example, see that cluster 2 of mouse_d15 are naive T cells (SELL, TCF7), cluster 4 of mouse_d19 are cytotoxic T cells, and so are cluster 4 of mouse_d25. I next took CCR7, TCF7, LEF1, and SELL naive T cell markers, and

NKG7, CCL4, CST7, PRF1, GZMA, GZMB, IFNG, CCL3 cytotoxic T cell markers [235], and the intersection of tumor $\mathrm{CD}^{+}$dysfunction-related genes identified in [235], [265], [268], and [89], and looked at their average normalized expression in each cluster in order to distinguish naive, cytotoxic, and dysfunctional clusters.


Fig. 4.32 Heatmaps show the log2-transformed average normalized expression of naive, cytotoxic, and dysfunctional biomarkers for CD8 cells.

The separation is mostly clear for naive T cell clusters. However, it is possible to cluster the cytotoxic and dysfunctional clusters further. Instead of sub-clustering until "biologically desired" clusters are achieved, I took the clonotypes as the unit of grouping and found the clonotype biomarkers.

## Identifying clonotype biomarkers

Figure 4.33 shows the overlay of clonotypes on the UMAPs of each sample. Observe that the gene expression clustering and clonotype bearing overlaps in sample mouse_d 25 . If we find the up/down-regulated genes of these clusters, we can identify the state of the clonotypes. Note that the overlays include the cell cycling clusters; however, when determining the clonotype markers, I did not include them in my analysis. I also do not consider the clonotypes that are represented by less than 50 cells. I ran both scran::findMarkers and scran::overlapExprs to identify the differentially expressed genes. scran::overlapExprs performs pairwise Wilcoxon rank sum tests between groups of cells, whereas scran::findMarkers uses the Welch t-test. Heatmaps showing the expression of clonotype biomarkers of each mouse can be found in Figures B. 18 - B.23.


Fig. 4.33 Clonotype overlay on UMAPs.

### 4.4.3 Integrated analysis of tumor and spleen cells



Fig. 4.34 Graphical overview of the integrated approach. Single cells were collected from the AgRSR mouse tumor and spleen, sorted with FACS, processed with Chromium Single Cell Immune Profiling Solution, and analyzed in combination.

I analyzed the cells harvested from the mouse tumor and spleen together to identify shared and differentiated cell states. I also wanted to see whether the immune response was localized, or if there were common clonotypes between the tumor and spleen. For this, I first compared each mouse's tumor and spleen TCR clonotypes. We might recall that cells with the same productive CDR3 regions in their TCRs' $\alpha$ and $\beta$ chains are considered to be of the same clone, and their TCRs the same clonotype. Hence I compared the CDR3 regions of tumor and spleen cell TCRs with the requirement that they are an identical match in their amino acid sequence. For the tumor samples, I considered only the clonotypes with at least two cells, however, for the spleen samples I did not specify a cutoff as the clone frequencies are much lower in the spleen when compared to the tumor. Additionally, I discarded clonotypes with single chains. Table 4.5 shows the similarity between each mouse's tumor and spleen samples based on different metrics.

Compared to the other two samples, mouse_d15 has the most overlapping clonotypes with the top clonotype (clonotype1) having 912 cells in the tumor and 136 in the spleen (see Figure 4.35). Also, we know that some of the cells within this clone express CD8 ${ }^{+}$ dysfunctional-state markers such as LAG3, and PDCD1. I say some as this clonotype spans multiple clusters: $5,6,8$, and 9 (see Figure 4.33 a) where cluster 6 is cell cycling. Furthermore, all of the top clonotypes, except for one (clonotype5), which are present in the tumor are also represented in the spleen.

|  | mouse_d15 | mouse_d19 | mouse_d25 |
| :--- | :--- | :--- | :--- |
| Shared clonotypes | 58 | 51 | 39 |
| Shared CDR3s | 119 | 109 | 55 |
| Barcodes in shared clonotypes | 3728 | 1160 | 3902 |
| (tumor:spleen) | $(3189: 539)$ | $(921: 239)$ | $(3738: 164)$ |

Table 4.5 The similarity between tumor and spleen samples.


Fig. 4.35 Shared clonotype proportions in tumor and spleen samples.

Sample mouse_d19 has its highest overlap in clonotype2 with 261 cells in the tumor and 10 cells in the spleen. The top clonotype of the tumor with 897 cells is not represented in the spleen. The next highest clonotype with 139 cells is represented with only 5 cells in the spleen. In fact, except for these two clonotypes, none of the clonal tumor sample $\mathrm{TCR} \alpha \beta$ chain pairings are represented in the spleen.

Although mouse_d25 has overlapping clones these are not $\mathrm{CD}^{+}$cells. The two cluster specific clonotypes 2 and 5 are not represented in the spleen. Figure 4.36 shows the clonotype proportions of all the clonotypes in the tumor, and the proportions of the overlapping clonotypes in the spleen.

It is also important to note that the cluster specific clonotypes 2 and 5 of mouse_d25 express dysfunctional-state markers such as LAG3, TOX, TIGIT, and PDCD1. The top overlapping clones (clonotype1) are Tregs; this is clear in Figure 4.19c. This clonotype is represented with 863 cells in the tumor and with 26 cells in the spleen.

Because of our interest in the dysfunctional $\mathrm{CD} 8^{+}$cells, and due to the significant number of cells in overlapping clonotypes, I decided to analyze the tumor and spleen cells of sample mouse_d15.


Fig. 4.36 UMAPs show the clonotype proportions, before $\mathrm{CD}^{+}$stratification, in tumor and spleen samples.

UMI counts cannot be directly compared between samples: multiple reads with the same UMI and barcode which align to the same gene counts once towards the absolute number of observed transcripts per gene in a cell. However, these absolute counts are not normalized for sequencing depth or RNA content per cell. Furthermore, technical sources of variation may be added to the samples during handling. Called batch effects, these variations include external factors associated with labwork such as who prepared the libraries and when, what equipment they used, what was the reagent quality, what was the lab temperature that day, and so on. These circumstantial differences can cause systematic differences in gene expression in cells coming from different samples, making it difficult to identify the real biological variation by masking or intertwining the real signal with noise. Therefore, we need to correct for batch effects when analyzing the spleen and tumor samples together.

## Preprocessing of the mouse_d15 spleen sample



Fig. 4.37 mouse_d15 spleen sample QC plots.
Just like the tumor samples, cells were harvested from the spleens of the AgRSR mice, sorted with FACS for CD45+CD11B-EYFP+, and processed with the Chromium Single Cell Immune Profiling Solution. And as before, I ran cellranger count and
cellranger vdj on the obtained spleen sample RNA-seq reads to obtain the gene expression profiles and the TCR repertoires, respectively.
cellranger count estimated a total of 3,992 cells in the mouse_d15 spleen sample. Using the same QC approach as before (see Section 4.4.1) I removed 195 low quality cells which can be seen in Figure 4.38 . Also see Figure 4.37 for the QC diagnostic plots. The cells with low numbers of uniquely detected genes and high mitochondrial read fractions are mostly $\mathrm{TCR}^{-}$; hence, it is safe to discard them.


Fig. 4.38 mouse_d15 spleen sample cells colored based on discard/keep, and differentiated by shape based on TCR detection.

I next merged the two tumor and spleen datasets subsetting on the shared HVGs (7,331 genes) between the samples. We can explore the possible batch effects with a PCA. Figure 4.39 plots the first two dimensions of the PCA; PC1 and PC2, which explain 22 and 7 percent of the total variation, respectively. Here each dot represents a cell colored by its originating sample. Having performed a PCA using the merged datasets, we can see a clear separation between the two samples: Cells from different samples mostly cluster together. As mentioned above, an apparent cause of this separation is the difference in the sequencing depth between samples. In order to remove this technical consequence, I used the aggregation method implemented as part of the Cell Ranger analysis pipelines.


Fig. 4.39 PCA projection of mouse_d15 merged tumor and spleen samples before batch correction where each dot represents a cell colored by its origin.

## Normalizing for differences in sequencing depth between samples

The cellranger aggr pipeline aggregates the individual cellranger count outputs of each sample by normalizing them to the same sequencing depth, producing a single count matrix on the combined data. I first ran cellranger count on each sample separately. Then, to be able to compare them, I aggregated them with cellranger aggr. The cellranger aggr pipeline normalizes for sequencing depth by subsampling the reads. When subsampling, the pipeline only considers reads which aligned to valid barcodes and UMIs. No cell calling is performed as it directly uses the cells called via cellranger count. The pipeline finds the sample with the lowest number of reads and downsamples all the other samples to this threshold by computing a subsampling rate for each sample and keeping only the necessary fraction of reads. The subsampling rate is based on the mean number of filtered reads mapped to the transcriptome per cell.

Table 4.6 lists the summary metrics of the GEX barcoding and sequencing process on the cells obtained from the spleen and the tumor of mouse_d15. Here mean reads per cell is calculated by dividing the total number of sequenced reads by the estimated number of cells. This average is based on all the reads and not just the ones that mapped confidently

|  | Spleen | Tumor |
| :--- | :--- | :--- |
| Estimated Number of Cells | 3,992 | 7,633 |
| Mean Reads per Cell | 75,212 | 39,707 |
| Median Genes per Cell | 2,083 | 2,571 |
| Number of Reads | $300,249,980$ | $303,085,056$ |
| Valid Barcodes | $93.5 \%$ | $94.1 \%$ |
| Fraction Reads in Cells | $97.1 \%$ | $95.6 \%$ |
| Reads Mapped to Genome | $95.9 \%$ | $96.1 \%$ |
| Reads Mapped Confidently to Transcriptome | $79.3 \%$ | $81.5 \%$ |

Table 4.6 GEX analysis metrics of mouse_d15 samples
to the transcriptome. The mean number of confidently-mapped-to-transcriptome, validbarcode reads per cell in the spleen sample, prior to depth normalization, is 55,938 , and for the tumor, it is 29,949 . So cellranger aggr took the lower count of 29,949 of the tumor sample as a threshold, and downsampled the spleen sample reads until they both had an equal number of confidently mapped reads per cell. The results can be seen in Table 4.7.

| Estimated Number of Cells | 11,625 |
| :--- | :--- |
| Post-Normalization Mean Reads per Cell | 39,899 |
| Median Genes per Cell | 2,267 |
| Pre-Normalization Number of Reads | $603,335,036$ |
| Post-Normalization Number of Reads | $463,836,466$ |
| Fraction of Reads Kept in Tumor | $100 \%$ |
| Fraction of Reads Kept in Spleen | $53.5 \%$ |
| Pre-Normalization Confidently Mapped | 29,949 |
| Barcoded Reads per Cell in Tumor |  |
| Pre-Normalization Confidently Mapped | 55,938 |
| Barcoded Reads per Cell in Spleen |  |

Table 4.7 Aggregate metrics of mouse_d15 samples.

Here $53.5 \%$ of the spleen sample reads are kept so that the tumor and spleen samples both have the same sequencing depth, measured in terms of reads that are confidently mapped to the transcriptome per cell.

After normalizing the samples for sequencing depth, I processed the combined count matrix. I removed the barcodes that were discarded when processing the mouse_d15 tumor and spleen samples separately. I then normalized the count matrix using the previously described method (see Section 4.4.1) and subsetted on the shared HVGs. The sequence-depth-corrected combined sample PCA projection can be seen in Figure 4.40.


Fig. 4.40 PCA projection of mouse_d15 after normalizing for differences in sequencing depth between the tumor and spleen samples where each dot represents a cell colored by its original sample.

After correction, samples associate more closely than before. However, separation is still apparent. At this point, we can assume that the biology of the tumor and spleen is so drastically different such that the separation between the cells is as clear-cut. This is not a realistic assumption as we expect to see some overlapping cell types, such as CD4 ${ }^{+}$ T helper and $\mathrm{CD} 8^{+} \mathrm{T}$ suppressor/cytotoxic cells. We do, however, expect differing cell types as well; the T lymphocytes which differentiated into different states within the TME as the tumor took control of their transcriptional mechanism. Hence we have two samples with both distinct and common cell types and states. Furthermore, even when the cell types/states are the same, they can be present in differing abundance due to the proliferation/clonalization of immune cells which takes place in the tumor, resulting in differing cell population compositions.

## Batch effect correction with mutual nearest neighbors

To further correct for possible batch effects, I used a method based on the detection of mutual nearest neighbor (MNN) pairs [94]. The MNN approach assumes that, across
the merged samples, there is a shared subset of the cell population, but does not require predefined or identical population compositions. This approach is ideal for our case as we cannot assume cell populations of identical or known compositions between the tumor and spleen samples; however we know they share common cell sub-populations.

Briefly, for each cell $i_{a}$ in sample $A$, the MNN-based method finds $k$ cells in sample $B$ that are nearest neighbors to $i_{a}$ in the high-dimensional gene expression space, thus obtaining its $k$ nearest neighbors in sample $B$. Then for each cell in sample $B$, it finds their $k$ nearest neighbors in sample $A$. Cells from different samples that are within each other's set of nearest neighbors are pairs of cells that are mutually nearest neighbors. These pairs of cells are thought to belong to the same biological cell type/state before any batch effect corrupted their signals. Hence, the difference in expression profiles between these paired cells should give an estimate of the batch effect which needs to be removed. This difference is then subtracted from all cells, including those that were not part of an MNN. Hence the batch effect correction is applied to both shared and distinct cell types.

The batchelor: : fastMNN() function implements the MNN approach with a slight alteration: To decrease computational work, it performs a PCA to obtain a low-dimensional representation of the input data. All cells are projected into this low-dimensional space defined by the top $d$ chosen principal components, and batch effect correction is performed in this space.

I applied batchelor::fastMNN() on $d=50$ principal components computed from the shared HVGs. Here the shared HVGs are genes with a positive average biological component across the two samples. In total there were 11,164 HVGs. I excluded all the TCR generating V, D, J, and C genes. Figure 4.41 shows how the cells separate by the sample of origin after MNN correction.

We can now see a further association between the cells coming from the two different samples. To interpret the separation, we can also look at the corrected expression of T cell marker genes CD3, CD4, CD8, and FOXP3. In Figure 4.42 we see that T helpers, CD8 T cells, and Tregs have grouped tightly suggesting that we were able to separate the cells irrespective of their sample of origin, or less so.

The MNN-corrected values no longer make sense in terms of gene expression: As seen in Figure 4.42, they can take negative values. This is expected since we are subtracting vectors to correct for batch effects. However, we can still use these corrected values for cell-cell analysis where we only need the Euclidean distances between cells.

I used the MNN-corrected values to build a shared nearest-neighbors graph for all cells and applied the Walktrap community detection algorithm to identify the possible


Fig. 4.41 UMAP of mouse_d15 after MNN correction where each dot represents a cell colored by its original sample.
clusters. Figure 4.43a shows the detected clusters overlaid on the two-dimensional UMAP of the merged samples.

In Figure 4.43 we see that clusters $6,12,13,14$, and 15 have cells that do not bear TCRs. Additionally, cluster 4 in majority comprises spleen sample cells (1372 spleen and 38 tumor sample cells). To identify these clusters, I performed differential expression analysis between clusters, but within each sample using the uncorrected gene expression data, then combined the p-values across samples to find the top cluster markers. Figure B. 25 is a heatmap showing the uncorrected scaled gene expression of the cluster biomarkers. Cluster 1 shows high expression of TUBA1B, TOP2A, and STMN1, indicating it is a cell cycling cluster. Cluster 4 comprises naive $\mathrm{CD} 4^{+}$cells.

I next overlaid the shared clonotypes on the merged samples selecting only the top 15 most frequent ones (see Figure 4.44). There are 912 tumor cells and 136 spleen cells that bear the common_clonotype_1 TCRs. This clonotype spreads over clusters 1, 2, 3, and 11. Considering cluster 1 is cell cycling, I focused on the remaining clusters.

I took the clonotype as the unit of identity and found the markers that distinguish between tumor and spleen to see how this clonotype differentiates between the two samples. There are a total of 776 cells in this subset consisting of 104 spleen and 672 tumor cells.


Fig. 4.42 UMAP of mouse_d15 after MNN correction where each dot represents a cell colored by the corrected expression of CD3, CD4, CD8, and FOXP3 genes.


Fig. 4.43 (a-c) UMAPs of the merged mouse_d15 sample after MNN correction where each dot represents a cell and is colored by cluster membership, TCR presence, and cell type. (d) Proportions of cells, relative to within samples, in each cluster separated by sample of origin.


## Shared clonotype

| common_clonotype_1 | common_clonotype_9 |
| :--- | :--- |
| common_clonotype_2 | common_clonotype_10 |
| common_clonotype_3 | common_clonotype_19 |
| common_clonotype_4 | common_clonotype_11 |
| common_clonotype_5 | common_clonotype_12 |
| common_clonotype_6 | common_clonotype_13 |
| common_clonotype_8 | common_clonotype_14 |
| common_clonotype_7 | other |

Fig. 4.44 UMAP of mouse_d15 after MNN correction where each dot represents a cell colored by the shared clonotypes between the tumor and spleen samples.


Fig. 4.45 Heatmap showing mouse_d15 common_clonotype_1 tumor and spleen cells' uncorrected gene expression of biomarkers found to differentiate the tumor and spleen cells. The gene expression is not scaled.

Looking at Figure 4.45 we can see the TME-immune response interplay in action. The common_clonotype_1 cells differentiate in the tumor expressing granzymes (GZMC, GZME, GZMF), meaning these cytotoxic T clones are inducing apoptosis to eliminate cancerous cells. We also see the differential expression of PDCD1, CTLA-4, and LAG3 in the tumor sample clones, which shows that the TME is trying to counteract the immune response by putting the clones in a dysfunctional state.


Fig. 4.46 cDNA QC plots show very low yield for BCR enrichment. Plots courtesy of Ms. Katarzyna Kania, CRUK CI Genomics Core

### 4.5 Results

### 4.5.1 Lack of intratumoral B cells

BCR enrichment was performed along with TCR enrichment only for mouse_d25 reason being that no B cells were detected in the tumor sample. The QC results of the cDNA manufactured from the tumor sample showed a very low yield for BCR enrichment (Figure 4.46). This was consistent with a follow-up FACS analysis: Remaining tissue from FACS were stained with CD19 to check for B cells. However there were no CD19+EYFP ${ }^{+}$ expressing cells detected (Figure 4.47).

Looking at Table 4.8, we see that 1,060 B cells have been detected in the tumor where only 11 of them have a productive $\mathrm{V}(\mathrm{D}) \mathrm{J}$ pair. Only $54.9 \%$ of the reads have mapped to any VDJ gene, and very low portions have mapped to Ig genes. The fraction of reads is very low as well, indicating ambient RNA and hence dead cells or artifacts. The first obvious explanation of why we see 1,060 cells, but only 11 of them have productive Ig chains is that these barcodes have been falsely called as cells. Next, as very few reads


Fig. 4.47 Composition of EYFP ${ }^{+}$sorted cells. Non-T/B cells are defined as CD45 ${ }^{+}$CD11B ${ }^{-} \mathrm{F} 4 / 80^{-} \mathrm{CD}^{-} \mathrm{CD} 4^{-} \mathrm{CD} 19^{-}$

|  | mouse_d25 spleen | mouse_d25 tumor |
| :--- | :--- | :--- |
| Estimated Number of Cells | 1,579 | 1,060 |
| Mean Read Pairs per Cell | 16,407 | 35,611 |
| Number of Cells With Productive V-J Spanning Pair | 1,505 | 11 |
| Number of Read Pairs | $25,908,141$ | $37,748,147$ |
| Valid Barcodes | $97.1 \%$ | $87.5 \%$ |
| Reads Mapped to Any V(D)J Gene | $97.3 \%$ | $54.9 \%$ |
| Reads Mapped to IGH | $17.1 \%$ | $17.6 \%$ |
| Reads Mapped to IGK | $65.5 \%$ | $14.3 \%$ |
| Reads Mapped to IGL | $11.3 \%$ | $0.3 \%$ |
| Cell Count Confidence | $77.7 \%$ | $58.1 \%$ |
| Mean Used Read Pairs per Cell | 9,922 | 3,302 |
| Fraction Reads in Cells | $73.4 \%$ | $34.4 \%$ |
| Median IGH UMIs per Cell | 18 | 0 |
| Median IGK UMIs per Cell | 67 | 0 |
| Median IGL UMIs per Cell | 240 | 0 |
| Cells With Productive V-J Spanning Pair | $95.3 \%$ | $1.0 \%$ |
| Cells With Productive V-J Spanning (IGK, IGH) Pair | $90.1 \%$ | $0.8 \%$ |
| Cells With Productive V-J Spanning (IGL, IGH) Pair | $6.6 \%$ | $0.2 \%$ |
| Paired Clonotype Diversity | 27.48 | 11.00 |
| Cells With IGH Contig | $97.3 \%$ | $18.0 \%$ |
| Cells With IGK Contig | $95.8 \%$ | $29.6 \%$ |
| Cells With IGL Contig | $42.1 \%$ | $1.1 \%$ |
| Cells With CDR3-annotated IGH Contig | $96.2 \%$ | $1.0 \%$ |
| Cells With CDR3-annotated IGK Contig | $94.6 \%$ | $0.8 \%$ |
| Cells With CDR3-annotated IGL Contig | $6.8 \%$ | $0.2 \%$ |
| Cells With V-J Spanning IGH Contig | $95.8 \%$ | $1.0 \%$ |
| Cells With V-J Spanning IGK Contig | $95.5 \%$ | $0.8 \%$ |
| Cells With V-J Spanning IGL Contig | $10.8 \%$ | $0.2 \%$ |
| Cells With Productive IGH Contig | $95.5 \%$ | $1.0 \%$ |
| Cells With Productive IGK Contig | $94.6 \%$ | $0.8 \%$ |
| Cells With Productive IGL Contig | $6.8 \%$ | $0.2 \%$ |
| Contigs Unannotated | $0.2 \%$ | $0.3 \%$ |

Table 4.8 BCR enrichment analysis metrics of mouse_d25 samples


Fig. 4.48 UMAP of the 1,060 cells showing the gene expression for MS4A1, CD19, TNFRSF17, PTPRC, CD3, and LYZ2
map to Ig genes, it is possible that some of the cells are instead T cells. In order to further investigate, I analyzed these cells' gene expression profiles.

Figure 4.48 visualizes feature expression of selected genes on a UMAP of the 1,060 cells. Looking at the expression of MS4A1, CD19, and TNFRSF17, we can see that there are only a few B cells or plasma B cells. Majority of the cells express CD3 suggesting if these are real cells, they are in fact T cells. Figure 4.49 shows the expression heatmap of the top markers for each cluster. Only cluster 6 shows B cell markers. So if we are to accept these barcodes as cells, it is evident that they are in majority T cells.

Having investigated the nature of the aforementioned 1,060 cells, we need to address the lack of B cells in our samples. There are multiple possible explanations for this observation. One possible explanation is that during B cell differentiation CD19 might be downregulated. Our B cells might represent activated B cells of a different developmental


Fig. 4.49 Majority of the markers determine that the cells are T cells. Only cluster 6 expresses B cell biomarkers MZB1, IGLC3, and MS4A1.
stage, e.g., plasma cells, which were not recovered by the CD19 FACS analysis. Moreover, the AgRSR mouse cells are sorted for CD45 ${ }^{+}$CD11B-EYFP ${ }^{+}$. Indeed CD45 is expected to be low in plasma cells and plasmablasts [183], thus impairing the recovery of these cell populations in our experimental system. This explanation would be consistent with what we observed in the human melanoma samples presented in Chapter 2. In these unselected cell populations, the plasma cell cluster does not express PTPRC, the gene which encodes for the CD45 molecule, or expresses it at very low levels (see Figure 4.50). While we have not directly observed a presence of plasma cells in our mouse single cell sequencing data, we cannot exclude their presence as they might have been counterselected by our CD45 ${ }^{+}$FACS analysis.

Additionally, to further account for the absence of B cells, I can hypothesize that considering this melanoma is an injected tumor, rather than one that has developed naturally over time, it is possible that the immune system of this mouse model does not portray one that developed naturally over time, either. Injected tumors form very quickly, showing accelerated disease progression, and as a result contain less stroma and are rich in cancer cells [225], which may not reproduce the histological nature of a clinical cancer. A recent study has compared B cell infiltration and activation in a genetic model of murine PDAC (KPC mouse) as well as an injectable orthotopic model, to find that significant B cell infiltration was only observed in KPC tumors and correlated with T
cell infiltration, while orthotopic tumors showed a low infiltration rate of B cells [225]. Furthermore, KPC-derived B cells expressed GC entry, B cell memory, and plasma cell differentiation markers accompanying significant intratumoral $\operatorname{Ig}$ deposition, a feature detected less in orthotopic tumors.

I can therefore speculate that the absence of B cells is due to technical choices, cell sorting and injection of syngeneic tumor cells, rather than a reflection of the underlying true immunological mechanism. Neither of the two other mouse samples was enriched for BCRs, hence, in this study, I did not further examine B cells.


Fig. 4.50 Expression of PTPRC and TNFRSF17 in the patient 1 sample presented in the Chapter 2. Plots show that cells which express TNFRSF17 do not express PTPRC. (a) Blue dots represent cells expressing TNFRSF17, orange dots PTPRC. (b) Correlating TNFRSF17 and PTPRC expression. Gene expression values are normalized and log2-transformed.

### 4.5.2 Co-expression of CD8 with CD4 and B cell genes IGHM and IGKC

In all of our samples taken from the tumor of the AgRSR mice, I found cells displaying co-expression of the surface markers CD8 and CD4. During positive selection which takes place in the thymus, double-positive thymocytes differentiate into $\mathrm{CD}^{+}$or $\mathrm{CD} 4^{+}$ single positive cells depending on whether they recognize the MHC class I or II molecule. Therefore we should not be detecting DP $\mathrm{CD}^{+} \mathrm{CD} 4^{+} \mathrm{T}$ cells in the tumor samples. However $\mathrm{CD} 8^{+} \mathrm{CD} 4^{+}$DP mature T cells have been reported in melanoma [55]. Additionally, we see TCR bearing cells co-expressing IGHM/IGKC and CD8 even though these


Fig. 4.51 The correlation between CD8 and CD4, IGHM, and IGKC. Note that these are normalized log2-transformed gene expression levels.


Fig. 4.52 IGHV gene expressions of $\mathrm{CD}^{+}$cells. Expression levels are normalized and $\log 2-$ transformed.
genes are specific to B and T cells, respectively. See Figure 4.51 for the expression of these genes. We could be observing a case of dual receptor-expressing lymphocytes as presented in [7]. However, we did not perform BCR specific sequencing for these samples, so we cannot determine whether these cells also express BCRs. The BCR recombinant V, D, and J gene expression levels are too low to be picked up directly from the GEX analysis. Figure 4.52 shows the co-expression of IGHM and CD8 along with BCR V genes. I could not observe significant expression of Ig V segments. For this reason, it is impossible to draw meaningful conclusion from this data regarding the nature of this group of cells. Validation experiments would be required to investigate this population.

### 4.5.3 Dysfunctionality signatures

In all three tumor samples taken from the AgRSR mice, I detected different CD8 ${ }^{+} \mathrm{T}$ cell clusters that correlate with different functional states. All tumor samples had cells in the dysfunctional state, which was determined by the expression of PDCD1, LAG3, TOX, HAVCR2, and CTLA-4. When I took the clonotype as the unit of identity, I was
able to identify clonal dysfunctionality. It was most evident in mouse_d25 which was the mouse kept alive the longest. Here I found clonotypes which differentially expressed TOX, LAG3, and PDCD1, indicating dysfunctional clonotypes.

Furthermore, I detected the clonal expression of genes such as TCF7 and IL7R, which have been shown to predict clinical response to immune checkpoint immunotherapy in melanoma [197]. Another clonotype showed high expressions of GZMA and GZMK, as well as high expressions of TIGIT, TOX, and EOMES. Similar exhaustion populations have been described in chronic viral infections [173]. Considering we have different clonotypes exhibiting dysfunction/exhaustion, it would be interesting to study further what these different TCRs are binding.

### 4.5.4 The immune response is specific to each host

I compared all TCR chain clonotypes that were found in the tumor samples of each mouse to see if they had any common clonotypes.

The two clonotypes that were common in all three tumor samples were single TRA chains and present at rather small proportions: neither chain was observed in more than $0.13 \%$ of the cells in any sample (Table 4.9). Considering that these were not paired TRA-TRB chains and that they were represented with a low, and non-increasing frequency of cells, it is likely that these clonotypes were not particularly active in the ongoing intratumoral immune response.

| Clonotype CDR3 | mouse_d15 | mouse_d19 | mouse_d25 |
| :--- | :---: | :---: | :---: |
| TRA:CAASASSGSWQLIF | 0.00073 | 0.00042 | 0.00130 |
| TRA:CAAEANYGNEKITF | 0.00015 | 0.00021 | 0.00017 |

Table 4.9 Shared TCR clonotypes across all tumor samples.

I also compared the TCR chains found in the cells taken from the mouse spleens and found no shared chain.

Our results do not show any evidence of shared immune response to melanoma in the AgRSR mice. This may suggest that individuals subjected to similar antigenic challenges might develop completely different TCR repertoires. This is even more striking if we consider that the mice used in our experiments are almost genetically identical.

### 4.5.5 The immune response is not localized

In Section 4.4.3 I showed that the tumor and spleen samples share multiple clonotypes. Looking at their GEX profiles, we see that their clones are of different cell types. In mouse_d15 and mouse_d19 the common clonotypes with the most cells in either the spleen or the tumor samples are $\mathrm{CD}^{+}$. However, in mouse_d25, the common clones are Tregs expressing CD4 and FOXP3. With this dataset, we were able to show the clonal expansion of Tregs. Additionally, in mouse_d 25 the $\mathrm{CD}^{+}$dysfunctional T cells were not represented in the spleen. However, we do see common clonotypes expressing dysfunctionality signatures within the two other mouse samples.

### 4.5.6 Possible evidence of allelic inclusion

In all of the tumor samples combined, I detected one $\alpha$ and one $\beta$ chain pairing in $74 \%$ $(9,171 / 12,454)$ of cells, two $\alpha$ and two $\beta$ chain recombinants in $1.3 \%(156 / 12,454)$ of cells, and solely two $\alpha$ chain recombinants in $0.56 \%(70 / 12,454)$. 510 cells had only one $\alpha$ chain, and 246 had only one $\beta$. I detected two $\alpha$ and one $\beta$ chain recombinants in 1666 cells out of 12,454 ( $13 \%$ ) of cells, and one $\alpha$ and two $\beta$ chain recombinants in $635(5.1 \%)$ cells. I considered only the clonotypes represented by at least 10 cells. All chains are productive. Even though it is generally accepted that TCRs comprise one $\alpha$ and one $\beta$ chain, these observations are in line with the phenomenon of allelic inclusion described in the literature [227], [30].

A more interesting case can be observed in the mouse_d25 tumor sample dataset. Here we have three clonotypes, clonotype5, clonotype31, and clonotype 44 which clustered tightly based on their GEX profile (see Figure 4.53). Clonotype5 is represented by 246 cells which bear two $\alpha$ and one $\beta$ chains: TRAV14-2, TRAV6-3, and TRBV13-2. Clonotype31 has 30 cells with the chains TRAV6-3 and TRBV13-2, and clonotype44 has 14 cells which bear the chains TRAV14-2 and TRBV13-2. It is possible to see cells with one $\alpha$ and one $\beta$ chain, with additional captures of minor transcripts resulting in multiple chains. In such cases, we would see one $\alpha$ chain with a high UMI count, one $\beta$ chain with a high UMI count, and all the other chains would have low UMI counts. However, looking at Figure 4.54, it is clear that both $\alpha$ chains of clonotype5 have high UMI counts. So here clonotype5 is expressing the same $\alpha$ and $\beta$ chains as clonotype31 and clonotype44 and is expressing an $\alpha$ chain additional to the other two clonotypes. Clonotype5 is more clonally expanded than both clonotype31 and clonotype44. Also, observe that only clonotype5 has cell cycling clones (see the bottom panel of Figure 4.26c which plots the cell cycling cluster). Although the simplest explanation could be that


Fig. 4.53 UMAP of the mouse_d 25 tumor sample $\mathrm{CD}^{+}{ }^{+}$cells colored by clonotype membership.
all these clones, in fact, express the same double- $\alpha$ single- $\beta$ chains on their surface but cellranger vdj could not detect the additional $\alpha$ chains, it is possible that there is a descendant relationship between clonotype5 and the other clonotypes. Additional experiments would be required to investigate this further.



Fig. 4.54 The per cell UMI counts of the mouse_d25 tumor sample clonotypes. These are the UMIs that were picked up with TCR enrichment.

### 4.6 Discussion

Tumor infiltration by cells is considered a proxy to immune response and has been shown to reflect better prognosis in solid tumors [206], [163], [82], [264]. Currently, immunotherapy studies are investigating ways to maintain this immune response, which can, in time, be suppressed by the TME. Reactivating dysfunctional T cells can, in some cases, lead to a sustained immune response [189]. Several recent studies have coupled scRNA-seq and TCR repertoire information to characterize the tumor infiltration in melanoma [235], [197], [140]. However, they provide limited insights as the TCR repertoires they investigate are not particularly tumor-antigen specific. Recent work provides evidence that some intratumoral T cells may be bystanders with no tumor reactivity [219]. To detect T cell clones that are truly able to recognize cancer antigens, we need to be able to identify the repertoire of tumor-reactive TCRs. This is of crucial importance as developing new methods to overcome immune escape in cancer requires a deeper understanding of cancer antigens and TCRs that actually drive the intratumoral immune response.

In this study, I defined the clonal tumor infiltration of T cells in an unbiased manner by linking single-cell RNA sequencing and TCR repertoire datasets which were obtained by using a novel transgenic mouse model that allows for the in vivo identification of activated $T$ cells. In the cells of this animal, the injection of tamoxifen initiates the expression of yellow fluorescent protein (EYFP) in TCR-activated clones. As a DNA mediated event, the expression is inheritable, and the clonally expanded cells remain EYFP ${ }^{+}$.

In collaboration with Dr. James Thaventhiran and Mr. Ty So, by performing FACS and immune profiling of more than $30,000 \mathrm{EYFP}^{+}$cells present in the spleen and tumor, we were able to identify tumor responding Treg, conventional $\mathrm{CD} 4^{+}$, and $\mathrm{CD} 8^{+} \mathrm{T}$ cell clones. Our findings show that tumoral $\mathrm{CD}^{+} \mathrm{T}$ cells comprise similar populations found in human melanoma [140], [197]. By analyzing the GEX profile of tumor-reactive CD8 ${ }^{+}$ T cells, I distinguished different clusters that correlate with different functional states. By coupling the GEX profile with cell level TCR repertoire information, and taking the clonotype as the unit of identity, I detected T cell clones which exhibit different functional states. I was able to detect clonotypes with markers of dysfunctionality such as PDCD1 (PD1 in humans), CTLA-4, TOX, EOMES, and LAG3.

With this mouse model, we fate mapped a clonally diverse population of T cells that are TCR-activated towards melanoma tumors within an experimentally defined time frame. The cells of the tumor sample taken from the mouse kept alive the longest showed a decrease in the CD8 ${ }^{+}$T cell population. Furthermore, the CD8 ${ }^{+} \mathrm{T}$ cell clonotypes
of this mouse showed expression of exhaustion and apparent clustering. Unless in a cell cycling state, dysfunctional CD8 ${ }^{+} \mathrm{T}$ cells exclusively cluster separately indicating a convergent differentiation state which may suggest that although multiple clonotypes are proliferating within the tumor, their intratumoral differentiation state is dictated by their TCR. This separation was not as evident in the two other earlier sacrificed mice. For the immune response, a week might be a significant amount of time. By analyzing the GEX profiles of mice cells harvested at different time points, I was also able to suggest a preferable time of harvest in order to obtain and further study cells exhibiting clear dysfunctionality markers. This would enable to improve the design of further experiments.

With this study, we were able to match clonally expanded TCRs of the tumor with those of the spleen. A majority of expanded T cell clones were shown to have clonallymatched cells present in the secondary lymphoid tissues. Also, by analyzing the GEX profile of the matching clonotypes, I was able to begin elucidating the gene expression activity of different intratumoral T cell clones, and the interplay between local and systemic response to cancer.

I was not able to study the clonality of intratumoral antigen-reactive plasma cells. However, I could speculate that their absence in the tumor is due to cell sorting for CD45 ${ }^{+}$which is expected to be low in plasma cells and plasmablasts [183]. Furthermore, the injection of syngeneic tumor cells could have caused accelerated disease progression which may have prevented the development of a natural immune response which would have been expected in a tumor that occurred spontaneously [225].

I am aware that my findings are not conclusive since we only had single samples with differing conditions taken at different time points. For this reason, it is necessary to conduct further experiments using multiple samples, i.e., technical and biological replicates while controlling for possible batch effects.

This study forms a first proof-of-principle effort for the comprehensive analysis of combined scRNA-seq and TCR profiling of tumor-responsive T cells in-vivo in melanomas. By performing larger scale experiments, it will now be possible to obtain better insights into tumor antigen binding T cells, their receptors, and their functional status in the TME.

## Chapter 5

## Conclusions and future study

William B. Coley, a 19th-century surgeon, may have performed the first application of immunotherapy in cancer when he administered patients with "Coley's mixed bacterial toxins" to treat their inoperable malignant tumors [49]. The field of anti-tumor immunity has since seen numerous milestones: Paul Ehrlich's cancer immunosurveillance hypothesis [61], Ruth and John Graham's cancer vaccine study of a 114 patient cohort [85], evidence of tumor-specific antigens [121], the identification of immune cells including that of B and T lymphocytes and their antigen specificity through receptor diversity [113], and Dunn and Schreiber's cancer immunoediting concept which replaced the immune surveillance hypothesis [58], are amongst the numerous discoveries in the field. Most recently, the independent discoveries of the checkpoint proteins CTLA-4 and PD-1 by James P. Allison and Tasuku Honjo brought them the 2018 Nobel Prize in Physiology or Medicine, and has led to tremendous scientific and clinical breakthroughs in anti-tumor immunity. While ICB therapy has shown great success, its effects are not shared universally, and the results are often not long-lasting [189], [52], [266]. It is necessary to associate the mechanisms that limit durable positive response with ICB therapy in order to transform immunotherapy into a more broadly applicable cancer treatment.

Through numerous genetic and epigenetic alterations, tumors might accumulate neoantigens that can be recognized by the immune system [229]. The anti-tumor immune response involves the innate and adaptive immune components which aim to control tumor growth [153]. While a baseline immune response is well observed, it is not always effective as tumors develop ways of resistance through immune suppression, tolerance, and escape [205], [159]. With the studies on TILs, as well as TLSs, and their associations with patient survival [26], [201], it has become clear that the TME needs to be analyzed in-depth to expose the mechanisms that tumors adopt in order to counter an immune response, and improve the benefits of ICB therapies.

In Chapter 2, I characterized the TME of melanoma metastases. As expected, I found significant infiltration of T lymphocytes, including Tc cells, Th cells, and Tregs. The role of the effector T cells in anti-tumor immunity is well known, and the pre-existing mass of antigen-experienced TILs in the TME has been associated with effective ICB therapies [242], [214], [6], [26]. The role of B cells, on the other hand, remain uncertain [241], [254]. By analyzing gene expression in 12,000+ intratumoral cells at single-cell level, I confirmed the presence of TIL-Bs in melanomas, including CD19+ , CD20 ${ }^{+}$, and plasma B cells, as well as proliferating B cells at various differentiation stages. With known cell type biomarkers, I identified the presence of LTi and Tfh cells, and FRCs, which indicated the formation of intratumoral TLS. The presence of TLS and the abundance of TIL-Bs and TILs suggest a combined effort of B and T lymphocytes in generating an anti-tumor response.

Furthermore, by coupling gene expression profiles with BCR immune repertoires, I was able to detect clonally expanded plasma B cells. The fact that these plasma cells are expressing class-switched antibodies suggests prolonged exposure to the target antigen. The likely presence of TLS and clonally expanded plasma B cells expressing class-switched antibodies at baseline may suggest an ongoing adaptive intratumoral immune response.

Having observed abundant plasma cells and highly clonal antibodies pre-immunotherapy in melanoma metastases, I wanted to study B cell infiltration of tumors pre- and posttherapy with AMD3100, and assess the difference in clonality in the receptor repertoires of intratumoral lymphocytes. AMD3100 has been shown to re-accumulate effector T cells amongst the cancer cells by blocking the CXCL12-CXCR4 axis [65]. I was interested in the effects of this treatment on intratumoral B cells, and whether or not the cooperation of B and T cells would be visible here as well. To this end, as presented in Chapter 3, I reconstructed the B and T cell receptor repertoires of 37 samples taken before and after treatment with AMD3100 from patients with CRC and PDAC. In all of the samples, the number of unique BCR clonotypes was significantly higher than TCR clonotypes, showing intratumoral antibody-secreting plasma cells. IgG and IgA were the most abundant antibody isotypes, further showing that the majority of the detected Ig clonotypes were expressed by B cells that have encountered an antigen and differentiated into plasma and memory B cells. These findings strongly suggest B cell infiltration, and the presence of plasma cells inside the CRC and PDAC tumors I studied.

Moreover, in some patients, the B cell infiltration increased after treatment, which may be a result of the AMD3100 treatment. In a recent study, patients who did not show a positive response to PD-1 inhibitor therapy had a greater increase in clonotype diversity among B and T cells [266]. Based on these findings, I decided to identify patients with
highly clonal BCRs. Although these patients were not administered with anti-PD-1 therapy, they may already have an ongoing anti-tumor immune response and may be good candidates for an ICB therapy.

In both studies, I was able to show an intratumoral immune response involving both B and T lymphocytes. However, we cannot conclude that these cells were necessarily recognizing tumor-specific antigens. While high clonality may suggest tumor-reactive antibodies and effector T cells, alternative explanations are also possible: the proliferation of the actual tumor-reactive T cells may have been hindered by exhaustion [235], and the antibodies may be in response to a non-tumor antigen. In addition, recent work provides evidence of bystander T cells with no tumor reactivity [219]. In Chapter 4, I analyzed $30,000+\mathrm{CD} 45^{+}$CD11B-EYFP ${ }^{+}$cells harvested from the tumor and spleen of the AgRSR mouse in order to unambiguously determine which specific B and T cells contribute to anti-tumor immunity. In the cells of this mouse model, the injection of tamoxifen leads to the expression of yellow fluorescent protein (EYFP) in activated B and T cells. As a DNA mediated event, the clonally expanded daughter cells remain EYFP ${ }^{+}$. With this mouse model, we were able to fate map a clonally diverse population of TCR-activated T cells responding to melanoma tumors within an experimentally defined time frame. I identified clonally expanded tumor-reactive Treg, $\mathrm{CD} 4{ }^{+}$, and $\mathrm{CD} 8^{+} \mathrm{T}$ cell clones and the CD8 ${ }^{+}$T cells comprised similar populations found in human melanoma [140], [197]. By analyzing the GEX profile of tumor-reactive CD8+ ${ }^{+}$cells, I distinguished clusters that correspond to different functional states. Furthermore, by linking the GEX profile with cell level TCR repertoire information, and taking the clonotype as the unit of identity, I detected T cell clones which exhibit different functional states. I was able to detect clones with markers of dysfunctionality.

Additionally, in this study, being able to profile gene expression simultaneously with the TCR repertoire at a single cell level, I was able to match clonally expanded TCRs of the tumor with those of the spleen and partially assess their activation status. This allowed me to investigate the interplay between local and systemic response to cancer. The immunosuppressive effects of the TME were evident in the dysfunctional intratumoral T cell clones. Unfortunately, I was not able to study the clonality of intratumoral antigenreactive B cells. However, I can speculate that cell sorting for CD45 ${ }^{+}$may have discarded plasma cells and that the injection of syngeneic tumor cells may have caused accelerated disease progression limiting the development of a natural immune response as suggested in [225].
scRNA-seq is an ideal method to study AgRs as it allows for the reconstruction and pairing of receptor chains within a single cell. In Chapter 2, I recovered the AgR
repertoires of melanoma metastases. The patient2 sample demonstrated a highly clonal Ig repertoire in which the most dominant clonotype showed both class-switching and possible SHMs. This intratumoral antibody may be generating an immune response towards a possible melanoma tumor-antigen. With RNA-seq, it is not possible to pair Ig heavy and light chains with full certainty. However, detecting a highly dominant antibody in the melanoma tumor suggested the opportunity of finding such highly clonal antibody heavy and light chains in the CRC and PDAC samples that where sequenced using RNA-seq. Indeed, in patients 2 , 11 , and especially 25 , I was able to detect heavy and light Ig chains that were clonal enough to pair. All the reconstructed antibody sequences are given in Appendix A. These sequences could allow one to have the specific antibody expressed in mammalian cells. These antibodies could, in turn, be used to find the tumor antigens they bind by using in-vitro screening methods.

In immunotherapy, it is crucial to determine which patients can gain the most benefit from treatments, and what the best biomarkers are to guide treatment decisions. While T cells have been studied in depth to reveal that response to ICB favors pre-existing T cell infiltration in tumors [26], TIL-Bs have only recently incited interest [241], [254]. In Chapter 2 of this thesis, I characterized the TME of melanoma tumors prior to immunotherapy. Using scRNA-seq coupled with targeted AgR enrichment allowed me to determine clonally expanded, antigen-challenged immune components. Immediate future work could be to study all the patients in the MelResist clinical trial [51] using the same technique, with samples taken both pre- and post-immunotherapy. This could lead to finding the effect of baseline TIL-Bs and TLSs, as well as detecting possible B cell related biomarkers towards a positive patient response. Furthermore, we can determine the fate of the clonally expanded antibodies post-immunotherapy and find candidate antibodies for tumor-antigen detection.

In parallel, while in Chapter 3 I had access to pre- and post-treatment data from a larger cohort, it would be beneficial to use a single-cell RNA-seq and targeted AgR enrichment protocol to retrieve the gene expression profiles and VDJ sequences simultaneously from single B cells before and after treatment. By using this approach, we could obtain the activation and differentiation status of each cell and thus potentially identify the Igs which recognize highly immunogenic antigens in the tumor. These antibodies would, in turn, allow for the identification of antigens that drive intratumoral adaptive immune response. Either future work would benefit the field of cancer immunology by further helping to interpret the mechanisms regulating the interactions between the immune system and the TME, and possibly expand the benefits of immunotherapy to more patients.

To conclude, this thesis aimed to investigate anti-tumor immunity by characterizing the TME and the antigen receptor repertoires associated with intratumoral immune responses. I hope that the findings presented in Chapters 2 and 3 will further ignite interest in the role of B cells in anti-tumor immunity, while Chapter 4 establishes a solid analytical groundwork for further experiments.
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## Appendix A

## Reconstructed clonotype sequences

## A. 1 Chapter 2 - Melanoma


#### Abstract

$>$ P2.BCR1.H\{IGHV5-51:IGHD1-26:IGHJ3:IGHG2\} TCTTGCATCATACTTCTTTTCTTATATGGGGGAGTCTCCCTCACTGCCCAGCTGGGATCTCAGGGCTTCA TTTTCTGTCCTCCGCCATCATGGGGTCAACCGCCATCCTCGCCCTCCTCCTGGCTGTTCTCCAGGGAGTC TGTGGCGAGGTGCAGCTGGAGCAGTCTGGAGGAGAGGTGAAGAAGCCGGGGGAGTCTCTGAAGATCTCCT GTAAGGCTTCTGGATACAGATTTACCAGCTTTTGGATCGTCTGGGTGCGCCAGATGCCCGGAAAAGGCCT GGAGTGGGTGGGGATCATCCATCCTGGTGACTCCGATATTAGTTACAGCCCGTCTTTTGAAGGCCACGTC ACCCTGTCAGCCGACAGGTCCAGCACCACCGCCTACCTGCAGTGGGACAGCCTGAAGGCCTCGGACAGCG CCATGTATTACTGTGCGAGAAGGGTGGGAGCTACCTCTGCTTTTGATATCTGGGGCCTAGGGACACTGGT CACCGTCTCTTCAGCCTCCACCAAGGGCCCATCGGTCTTCCCCCTGGCGCCCTGCTCCAGGAGCACCTCC GAGAGCACAGCGGCCCTGGGCTGCCTGGTCAAGGACTACTTCCCCGAACCGGTGACGGTGTCGTGGAACT CAGGCGCTCTGACCAGCGGCGTGCACACCTTCCCAGCTGTCCTACAGTCCTCAGGACTCTACTCCCTCAG CAGCGTGGTGACCGTGCCCTCCAGCAACTTCGGCACCCAGACC ```> P2.BCR1.L{IGLV3-25:IGLJ2:IGLC3}```

GATCCTGCTTCTTCTTCTTCCTCTTGTCGCCTGTGCTGCCCCCACAGCTGGTTTGGGTGACATCTCTCCA GGAGGAGTCCCAGAGGAAGTAAATTTGCATAAACACCAAACACTGACTACCCTAAAAAGCCTGAGAGAGA ATAAGAGAGGCCTGGGGAGCCTAGCTGTGCTGTGGGTCCAGGAGGCAGAACTCTGGGTGTCTCACCATGG CCTGGATCCCTCTACTTCTCCCCCTCCTCACTCTCTGCACAGACTCTGAGGCCGCCCATGAGTTGACACA GCCACCCTCGGTGTCAGTGTCCCCAGGACAGACGGCCAGAATCACCTGCTCTGGAGATGGATTGTCAAAG CAGTATGTTCATTGGTACCAGGCGAAGCCAGGCCAGGCCCCTGTCTTGGTGATATATAAAGACACTGAGA GGCCCCCAGGAATCCCTGAGCGATTCTCTGCCTCCAGCTCAGCGACGACAGTCACATTGACCATTAGTGG AGTCCAGGCAGAGGACGAGGCTGACTATTATTGTCAATCGGGAGACAGCCGTCTTACTTTTGTGGTTTTT GGCGGCGGGACCAAGCTGACCGTCCTACGTCAGCCCAAGGCTGCCCCCTCGGTCACTCTGTTCCCGCCCT CCTCTGAGGAGCTTCAAGCCAACAAGGCCACACTGGTGTGTCTCATAAGTGACTTCTACCCGGGAGCCGT GACAGTGGCCTGGAAGGCAGATAGCAGCCCCGTCAAGGCGGGAGTGGAGACCTCCACACCCTCCAAACAA AGCAACAACAAGTACGCGGCCAGCAGCTATCTGAGCCTGACGCCTGAGCAGTGGAAGTCCCACA


Listing A. 1 Sequences of tumor-antigen specific antibody candidate

## A. 2 Chapter 3-CRC

```
> Pat02.H{IGHV1-69:IGHD3-22:IGHJ4:IGHG1}
TCTAAAGAAGCCCCTGGGAGCACAGCTCATCACCATGGACTGGACCTGGAGGTTCCTCTTTGTGGTGGCA
GCAGCTACAGGTGTCCAATCCCAGGTCCAGTTGCTACAATCTGGGGCTGAGGTGAAGAAGCCTGGGTCCT
CGGTGAAGGTCTCCTGCAAGGCTTCTGGAGGCATCCTCAGCACCGATAGTATCAGCTGGGTGCGACAGGC
CCCGGGACAAGGGCTTGAGTGGATGGGAAGGATCATCCCTATCCTTGGTAGAGCAAACTACGCACAGACG
TTCCAGGGCAGAGTCACAATTATCGCGGACAGATTTACGAACACAGTCGAGATGGAGCTGAGCAGCCTGA
GATCTGAGGACTCGGCCGTCTATTTCTGTGTGAACGGCATATCAGATAGTCGTGGTCGCTACTACTTTGA
CTACTGGGGCCAGGGAACCCTGGTCACCGTCTCCTCAG
> Pat02.L{IGKV1-39:IGKJ1:IGKC}
TGCAACCTGAAGATTTTGCAACTTACTACTGTCAACAGAGTTACAGTACCTGGTGGACGTTCGGCCAAGG
GACCAAGGTGGAAATCAAA
```

Listing A. 2 Sequences of tumor-antigen specific antibody candidate reconstructed from patient 2

```
> Pat11.H{IGHV3-30:IGHD1-7:IGHJ4:IGHA2}
CACGCTGTATCTGCAAATGAACAGTCTGAGAGGTGAGGACTCGGCTGTGTATTACTGTGCGAAAGAAGAA
CTACGACGAGGGCCCCATGACTACTGGGGCCAGGGAACCCTGGTCACCGTCTCCTCAG
> Pat11.L{IGKV1-39:IGKJ1:IGKC}
TCTGCAACCTGAAGATTTTGCAACTTACTTCTGTCAACAGAGTTACATTACCCCTCGGACGTTCGGCCAA
GGGACCAAGGTGGAAATCAAA
```

Listing A. 3 Sequences of tumor-antigen specific antibody candidate reconstructed from patient 11

## A. 3 Chapter 3 - PDAC

```
> Pat25.H{IGHV3-30:IGHD6-13:IGHJ4:IGHG2}
GAACACGCTGTTTCTGCAAATGAACAGCCTGAGAAGTGAGGACACGTCTATGTATCACTGTGCGAAGGAT
TTGAGAGGCAACAGCTGGTCTTTTGACTACTGGGGCCAGGGAACCCTGGTCACCGTCTCCTCAGCCTCCA
CCAA
> Pat25.L{IGLV2-14:IGLJ3:IGLC2}
TCTCAGGAGGCAGCGCTCTCGGGACGTCTCCACCATGGCCTGGGCTCTGCTATTCCTCACCCTCCTCACT
CAGGGCACAGGGTCCTGGGCCCAGTCTGCCCTGACTCAGCCTGCCTCCGTGTCTGGGTCTCCTGGACAGT
CGATCACCATCTCCTGCACTGGAACCAGCAGTGACGTTGGTGGTTATAATTATGTCTCCTGGTACCAACA
GCACCCCGGCAAAGCCCCCAAACTCATAATTTTTGATGTCAATGATCGGCCCTCAGGGGTTTCTAATCGC
TTCTCTGGCTCCAAGTCTGGCAACACGGCCTCCCTGACCATCGCTGGGCTCCAGGCTGAGGACGAGGCTC
ATTATTACTGCAGCTCATATGCAATCACTAATTCTCTCGTTTTCGGCGGAGGGACCGAGCTGACCGTCCT
A
```

Listing A. 4 Sequences of tumor-antigen specific antibody candidate reconstructed from patient

## Appendix B

## Supplementary Figures



Fig. B. 1 (a) plots the percentage of UMI originating from mitochondrial genes against the library size and (b) against the detected gene counts of the patient1 and patient2 samples. Each point represents a cell. Color denotes whether an AgR was detected in a cell or not.

(a) Communities detected with WalkTrap


(b) Communities detected with Louvain

Fig. B. 2 The patient2 sample projected onto 2D space with UMAP where each point corresponds to a cell. Clusters are colored by membership as detected by the (a) WalkTrap and (b) Louvain algorithms. There are 27 distinct clusters in (a), and 15 in (b).


| $\begin{aligned} & \text { IGH } \\ & \text { IGL } \end{aligned}$ | IGHV5-51*01 IGLV3-25*03 | IGHD... | IGHJ3**... <br> IGLJ2**. | IGHG... IGLC... | 157 |
| :---: | :---: | :---: | :---: | :---: | :---: |
| 1GH | IGHV3-21*02 <br> IGKV1-5*01 | IGHD... | IGHJ6**... IGKJ1* | IGHG... | 19 |
| IGH IGL | IGHV3-9*01 <br> IGLV1-41*01 | IGHD... | IGHJ6**. <br> IGLJ2** | IGHA... IGLC... | 7 |
| IGL | IGLV3-25*03 |  | IGLJ2**... | IGLC... | 7 |
| IGH IGK | IGHV3-53*01 <br> IGKV3D-15*01 | IGHD... | IGHJ5*... <br> IGKJ2** | IGHG... IGKC... | 6 |
| IGH <br> IGK IGL | IGHV5-51*01 <br> IGKV3-11*01 <br> IGLV3-25*03 | IGHD... | IGHJ3**. IGKJ3**. IGLJ2*. | IGHG... IGKC... IGLC... | 5 |
| IGH IGL | IGHV3-23D*01 IGLV4-69*02 | IGHD... | IGHJ4**. <br> IGLJ3**.. | IGHG... IGLC... | 4 |
| IGH <br> IGK IGL | IGHV5-51*01 <br> IGKV3D-15*01 <br> IGLV3-25*03 | IGHD... | IGHJ3*... <br> IGKJ2*... <br> IGLJ2**. | IGHG... <br> IGKC... <br> IGLC... | 4 |
| IGH | IGHV1-2*02 | IGHD... | 1GHJ6*... | IGHG... | 3 |
|  | IGHV3-74*01 <br> IGKV1-39*01 | IGHD... | IGHJ4**.. <br> IGKJ2**.. | IGHA... IGKC... | 3 |
|  | IGHV4-34*01 <br> IGKV4-1*01 | IGHD... | IGHJ4**. IGKJ1*.. | IGHG... IGKC... | 3 |
| 110 clonotypes from 334 barcodes (3) |  |  |  |  | $\pm$ |
| Filler By Cor3 Soquence |  |  |  |  |  |
|  | 3 Amino - | Enter Full or Partial CDR3 |  |  | $\times$ |

Fig. B. 3 Screenshot of the Loupe VDJ browser opened with the BCR repertoire of the patient2 sample.


| TRB | TRBV28*01 |  | TRBJ2... | TRBC... | 1 |
| :---: | :---: | :---: | :---: | :---: | :---: |
| TRB | TRBV3-1*01 | TRBD... | TRBJ2... | TRBC... | 1 |
| TRB | TRBV30*01 |  | TRBJ1... | TRBC... | 1 |
| TRB | TRBV4-1*01 | TRBD... | TRBJ2... | TRBC... | 1 |
| TRB | TRBV4-1*01 | TRBD... | TRBJ2... | TRBC... | 1 |
| TRB | TRBV5-1*01 | TRBD... | TRBJ2... | TRBC... | 1 |
| TRB | TRBV5-1*01 | TRBD... | TRBJ2... | TRBC... | 1 |
| TRB | TRBV5-1*01 | TRBD... | TRBJ2... | TRBC... | 1 |
| TRB | TRBV5-4*01 | TRBD... | TRBJ1... | TRBC... | 1 |
| TRB | TRBV5-6*01 | TRBD... | TRBJ2... | TRBC... | 1 |
| TRB | TRBV5-8*01 | TRBD... | TRBJ2... | TRBC... | 1 |
| TRB | TRBV6-1*01 | TRBD... | TRBJ2... | TRBC... | 1 |
| TRB | TRBV6-5*01 | TRBD... | TRBJ1... | TRBC... | 1 |
| TRB | TRBV6-5*01 | TRBD... | TRBJ2... | TRBC... | 1 |
| TRB | TRBV6-6*01 | TRBD... | TRBJ1... | TRBC... | 1 |
| TRB | TRBV6-6*01 | TRBD... | TRBJ1... | TRBC... | 1 |
| TRB | TRBV7-2*01 | TRBD... | TRBJ1... | TRBC... | 1 |
| TRB | TRBV7-2*01 | TRBD... | TRBJ2... | TRBC... | 1 |
| TRB | TRBV7-3*01 | TRBD... | TRBJ2... | TRBC... | 1 |
| TRB | TRBV7-8*01 | TRBD... | TRBJ2... | TRBC... | 1 |
| TRB | TRBv9*01 | TRBD... | TRBJ1... | TRBC... | 1 |
| TRB | TRBV9*01 | TRBD... | TRBJ2... | TRBC... |  |
| 453 clonotypes from 717 barcodes (3) |  |  |  |  | $\stackrel{1}{4}$ |
| Filter 8y cor3 Sequence |  |  |  |  |  |
|  | 3 Amino | Enter Full or Pa | Partial CDR3 |  | $\times$ |

Fig. B. 4 Screenshot of the Loupe VDJ browser opened with the TCR repertoire of the patient2 sample.


Fig. B. 5 Clonotype projection of the patient1 sample. UMAP embedded data is colored by clonotype membership. A BCR was not detected in cells colored with dark gray.


Fig. B. 6 Clonotype projection of the patient2 sample. UMAP embedded data is colored by clonotype membership. A BCR was not detected in cells colored with dark gray.


(a) Before correction

(b) After correction

Fig. B. 7 Overlays of cell cycle phase on the UMAP of the patient2 sample before and after cell cycle correction of gene expression. Each point represents a cell.
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Fig. B. 8 Overlays of each metadata on the UMAP of the patient2 sample after cell cycle correction of gene expression. Each point represents a cell.


Fig. B. 9 Overlays of selected gene expressions, colored from low (gray) to high (red), on the UMAP of the patient2 sample after cell cycle correction. Each point represents a cell.

(b) patient2 sample

Fig. B. 10 t-SNE projections of the most clonal antibody's heavy and light V genes' UMI fractions.


Fig. B. 11 Most highly expressed genes in the cells with high ( $>0.5$ ) IGLV and IGHV expression. Gene expressions are normalized and log2-transformed.
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Fig. B. 12 I remove cells with mitochondrial content greater than 3 MADs and with total genes detected less than 600,600 , and 500 , in samples mouse_d15, mouse_d19, and mouse_d25 respectively.


Fig. B. 13 Average UMI count correlation between kept and dropped cells.


Fig. B. 14 Cluster biomarkers of mouse_d15.



Fig. B. 16 Cluster biomarkers of mouse_d25.
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Fig. B. 17 CD8 expression in the clusters of tumor samples. In mouse_d15, I subsetted on clusters $1,2,3,4,5,6,9,10,11$ (top panel), in mouse_d19 on clusters 1,5,7,8,10,12,13,14 (middle panel), and in mouse_d 25 on $1,3,4,6$ (bottom panel). From each cluster, I only took the cells with a positive UMI count for the CD8 gene.


Fig. B. 18 Clonotype biomarkers of mouse_d15 calculated using the Welch t-test to identify differentially expressed genes.


Fig. B. 19 Clonotype biomarkers of mouse_d15 calculated using the Wilcoxon rank sum test to identify differentially expressed genes.


Fig. B. 20 Clonotype biomarkers of mouse_d19 calculated using the Welch t-test to identify differentially expressed genes.


Fig. B. 21 Clonotype biomarkers of mouse_d19 calculated using the Wilcoxon rank sum test to identify differentially expressed genes.


Fig. B. 22 Clonotype biomarkers of mouse_d25 calculated using the Welch t-test to identify differentially expressed genes.


Fig. B. 23 Clonotype biomarkers of mouse_d25 calculated using the Wilcoxon rank sum test to identify differentially expressed genes.


Fig. B. 24 Clonotype proportions within cell cycle phases.


Fig. B. 25 mouse_d15 biomarkers.


[^0]:    ${ }^{1}$ Sections 4.2.1 and 4.5.2 describe the thymic selection and provide cases of possible mature $\mathrm{CD} 4{ }^{+} \mathrm{CD} 8{ }^{+}$ T cells.

[^1]:    ${ }^{2}$ De Bruijn graphs, named after Nicolaas Govert de Bruijn, are directed graphs that represent overlaps between sequences of symbols [54]. Every possible $(k-1)-m e r$ of the given symbol sequence is assigned to a node and edges connect any two nodes that have a consecutive perfect overlap of $(k-2)-m e r$, which means that the two nodes are the prefix and the suffix of a $k$-mer from the input sequence. The edges correspond to this $k$-mer. De Bruijn graphs can be used for the de novo assembly of sequencing reads by determining which reads should be concatenated to form sequence contigs. Possible contigs are produced by traversing a graph of sub-reads (sequences of nucleotides) of length $L$ that overlap consecutively by $L-1$ bases. For example, in transcriptomics, each path in a de Bruijn graph would represent a possible transcript.

[^2]:    ${ }^{1}$ It should be noted that the enrichment kits target neither the constant regions of TCR $\gamma$ and $\delta$ chains, nor the IgE antibody. However, it is possible to design custom primers to capture these sequences.
    ${ }^{2}$ Changes to the assembly algorithm allow V(D)J libraries to be sequenced at $26 \times 91 \mathrm{bp}$ instead of $150 \times 150 \mathrm{bp}$. This enables $\mathrm{V}(\mathrm{D}) \mathrm{J}$ and GEX libraries to be sequenced in a single run. So while our sequencing step was cutting costs and simplifying the workflow by increasing the sequencing length of the GEX libraries, 10x Genomics achieved this via improving their assembly algorithm which allowed for the shortening of the $\mathrm{V}(\mathrm{D}) \mathrm{J}$ read configuration.

[^3]:    ${ }^{3}$ For the patient1 sample, I do not have evidence of the actual cell count being 14,000 . This load was requested by the sequencing facility, but the actual numbers were not counted, but for the patient2

[^4]:    ${ }^{5}$ Cell Ranger Version 3.1 was deployed after the completion of this study

[^5]:    ${ }^{6}$ Sequencing saturation is the measure of the fraction of the total number of different transcripts in the final library that was sequenced. The inverse of this measure would be a proxy for the number of additional reads it would take to detect a new transcript. As sequencing depth increases, so does the number of observed genes, but then this reaches a saturation point where no new genes are detected.

[^6]:    ${ }^{7}$ WalkTrap detected 20 communities for the patient1 sample and 27 for the patient2 sample, whereas Louvain detected 14 and 15 communities for each sample, respectively.

[^7]:    ${ }^{1}$ It is important to note that, a number of clinical trials looking at the efficacy of ICIs in microsatellite-instability-high (MSI-H) CRC [90], reported the objective response rate to be between $30 \%$ and $52 \%$ [170].

[^8]:    ${ }^{2}$ In statistics, bootstrapping is a resampling method used to estimate statistics of a population by sampling a dataset with replacement [60]. A confidence interval can be calculated to bound the estimate.

[^9]:    ${ }^{1}$ Lymphocyte homing receptors are molecules that enable cell adhesion

[^10]:    "Ideal" here means a desired separation in terms of biologically meaningful clusters. One may use the modularity score as a measure of good separation (which is of course only a technical measure and not a biologically informative one) but considering there is no right or wrong clustering, it is best to inspect the clusters in terms of gene expression.

