
1. Introduction
The inter-annual variability of temperatures in the tropical lower stratosphere is of interest since temperature in 
this region controls the entry of water vapor into the stratosphere which can then modify the surface radiative 
balance (Fueglistaler et al., 2014). The chemical composition of the stratosphere is strongly impacted by the bal-
ance reached between the circulation, radiation and chemistry in this region. A number of trace species including 
ozone, water vapor, and stratospheric aerosols in this region have significant climate impacts. Temperatures in 
the tropical lower stratosphere are closely coupled to these trace species and thus to their influence on the energy 
balance of the climate system. Despite their importance, temperatures in this region exhibit more uncertainty 
in reanalysis datasets than in any other region in the atmosphere below 10 hPa (see Hersbach et al., 2020, their 
Figure 11). A detailed understanding of the processes that determine temperatures in this region is thus desirable.

The inter-annual variability in dynamical heating arising from changes in upwelling in the Brewer-Dobson cir-
culation has been identified as a main contributor to this temperature variability (Fueglistaler et al., 2014). An 
increase in upwelling decreases temperature below radiative equilibrium by adiabatic cooling. It also changes the 
transport of ozone, water vapor and aerosol—all radiatively active trace species. These species induce local and 
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controlled by transport and is positively correlated to the upwelling. This ozone-transport feedback acts to 
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Plain Language Summary Temperatures in the lower stratosphere vary substantially from year to 
year and play a major role in determining the composition of the stratosphere, which in turn plays an important 
role in Earth’s energy budget. Understanding this variability is thus key to understanding the properties of 
the stratosphere. We calculate the amount of heating due to changes in four main factors (circulation, ozone, 
water vapor, and aerosol). This allows us to decompose the observed temperature changes into these main 
factors with good agreement during the time period studied (1984–2019). Our method also allows us to analyze 
anomalously large temperature changes such as those during volcanic eruptions and the recent disruption in 
the Quasi-biennial oscillation. We find that ozone changes play a key role throughout the time period analyzed. 
Our findings indicate that temperature changes related to composition (particularly ozone) are critical in 
determining the variability of temperatures in the lower tropical stratosphere. They highlight the need to 
validate these processes in global models.
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non-local changes to the radiative balance. Several studies have focused on this interaction in the tropical lower 
stratosphere, in the time mean and for the seasonal cycle (Charlesworth et al., 2019; Forster et al., 1997; Ming 
et al., 2017). These studies make use of single column radiative calculations, typically assuming that the dynam-
ical heating is fixed, and have proved to be instrumental in understanding the contribution of radiative transfer to 
temperature variability in this region.

This work builds on previous such studies but focuses on quantifying the different contributions of the dynam-
ical heating and the radiative heating to the temperature inter-annual variability. As observation systems and 
reanalysis models have improved, the temperature variability in the tropical lower stratosphere has become better 
constrained with good agreement between the modern reanalysis datasets (ERA-Interim, JRA-55, MERRA-2, 
and CFSR) and radio occultation measurements particularly after the year 2000 (Tegtmeier et al., 2020). Since 
temperature is well constrained and dynamically linked to upwelling and radiatively linked to changes in trace 
species, understanding the temperature variability is particularly relevant to elucidating the properties of the 
Tropical Tropopause Layer (TTL) (Fueglistaler et al., 2014).

In this study, we test the importance of large scale upwelling and trace gas changes to temperature variability using 
a single column clear-sky radiative calculation that is continuously perturbed. We show that we can successfully 
reconstruct the time series of inter-annual variability and quantify the contributions of the various perturbations. 
We demonstrate that ozone changes are of similar importance to dynamical variability on inter-annual timescales, 
extending results from previous studies that emphasized the role of ozone in determining the time-mean structure 
of the TTL (Charlesworth et al., 2019; Thuburn & Craig, 2002) and the large seasonal cycle in TTL temperatures 
(Chae & Sherwood, 2007; Fueglistaler et al., 2011; Gilford & Solomon, 2017; Ming et al., 2017).

A significant part of the ozone variability is driven by the Quasi-biennial oscillation (QBO) which dominates the 
variability of the tropical stratosphere. The QBO is characterized by descending bands of zonal winds, alternating 
between eastward and westward. Eastward (vertical) shear is associated with anomalously warm temperatures, 
while westward shear is associated with anomalously cold temperatures, consistent with thermal wind balance. 
These are further associated with a secondary meridional circulation (Plumb & Bell, 1982), with relative ascent 
in eastward shear zones and descent in westward shear zones. Below about 20 hPa, photo-chemical lifetimes of 
ozone are long and transport dominates the ozone budget (see e.g., Nagashima et al., 1998). Increased down-
welling leads to higher ozone mixing ratios. Hence there is a large component of QBO variability in ozone (Pahl-
avan et al., 2021). We find that although a large part of the ozone variability is indeed related to the QBO, a large 
non-QBO component is also present. Both contribute substantially to inter-annual variability in temperatures.

Another important contribution arises from explosive volcanic eruptions that emit aerosol into the stratosphere. 
This aerosol warms the lower stratosphere (Robock, 2000). During the time period we analyze, the Pinatubo vol-
canic eruption in 1991, in the tropics, is the largest contributor, although the effects of smaller eruptions are also 
noted. By including a simple representation of the eruptions using the observed aerosol optical depth, we are able 
to reproduce the observed temperature signal following the Pinatubo volcanic eruption.

The other contributions to temperature come from water vapor variations which are modulated by temperatures 
at the cold point and from the increase in carbon dioxide in the atmosphere.

The calculations in this work make a clear sky assumption and do not explicitly simulate dynamics or transport. 
Instead we impose distributions of trace species from observations and adiabatic heating inferred from upwelling 
taken from the ERA5 reanalysis. The calculations do not explicitly model potential feedbacks between these driv-
ers, such as transport effects or meridional circulations driven by diabatic heating. Nonetheless our calculation 
does provide insight into these interactions. We find that the ozone change amplifies the temperature response 
to the dynamical heating. Increases in upwelling are correlated to decreases in ozone (e.g., Randel et al., 2007). 
Both of these changes lead to a decrease in temperature. This positive feedback of ozone onto temperatures can 
be described as an increase in radiative timescales or as an increase in the effective dynamical heating and we 
present estimates of these quantities.

The paper is organized as follows. Section 2 describes the methodology that extends single column radiative cal-
culations to inter-annually varying perturbations. Section 3 describes the data and radiative code. We discuss the 
contributions of various perturbations to temperature in Section 4 and quantify the QBO contribution in Section 5. 
The QBO 2016 disruption is studied in more detail in Section 5.1. Section 6 focuses on the modification of radi-
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ative damping resulting from ozone. Finally, in Section 7, we discuss and summarize our results. The appendix 
contains details of the correlation between our radiative calculation and ERA5 temperatures (Appendix A), fur-
ther details of the carbon dioxide linear trend on temperature (Appendix B) and a brief summary of the POP anal-
ysis (Appendix C). We also provide a Supporting Information S1 file that contains additional plots of relevance.

2. Inter-Annually Evolving Fixed Dynamical Heating
Consider the thermodynamic equation in the Transformed Eulerian Mean framework (Andrews et al., 1987), 
neglecting eddy terms which are small,

��� = �rad −�∗ � − �∗ ��� = �rad(�, � ) +�dyn, (1)

which predicts the rate of change of zonal mean temperature, �  , with time, t where (.) represents a zonal mean. 
The dynamical heating, �dyn , is defined by the second equality in Equation 1. �∗ and �∗ are the horizontal and 
vertical components of the mean residual velocity respectively. We calculated the inter-annual variability in the 
meridional advection term of the dynamical heating (not shown) and found it to be small. Hence it is neglected 
in this work. y is the meridional coordinate. � = ��� + �� ∕� is a measure of the static stability where z is the 
log-pressure height. z = −H  log(σ) where H is a scale height taken to be 7 km and σ = p/p0 where p is pressure 
and p0 = 1,000 hPa. κ = R/cp ≃ 2/7 where R is the gas constant for dry air and cp is the specific heat at constant 
pressure. The radiative heating, �rad , depends, in general, on temperature, �  , and the distributions of various 
radiatively active components, �  , including clouds, aerosols and trace gases.

A common method for estimating the temperature change resulting from a perturbation in trace gas is the Fixed 
Dynamical Heating (FDH) calculation. The FDH calculation assumes that for a given perturbation, the dynamical 
heating remains the same as the unperturbed state, allowing the new temperature required to reach radiative equi-
librium to be calculated. This method was modified by Forster et al. (1997) to study seasonally evolving forcings 
by allowing the dynamically heating to evolve with time and iterating to a new seasonal cycle in temperatures. 
This method is called the seasonally evolving fixed dynamical heating (SEFDH) calculation and has provided in-
sight into radiative processes at play in the tropical lower stratosphere on seasonal timescales. We further modify 
this calculation and introduce the inter-annually evolving fixed dynamical heating calculation (IEFDH) as meth-
od of estimating the contributions of inter-annually varying changes in trace gas concentrations on temperatures.

The unperturbed state of the stratosphere is defined as the state in which the radiative heating is balanced by 
dynamical heating:

�
◦

rad = �rad(�
0, �

0
) = −�

◦

dyn, (2)

where (⋅)° denotes the unperturbed state. The radiative heating in the unperturbed state, �
◦

rad , is calculated using 
the time mean values of temperature, �

0
 , and mixing ratios of trace species, �0 . Equation 2 is then used to cal-

culate the time mean �
◦

dyn .

The system is now perturbed by imposing the inter-annual variation in a trace species in the stratosphere. The 
trace species are represented by �  and include ozone (O3), water vapor (H2O), carbon dioxide (CO2) and aerosols. 
Note that we apply perturbations individually. For example, ozone is allowed to vary whilst all other trace species 
are held at their time mean values. Temperature, �  , evolves forward as

��� = �rad(�, � ) +�
◦

dyn, (3)

where we assume that the dynamical heating does not change �
◦

dyn = −�
◦

rad .

Temperature changes that are used to update temperature at each time step as calculated using:

��Δ� = �rad(�, � ) −�rad(�
0, �

0
), (4)

This method is called the IEFDH calculation. Note that unlike the FDH and SEFDH methods, the IEFDH calcu-
lation does not reach equilibrium as the system is continuously being perturbed.
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Finally, following a similar method to Ming et al. (2017), we estimate the temperature changes associated with 
the upwelling by modifying the IEFDH calculation and allowing the dynamical heating to vary. We calculate the 
inter-annual variation in dynamical heating, Δ�dyn , using ERA5 data as −�∗ � and impose this as a perturbation 
whilst keeping trace gas concentrations, �0 , fixed. Temperatures follow:

��� = �rad(�
0, � ) −�∗ � (5)

3. Data and Methods
Ozone and water vapor mixing ratios are obtained from the Stratospheric Water and OzOne Satellite Homog-
enized (SWOOSH) data set (Davis et al., 2016; Tummon et al., 2015) which is formed from a combination of 
measurements from five limb and solar occultation satellites from 1984 to 2015, namely: SAGE-II/III, UARS 
HALOE, UARS MLS, and Aura MLS instruments. We use the anomaly filled time series from SWOOSH. Values 
below 316 hPa are obtained by linear interpolation to the surface values from the ERA5 data set. The results in 
this paper are not sensitive to this choice of method for in-filling tropospheric data. This was tested by perturbing 
tropospheric profiles within reasonable bounds and noting that the effect on the results presented here was neg-
ligible. Stratospheric aerosol optical depth at 525 nm is obtained from GloSSAC v2.0 (Kovilakam et al., 2020; 
NASA/LARC/SD/ASDC, 2018). The trace gas data and stratospheric aerosol optical depth data are retrieved as 
monthly data which is then linearly interpolated to daily data. The inter-annual variations in ozone and water 
vapor are plotted in Figures S1 and S2 of Supporting Information S1 respectively.

Temperature and wind data are taken from the ERA-5 reanalysis data set covering the period 1984 to 2019 (with 
ERA 5.1 for the period 2000 to 2006) (C3S, 2017; Hersbach et al., 2020), using data retrieved at a horizontal 
resolution of 1°, at 3-hourly analysis time intervals and on 137 model levels. Transformed Eulerian Mean residual 
velocities are calculated on the original retrieved data before being interpolated to the grids used in the radiative 
calculations described below. We first use the Eulerian meridional velocity and temperature to calculate the mean 
residual horizontal velocity. This quantity is then used to calculate the residual streamfunction and the mean re-
sidual vertical velocity. Since we are focusing on the inter-annual variability, the data is smoothed by computing 
monthly averages and then linearly interpolating to daily values. Trends in the various quantities are not removed 
except where explicitly stated.

The radiative calculations use the Morcrette  (1991) broad-band radiation scheme, which includes updates to 
the longwave absorption properties of water vapor (Zhong & Haigh,  1995). The longwave part of the code 
has eight bands in the thermal infrared: 0−350 cm−1 and 1,450−1,880 cm−1 combined band, 350−500 cm−1, 
500−800 cm−1, 800−970 cm−1, 970−1,110 cm−1, 1,110−1,250 cm−1, 1,250−1,450 cm−1, and 1,880−3,000 cm−1. 
The shortwave scheme uses two bands and includes the effects of water vapor, ozone and uniformly mixed gases. 
Solar insolation is calculated at each latitude and the shortwave heating rates take into account diurnal variations 
by using a Gaussian quadrature method with three zenith angles. The solar constant is set to 1,376 Wm−2. All cal-
culations use zonal mean data at 5° intervals in latitude, on 100 pressure levels and run from 1984 to 2016. Clear 
sky calculations are performed unless otherwise stated. The albedo is taken from ERA5 reanalysis data. Carbon 
dioxide is assumed to be well mixed, with a volume mixing ratio set to 345 ppmv, for all calculations except in the 
experiment where the linear trend in CO2 is included. We assume that CO2 has increased linearly from 345 ppmv 
(1,984 value) to 412 ppmv (2019 value) and calculate the temperature change using a simple FDH calculation. A 
time step of 1 day is used for all radiative calculations.

Similarly to other fixed dynamical heating calculations (Forster et al., 1997; Ming et al., 2017), we choose a level 
above which temperatures will be adjusted and below which temperatures will remained fixed to the time mean. 
We choose 130 hPa as this level for various reasons. In the context of the seasonal cycle, the same level was cho-
sen in Ming et al. (2017) since there is a sharp decay in the amplitude of the seasonal cycle below 130 hPa. This 
points to a different process that keeps temperature variability low. Moreover, satellite observations show that 
deep convection penetrates into the lower stratosphere (see Figure 2 of Schoeberl et al., 2018) and we can argue 
that the response is purely radiative above 130 hPa. The effect of choosing a different level, 200 hPa (similar to 
Forster et al., 2007), is shown in Figure S3a in Supporting Information S1. Note that choosing 200 hPa worsens 
the agreement with ERA5 at all levels between 100 and 140 hPa (Figure S3 in Supporting Information S1).

All the perturbations add linearly to give the total temperature change (not shown).
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4. IEFDH Results
The temperature inter-annual variability is reconstructed using the dynamical heating perturbation taken from 
ERA-5, ozone, water vapor, aerosol optical depth and carbon dioxide perturbations (labeled as the “all perturba-
tions” experiment). Figure 1 shows the ERA-5 temperature inter-annual variability averaged between 30° N − S 
together with the corresponding temperature time series re-constructed using the IEFDH calculation with all the 
perturbations listed above.

The figure shows that these perturbations together capture the inter-annual variability in temperatures in the 
tropical lower and mid stratosphere with broadly good agreement throughout most of the time series after 1991 
(r2 > 0.67 in the region 20 to 70 hPa for 1992 to 2019, see Appendix A). The mean temperature from the IEFDH 
calculation before 1991 is about 0.9 K lower than ERA5. This could be due to a number of factors. For instance, 
reanalysis datasets are known to have jumps in the data when new instruments are assimilated and a clear jump 

Figure 1. Inter-annual variability in temperature averaged between 30° N − S at different pressure levels from (a) ERA5 (b) the inter-annually evolving fixed 
dynamical heating radiative calculation with all perturbations. Differences are evaluated with respect to the reference period 2002–2010. Note that the plots are split 
into two panels spanning 1984 to 2001 and 2002 to 2019 for clarity. See main text for further details.

ERA5 deseasonalised 30 0 N-S ( a )

IEFDH All perturbations 30 0 N-S ( b)

-4 -2 0 2 4T (K)

ERA5 deseasonalised 30 0 N-S ( a ) continued

IEFDH All perturbations 30 0 N-S ( b) continued
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is visible in the global mean anomalies of temperature and ozone in ERA5 before and after the Pinatubo volcanic 
eruption in 1991 (Hersbach et al., 2020, their figure 25). In the IEFDH calculation, the SWOOSH data set choos-
es SAGE II ozone as the mean reference satellite against which ozone from UARS MLS and UARS HALOE is 
adjusted. These satellites became operational in October 1991. Identifying the cause of this jump is beyond the 
scope of the present study, but if we account for this jump by applying a constant offset, we find that the inter-an-
nual variability in ERA5 is captured by the IEFDH calculation before 1991. The difference between the ERA5 
temperature and the IEFDH calculation is shown in Figure S3 in Supporting Information S1.

Next we turn to a discussion of the dominant processes that contribute to this inter-annual variability.

4.1. Dynamical Heating and Ozone

Between 1984 and 2019, temperature at 70 hPa varies by ±2.9 K in ERA5 and by ±2.7 K in the IEFDH all 
perturbation experiment as shown in Figure 2a. Figures 2b and 2c break down the temperature time series into 
the contributions from the different perturbations. The equivalent plot for 90 hPa can be found in Figure S5 in 
Supporting Information S1. A contributor is the dynamical heating perturbation (±2.1 K) which is consistent 
with the findings of Fueglistaler et al. (2014, their Figure 3). However, variations in ozone generate a compara-
ble contribution to the temperature variation throughout the time series, of up to ±1.6 K. In the tropical lower 
stratosphere, an increase in ozone results in increased absorption of shortwave radiation and upwelling longwave 
radiation with the longwave heating dominating (about 80%). A detailed description of the radiative processes in 
this region can be found in the appendix of Ming et al. (2017).

During certain time periods, temperature changes due to ozone are as large as that from dynamical heating. Two 
examples of this are around the year 2000, roughly coinciding with a drop in water vapor (Randel et al., 2006), 
and during the 2015–2016 disruption of the QBO (each of these features is discussed further below). Further-
more, ozone lags behind the dynamical heating by roughly 1 month. This is expected, since increased upwelling 
means less dynamical heating and more upward transport of ozone poor tropospheric air from below. We quantify 
this ozone-transport feedback further in Section 6.

This correlation does not always hold in the time series: anomalous dynamical warming in 2006 was not accom-
panied by ozone effects, nor were brief periods of dynamical cooling in 1996 and 1998. The correlation between 
the two effects was more substantially disrupted for nearly four years following the eruption of Pinatubo in 1991.

4.2. Water Vapor

Water vapor variations in the tropical lower stratosphere are controlled by temperature variations at the cold point 
where excess water vapor is freeze-dried out of the upwelling air. This pattern of water vapor variation is then 
advected upwards in what is known as the water vapor tape-recorder signal (Mote et al., 1994). An increase in 
water vapor leads to increased local longwave emission which dominates over the increased local absorption of 
upwelling radiation leading, in turn, to a drop in temperatures (Ming et al., 2017). The inter-annual variability in 
water vapor produces an IEFDH temperature change of about ±0.4 K.

A series of drops in water vapor have been observed in the time series. The most prominent drop was in the year 
2000 (Randel et al., 2006) and persisted until 2005. Lower temperatures at the cold point after the year 2000 gave 
rise to less water vapor entering the stratosphere which in turn led to a slight radiatively induced warming at 
70 hPa. Various possible changes have been identified as the cause of the drop including increases in the Brew-
er-Dobson circulation (Dhomse et al., 2008), a strong El Niño followed by a La Niña and a change in the QBO 
phase (Brinkop et al., 2016; Garfinkel et al., 2018). The radiative impact on the surface of stratospheric water 
vapor changes are significant and have been quantified (Gilford et al., 2016; Maycock et al., 2014).

Following the water vapor drop in 2000, temperatures in ERA5 from 2001 to 2005 (30° N − S average) are found 
to be 0.46 K lower than the average from 1996 to 2000 at 70 hPa. The IEFDH calculation with all the perturba-
tions gives a corresponding temperature change of −0.46 K at 70 hPa of which −0.42 K comes from a reduction 
in ozone, −0.34 K from dynamical cooling while water vapor changes led to a warming of 0.26 K. The small 
remainder can be attributed to changes in aerosols and carbon dioxide.
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At the cold point near 90  hPa (Figure S5 in Supporting  Information  S1), temperatures in ERA5 changed 
by −0.36 K. Here again ozone dominated the signal, contributing a cooling (−0.34 K). Dynamical cooling led to a 
further −0.23 K change, while water vapor changes contributed a warming of 0.2 K. We note that the temperature 
drop in ERA5 around the year 2000 is still not large enough to explain the corresponding water vapor drop based 
on the Clausius-Clapeyron relationship. Fueglistaler et al. (2013) identified this as a problem in other modern 
reanalyzes. This issue warrants further investigation but is beyond the scope of this work.

Other water vapor drops have been reported in 2011/2 012 (Urban et  al.,  2014) and again in 2016 (Avery 
et al., 2017; Diallo et al., 2018). Temperatures increased during the 2011/2 012 water vapor drop and decreased 
during the 2016 drop but in neither case were the changes as persistent as those that followed 2000 and we do not 
attempt to quantify the contribution from the different perturbations.

Figure 2. Inter-annual variability in temperature averaged between 30° N − S at 70 hPa, evaluated with respect to the reference period 2002–2010 for (a) ERA5 (cyan 
line) and the inter-annually evolving fixed dynamical heating (IEFDH) all perturbations radiative calculation (thick pink line). The individual contributions to the total 
are broken down into those from (b) ozone (orange dotted line) and dynamical heating (green dashed line) and (c) water vapor (blue solid line), aerosol (dotted gray 
line) and carbon dioxide (green dashed line). (Note that the GLOSSAC aerosol data only extends until 2018). In (b) and (c), the IEFDH all perturbations temperature 
change from (a) is plotted again as the thick pale pink line. See the main text for further details of the radiative calculation.

( a )

( b)

( c )

IEFDH all

ERA5

IEFDH all H 2O

Aerosol

CO 2

O 3

Qdyn
IEFDH all

T (K) 70 hPa 30 0 N-S  
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4.3. Volcanic Eruptions

Volcanic eruptions release sulphate aerosols into the tropical lower stratosphere which leads to local heating 
(Stenchikov et al., 1998) and increased upwelling (Poberaj et al., 2011). During the time period considered here, 
the largest eruption that affected temperature was the Pinatubo volcanic eruption (15°N) on June 15, 1991. The 
aerosol effect is represented by changing the optical depth in the IEFDH calculation. The aerosol heating leads 
to a maximum temperature increase of 3.3 K about 6 months after the eruption whilst the dynamical cooling 
produces a maximum decrease in temperature of 2 K (Figure 2c). In the 1.5 years following the eruption, there is 
a decrease in ozone in the region between 10° N − S arising from both dynamics and chemistry and an increase 
in ozone in the region polewards of 10° arising from the relative decrease in upwelling. This is consistent with 
the residual circulation set up as a result of the heating from the sulfate cloud. These changes in ozone are seen in 
modeling studies (e.g., Kilian et al., 2020; Ming et al., 2020) as well as in the SWOOSH data set (not shown). The 
net effect within the 30° N − S is a slight increase in ozone. As a result of the chemical and dynamical changes 
taking place during the eruption, the ozone and dynamical temperature changes do not appear to be correlated in 
the IEFDH calculation. There is a further caveat that, in the first 6 months following the eruption, a large number 
of ozone and water profiles below 20 hPa are filtered out of the satellite datasets due to poor retrieval quality in 
an opaque atmosphere. Nevertheless, the IEFDH calculation shows good agreement with the ERA5 temperature 
perturbation at 70 hPa in the three years following the Pinatubo eruption.

Other smaller volcanic eruptions affected temperature during this time period. The Nevado del Ruiz eruption in 
1986 (Vernier et al., 2011) contributed 0.4 K at the peak and several smaller tropical eruptions after the year 2000 
contribute to transient perturbations of less than 0.1 K each.

4.4. Carbon Dioxide

Carbon dioxide in the stratosphere leads to cooling. The increase in carbon dioxide concentrations adds a linear 
increase in temperature of 0.2 K between 1984 and 2020. This linear trend is shown in Figure 2c. The increase 
in temperature in the lower stratosphere is expected from an increase in CO2 since the increased shortwave ab-
sorption dominates in the region below 40 hPa (see for e.g., Wang & Huang, 2020, for a detailed discussion). 
Appendix B contains more details of the vertical profile of the CO2 induced temperature change.

5. QBO Contribution
In Figure 1, a clear downward propagating QBO pattern is visible in temperature in both plots. The contribution 
of the ozone changes associated with the QBO to the temperature variability will now be quantified using the 
IEFDH calculation. As discussed in the introduction, the secondary circulations associated with eastward and 
westward shear zones produce ozone anomalies. The ozone variability associated with the QBO is obtained by 
first identifying the Principal Oscillation Patterns (POP) (Gallagher et al., 1991; von Storch & Zwiers, 2002; 
Xu, 1992). A summary of the POP analysis is given in Appendix C. We choose this analysis since we are trying 
to resolve a propagating mode of variability and want to isolate how the spatial patterns evolve with time. We 
then calculate the timeseries associated with the main POP (defined by Equation C7 and shown in Figure S6 of 
Supporting Information S1) and take this to represent the regular QBO variability. The calculation uses a similar 
method to Sheshadri and Plumb (2017), who use the POP method to study the mid-latitude jet, but is applied to 
zonal wind and ozone with the seasonal cycle and linear trend removed. The main POP is obtained as a complex 
conjugate pair and similar to the linear combination of the first two empirical orthogonal functions of the respec-
tive fields.

The QBO is confined to a narrow equatorial region and we focus on the 10° N − S average in this section. Fig-
ure 3a shows the change due to the full ozone field and from the QBO at 70 hPa. The QBO variation in ozone 
contributes to about ±1.0 K to the temperature variability which is consistent with previous work on this topic (Li 
et al., 1995). The corresponding contribution at 90 hPa is about ±0.9 K (Figure S7 in Supporting Information S1). 
Figures 3b and 3c show the vertical structure of the temperature changes from the full ozone field and from the 
leading ozone POP timeseries respectively and Figure 3d shows the difference between (b) and (c). The QBO 
contributes to a larger part of the variability in ozone above 40 hPa than below. Part of this variability shown in 
Figure 3d will be described by other POPs (not included in this analysis) that also correspond to QBO-related 
variability with a slightly different timescale to the main POP. Nonetheless, there are clear periods where the 
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Figure 3. Inter-annually evolving fixed dynamical heating temperature change (K), averaged between 10° N − S, from inter-annual variability in ozone and from the 
time series associated with the leading Quasi-biennial oscillation (QBO) ozone Principal Oscillation Pattern. (a) Changes at 70 hPa. Pressure-time plots of the (b) ozone 
contribution (c) the QBO ozone contribution. (d) The difference between (b) and (c). Note that we are considering a narrower range of latitudes to previous plots.
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behavior is not QBO-like. For instance, during the 1991 Pinatubo eruption, there is a dipole structure in the tem-
perature change due to ozone which descends over the course of 1993. This arises from a decrease in ozone in the 
lower stratosphere which decreases temperature locally. The longwave radiation that is not absorbed in this region 
is then absorbed further up and increases temperature. During the water vapor drops in 2000 and 2010, there is a 
clear non-QBO ozone contribution although the two events are very different in character. There is a prolonged 
temperature increase due to ozone during 2000 before the water vapor drop whilst temperature increases after 
the water vapor drop in 2011. The 2016 water vapor drop is difficult to analyze since any ozone signal from it is 
obscured by the QBO 2016 disruption. This disruption event also has a descending dipole signature and will be 
analyzed in more detail below in Section 5.1. Finally, there is a prominent large and deep negative difference seen 
in 2003 which is of unknown origin.

5.1. QBO 2016 Disruption

The QBO 2016 disruption (Osprey et  al.,  2016) was an unusual phenomenon where a shallow westward jet 
formed in the eastward phase of the QBO in the lower stratosphere between 40 and 100 hPa, as can be seen 
in Figure 4a. The anomalous shear zones above and below this shallow westward jet are also associated with 
secondary circulations, similarly to the standard QBO shear zones, and give rise to large ozone anomalies. This 
disruption differs from the regular QBO. It is characterized by a strong jet appearing lower in the stratosphere and 
has a shorter vertical scale.

Ozone anomalies during this period are shown in Figure 4d and the corresponding IEFDH temperature change in 
Figure 4g. Using the POP analysis, we generate a timeseries corresponding to the leading POP for the zonal wind 
(Figure 4b) and ozone (Figure 4e). The ozone POP time series is the same as that used in the calculations above 
in Figure 3 (see also Figure S6 in Supporting Information S1). This can be thought of as the time series associated 
with the regular 28 months oscillation and will not fully capture the disruption as shown in the difference in zonal 
wind in Figure 4c where the shallower vertical scale of the disruption can be seen. The ozone field in the POP 
is also positive, corresponding to relative descent associated with the eastward shear zone that was expected to 
descend from the mid stratosphere during this period (Figure 4c). The ozone changes during the QBO disruption 
in Figure 4f are consistent with those seen by Tweedy et al. (2017), who calculate the trace gas changes as the 
difference from a QBO composite. The IEFDH calculation in Figure 4h shows that the regular QBO would have 
contributed a broad positive temperature change in the vertical with a magnitude of about 1 K around 70 hPa in 
the absence of a disruption. Note that although the ozone perturbations in Figure 4e maximize around 30 hPa, 
the temperature change due to the ozone maximizes lower down a combination of the steep vertical gradient in 
ozone in this region and the fact that radiative damping timescales maximize in a deep region around the cold 
point (Ming et al., 2017).

The effect of the QBO disruption on the ozone field is thus substantial and appears as a decrease between 40 and 
100 hPa from January to June 2016 (Figure 4f). There is a corresponding decrease in temperature that extends 
down below the cold point with a maximum of about 3 K at 70 hPa and an increase in temperature in the region 
above. This is consistent with reduced local absorption of upwelling longwave radiation where ozone is low and 
increased absorption above the ozone perturbation. This is substantially larger than the ozone-related temperature 
changes associated with typical QBO variability.

Within the wider 30° N − S region, the IEFDH calculation overestimates the temperature change during the 2016 
disruption compared to ERA5, by about 1.5 K (Figure 2a). We speculate that the temperature contribution from 
ozone is the dominant effect and that the ERA5 upwelling is poorly represented. Match and Fueglistaler (2021) 
reported a similar result in MERRA-2 where the large analysis tendencies recorded during the 2016 disruption 
reduce the confidence in the resolved momentum budget. Note that there is also a stronger downward trend in the 
calculated IEFDH temperatures compared to ERA5 from 2016 onward which complicates this analysis.

The QBO 2016 disruption provides an interesting case study to test the robustness of QBO-related processes in 
global models. The temperature change resulting from the ozone perturbations will depend strongly on correctly 
simulating the radiative changes and the secondary meridional circulation. It is not guaranteed that a model that 
captures the main zonal wind disruption will capture the details of the processes that lead to the corresponding 
ozone changes.
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6. Quantifying the Ozone Radiative Feedback
We have shown that ozone changes are an important contributor to temperature inter-annual variability. We now 
consider ways to quantify this radiative effect. First it is informative to look at the lagged correlation, calculated at 
each pressure level, between pairs of ERA5 temperature, dynamical heating and ozone. The Pearson correlation 
coefficient is shown in Figure 5 and significance is calculated using a non-parametric test which randomizes the 
phases of the input time series following Ebisuzaki (1997). We include the lagged correlation between ERA5 
temperature and water vapor for completeness and will only discuss those briefly since the correlations are low 
and less important than ozone.

Figure 4. The grid shows the changes in zonal wind (first row), ozone (second row) and temperature from the inter-annually evolving fixed dynamical heating (IEFDH) 
calculation (third row) during the Quasi-biennial oscillation (QBO) 2016 disruption. All quantities are averaged between 10° N − S. In the first column, the full inter-
annual variability (ALL) in zonal wind is shown in (a) and for ozone in (d). The seasonal cycle and trends have been removed. (g) Shows the corresponding IEFDH 
temperature change from the ozone perturbation in (d). In the second column, the QBO component has been identified as the time series corresponding to the leading 
Principal Oscillation Pattern (POP) for the zonal wind in (b) and the leading POP in ozone in (e). The corresponding IEFDH temperature change to (e) is shown in (h). 
The figures (c), (f), and (i) in third column show the difference between corresponding figures from the first column and the second column (ALL minus QBO POP). 
The second and third rows of figures share the same colorbar.

O 3  vmr (ppmv)

T IEFDH (K)

u (m s -1 )ALL QBO POP DIFFERENCE(a) (b) (c)

(d) (e) (f)
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Figure 5a shows a large negative correlation between temperature and the upwelling term (−�dyn ). The corre-
lation is strongest at 20 hPa and decreases lower down toward 70 hPa. At 70 hPa, the correlation peaks around 
40 days and decreases to about 30 days at 10 hPa. This is consistent with increased upwelling leading to dynam-
ical cooling and a lagged radiative response in temperature with radiative time scales decreasing with altitude. 
Ozone is positively correlated with temperature on a broad range of timescales (Figure 5b) with the correlation 
maximizing at a lag of around 20 days below 20 hPa. Above this region, the photochemistry of ozone becomes 
important. Below this region, ozone is dynamically controlled. Note that temperatures are more highly correlated 
with ozone than with the dynamical heating around 70 hPa (Figure 5a). The vertical transport of ozone leads to 
the structures seen in Figure 5c where an increase in upwelling draws up more ozone poor air, from the trop-
osphere below, into the stratosphere and leads to a decrease in ozone. The largest correlation occurs at 30 hPa 
at a lag of 20 days. At 70 hPa, these correlations maximize around 40 days. These plots show that as upwelling 
increases, temperature decreases due to both the dynamical heating change and the ozone decreases as a result 
of the vertical transport. Hence, there is an important enhancement of the temperature response to the dynamical 

Figure 5. Time (lag) versus height sections created by regressing monthly time series (1995–2019) of (a) temperature versus �∗ � , (b) temperature versus ozone, (c) 
ozone versus �∗ � and (d) temperature versus water vapor at different levels and time lags. Positive lags indicate that later values of the first quantity are matched with 
earlier values of the second quantity. The gray fog which is plotted as overlaid contours with different levels of transparency represents confidence levels of 95%, 90%, 
80%, 70%, and 60% using a non-parametric test which randomizes the phases of the input time series following Ebisuzaki (1997).

-
(a) (b)

(c) (d)
-
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heating that comes from the ozone-transport feedback. This can alternatively be thought of as a smaller upwelling 
being required to maintain a given temperature.

We note that there is an interesting structure in the temperature–water vapor lagged correlation in Figure 5d with 
a positive lagged correlation starting around the cold point and extending upwards and backwards in lag. Water 
vapor at the cold point is correlated with temperature at that level and the resulting tape recorder signal in water 
vapor is advected upwards. Hence the water vapor at any level, and its subsequent temperature effect, is correlated 
with the water vapor at the cold point (with a lag determined by the speed of the upward transport). Tempera-
tures at different levels are also correlated to each other due to the non-local effects of radiation. These complex 
non-local interactions lead to the structures seen.

We now quantify the changes in radiative damping rates as follows. The dynamical heating, ozone and water va-
por variations form the main contributors to the temperature time series. We will focus on the radiative contribu-
tion of ozone and consider the difference between Equation 1 and Equation 2 to give Equation 6. For convenience, 
we also split the radiative heating into the contribution from ozone changes and those from changes in other trace 
species (water vapor, aerosol) in Equation 7:

��Δ� − Δ�dyn = �rad(�, � ) −�rad(�
0, �

0
), (6)

= �rad(O3, � ) −�rad(O
0
3, �

0
) +�rad(�other, � ) −�rad(�

0
other, �

0
), (7)

where the radiative heating has been split into a changes due to ozone and changes due to other traces gases 
excluding ozone (�other ).

The longwave (LW) component of the radiative heating rate change contains a term that arises from the temper-
ature change only, −�T Δ�  (where αT is a radiative relaxation rate). This allows us to write the right hand side 
of Equation 6 as

��Δ� − Δ�dyn = �lw(�◦, � ) −�lw(�◦, �
0
) + Δ�1

= −�T Δ� + Δ�1

 (8)

where all other changes in radiative terms, arising from changes in all trace species and from shortwave heating 
are combined into the term, Δ�1 .

Since ozone is correlated with temperature (Figure 5b), we could also split the right hand side of Equation 7 
into LW heating terms due to changes in ozone and temperature and changes due to other radiative terms (Δ�2 ). 
We also assume that these changes in longwave heating can be written as linear damping term (−�Δ�  ) as in 
Equation 10.

��Δ� − Δ�dyn = �lw(O3, � ) −�lw(O
0
3, � ◦) + Δ�2 (9)

= −� Δ� + Δ�2 (10)

We run the radiative code to extract the relevant longwave heating rates when prescribing ERA5 temperature in-
ter-annual variations (�  ). The various damping rates are calculated using linear regression, at every pressure level 
and latitude, between the heating rates and ERA5 temperatures. The damping timescales, τ = 1/α, and damping 
rates, α are shown in Figures 6a and 6b respectively and Figure 6c shows the fraction of the variance in longwave 
heating rates explained by local temperature anomalies. The latitudinal variation in α and the explained variance 
is shown in Figure S8 of Supporting Information S1.

The solid blue line in Figure 6a shows that the radiative timescale, 1/αT, is about 29 days around 70 hPa, increas-
ing to 49 days around 90 hPa. Longwave radiative damping rates are dominated by CO2 and are dependent on 
temperature (e.g., Fels, 1982; Hitchcock et al., 2010; Newman & Rosenfield, 1997). Temperature changes explain 
most of the variance in longwave radiative damping rates (r2 > 0.7 above 70 hPa).

If we including the ozone changes in the longwave heating rates (1/α, dashed orange line), as given by Equa-
tion 10, the additional correlation between ozone and temperatures leads to a timescale of ∼55 days at 70 hPa 
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to ∼88 days at 90 hPa (dashed orange line) although the fraction of the variance explained falls rapidly below 
40 hPa These longer timescales are consistent with the value of 70 days obtained by Fueglistaler et al. (2014).

Alternatively, it is more physically relevant to think of the ozone only radiative heating, �rad(O3, � ◦) −�rad(O
0
3, � ◦) , 

as an enhancement of the dynamical heating since it arises from the transport of ozone by the upwelling. Hence 
we can also write Equation 6 above as:

��Δ� − Δ�dyn = �rad(O3, � ◦) −�rad(O
0
3, � ◦) − �T Δ� + Δ�3

��Δ� − (1 + �)Δ�dyn = −�T Δ� + Δ�3

 (11)

where β represents the enhancement of the radiative effect of the dynamical heating due to the ozone transport 
and Δ�3 includes all other radiative terms. Note that we are considering the total change heating rates due to 
ozone in this case since we argue that upwelling changes ozone and these ozone changes will lead to shortwave 
and longwave heating. The enhancement in dynamical heating, β, is calculated by linear regression between the 
ozone only heating rate and the dynamical heating and is shown in Figure 7.

Figure 7a shows that we can think of the ozone-transport effect as enhancing the dynamical heating term as in 
Equation 11. The increase is substantial and of about 20% at 70 hPa and peaking at 40% at 35 hPa. The additional 
radiative effect of the vertical transport of ozone translates into a smaller upwelling being required to cause the 
same temperature change. The quality of the fit is poor for the 30° N − S average, as shown by Figure 7b but 
improves in the region 10° N − S (see Figure S8 in Supporting Information S1) which could be due to a better 
correlation between upwelling and ozone within the latitude range where the QBO has a strong influence. We 
also note that the results in Figure 7a are not consistent with those in Figure 6; values of β are smaller than what 
would be expected from the changes in α. Ozone is more strongly correlated with temperatures below 40 hPa 
than with the dynamical heating as seen in Figures 5b and 5c. This could be due to other processes contributing 
to ozone changes other than upwelling in this region.

7. Discussion
We have shown that it is possible to reproduce the inter-annual variability in lower stratospheric temperatures 
using a 1D radiative calculation. Such a calculation allows us to decompose the temperature changes into various 
components. We apply various continuous perturbations and calculate heating rates using a radiative calculation. 

Figure 6. Radiative damping (a) timescales and (b) rates calculated using linear regression of heating rates derived from the radiation code against ERA5 temperatures. 
The solid blue line shows the regression using longwave heating rate changes from temperature only and the dashed orange line uses longwave heating rate changes 
from temperature and ozone changes. (c) The fraction of variance in longwave heating rates explained by local temperature anomalies. All values are averaged between 
30° N − S.

T
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T
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The heating rates are then used to update temperature whist keeping the dynamical heating fixed. This inter-an-
nually evolving fixed dynamical heating calculation (IEFDH) calculation is an extension of a similar calculation 
used for seasonal cycle changes (Forster et  al.,  2007). By calculating the temperature change using this new 
technique, we are able quantify the contribution from ozone, water vapor, aerosol and the linear trend in carbon 
dioxide. This calculation is further modified, by allowing the dynamical heating to vary, to quantify temperature 
changes due to the inter-annual variability in upwelling.

The temperature variability in the tropical lower stratosphere is typically well constrained in modern reanalyzes 
compared to upwelling. The fact that the IEFDH calculation is able to reproduce to closely reproduce the tem-
perature variability in the tropics gives confidence to the representation of inter-annual variability in upwelling in 
ERA5 and of trace gases in SWOOSH. Hence, this calculation also serves as an independent consistency check 
based on a physical process.

We have shown that at 70 hPa, the ±3 K inter-annual changes in temperature can primarily be explained by var-
iations in dynamical heating (up to ±2.1 K) and variations in ozone (up to ±1.6 K). A smaller contribution (up 
to ±0.4 K) arises from water vapor changes. Aerosol changes and the linear trend in carbon dioxide make up most 
of the remaining variability. The contributions from aerosols dominate the time series during the 1991 Pinatubo 
volcanic eruption, with changes up to 3.3 K at the peak, a few months after the eruption. Carbon dioxide adds a 
linear warming of about 0.2 K over the time period from 1984 to 2019.

This calculation emphasizes the substantial role of ozone in contributing to the inter-annual variability in tem-
perature. In the lower stratosphere, the ozone budget is dominated by transport and increases in upwelling act to 
decrease ozone. This feedback amplifies the temperature response to a change in upwelling. Temperature changes 
are positively correlated to ozone change and negatively correlated to the upwelling. The transport feedback 
means that for a given change in upwelling, the additional changes in ozone result in a larger temperature change 
than would be expected simply from the change in dynamical heating. This can also be thought of as a smaller 
change in upwelling being required to achieve the same temperature change or as an increase in the radiative 
damping time scale. We have quantified these changes using the radiative calculation and find including the ozone 
correlation with temperature changes the radiative damping time scale by 50% at 70 hPa to about 56 days. Instead, 
if we view the ozone changes as primarily arising from changes in upwelling, this transport effect enhances the 
dynamical heating term by 20% at 70 hPa and peaking at 40% at 35 hPa. We find that these two approaches do 
not yield similar results since the ozone-temperature correlation is stronger than the ozone-upwelling correlation.

Figure 7. (a) Enhancement of dynamical heating due to ozone-transport radiative feedback calculated using linear regression 
of heating rate arising from ozone only against the dynamical heating. (b) The fraction of variance in dynamical heating 
explained the linear regression with ozone only heating rates. All values are averaged between 30° N − S.

(a) (b)
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A component of the ozone variability related to the QBO is extracted using a POP analysis. The time series that 
corresponds to the leading POP is used to calculate the QBO induced ozone temperature change in the IEFDH 
calculation. This corresponds to a temperature change of about ±1 K at 70 hPa. We also find a substantial amount 
of non-QBO variability, especially in the region below 40 hPa. This is particularly visible around the Pinatubo 
volcanic eruption, and around the years 2000 and 2011 which coincide with previously reported water vapor drop 
events.

The POP analysis also allowed us to look in more detail at the unusual QBO disruption in 2016 during which a 
shallow westward jet formed within the eastward phase of the QBO in the lower stratosphere. Assuming the QBO 
POP timeseries represents the “regular” QBO, we can obtain the anomalous ozone change during the disruption 
and calculate the corresponding IEFDH temperature change. If 2016 were a regular QBO year, we would have 
expected ozone to contribute to warming in the region below 40 hPa. Instead, the ozone change arising from the 
disruption leads to a dipole structure around 40 hPa with a maximum cooling of 3 K at 70 hPa and a warming 
above with a maximum of 2 K at 30 hPa. This dipole structure follows the descending wind shear associated 
with the disruption. Together with the change in temperature from dynamical heating, the QBO 2016 disruption 
caused a large anomaly in temperature comparable to the Pinatubo volcanic eruption.

The IEFDH calculation also shows that water vapor changes are a secondary contributor to the temperature 
change (about ±0.3 K at 70 hPa). The increase in carbon dioxide is assumed to be linear and adds a linear increase 
of 0.2 K between 1984 and 2019. The smaller volcanic eruptions, after the year 2000, do not have a significant 
effect on temperatures (less than 0.1 K at the peak).

The IEFDH calculation shows that it is possible to attribute inter-annual changes in temperature to specific factors 
with reasonable accuracy and opens the possibility of more detailed studies into the feedbacks between dynamics 
and radiation. Ozone changes are large and enhance dynamical changes via the transport coupling. This effect will 
not be captured, for instance, by climate models using an ozone climatology. Furthermore, we have shown that the 
QBO 2016 disruption provides both an interesting case study and a test of the internally generated QBO in climate 
models. To be able to capture the correct temperature change relies on the model accurately simulating the changes 
to waves, the accompanying ozone transport changes and the subsequent radiative impact on the dynamics.

Appendix A: Correlation Between IEFDH and ERA5 Temperatures
Figure A1 shows the square of the correlation coefficient, r2, between the IEFDH calculation and ERA5 tem-
perature data shown in Figure 1 for the time period 1984–1991 in (a) and 1992–2019 in (b). There is a strong 
correlation between the time series above 70 hPa and poorer agreement below 70 hPa.

Figure A1. Correlation coefficient, r2, at different pressure levels between the 30° N − S average of temperature changes in 
the inter-annually evolving fixed dynamical heating calculation and in ERA5. The time series is split into two sections: (a) 
1984–1991 and (b) 1992–2019.

( a ) ( b)
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Appendix B: CO2 Linear Trend
The vertical profile of temperature change between 2019 and 1984 due to the CO2 linear trend is shown in Fig-
ure B1. CO2 has been assumed to be well mixed and to be increasing linearly from 345 ppmv (1984 value) to 
412 ppmv (2019 value). Carbon dioxide is the dominant emitter in the stratosphere and increasing carbon dioxide 
leads to increases cooling throughout most of the stratosphere from the increase in longwave emission. In the 
tropical lower stratospheric region (30 hPa and below), the longwave emission is small and and the shortwave 
heating dominates causing the temperature increase seen. This is only the case over the latitude range where there 
is high solar insolation: 30° N − S on average and shifting with season. Our results are consistent with those of 
Wang and Huang (2020) but the vertical extent of the warming is somewhat broader and results in Huang and 
Wang (2019) suggest that there are temperature biases in the predicted response from different radiation codes.

Appendix C: Principal Oscillation Pattern (POP) Analysis
A brief summary of the Principal Oscillation Pattern (POP) analysis is given below. For detailed descriptions, we 
refer the reader to (Gallagher et al., 1991; von Storch & Zwiers, 2002; Xu, 1992).

Consider the time evolution of a linear dynamical system, where vectors are in bold lowercase letters and matrices 
are in bold uppercase letters:

d𝐱𝐱(𝑡𝑡)
d𝑡𝑡

= 𝐀𝐀𝐱𝐱(𝑡𝑡) + 𝜉𝜉(𝑡𝑡) (C1)

where x(t) is some quantity of interest, such as the zonal wind, which varies with time t, A is some constant matrix 
and ξ(t) is some noise vector.

Discretization of Equation C1 leads to

𝐱𝐱(𝑡𝑡 + 1) = 𝐁𝐁𝐱𝐱(𝑡𝑡) + 𝜉𝜉(𝑡𝑡) (C2)

where B is related to A and the details of the discretization.

The eigenvectors, p, of B are the POPs and there are corresponding eigenvalues, λ. The matrix B is, in general, 
not symmetric and some of the eigenvalues may be complex. Since x(t) and B are real, any complex eigenvalues 
and eigenvectors occur in conjugate pairs. In most cases, all the eigenvalues are different and the eigenvectors 
form a linear basis.

If the dynamics of the system are know, the process matrix, B, can be obtained analytically but in general, this is 
not the case. B can be estimated from the B = C(τ)C(0)−1, where C(τ) and C (0) are the lag-τ and lag-0 covariance 
matrices obtained from x(t).

At any time, t, the state x(t) can be expressed in terms of the eigenvectors of B as follows

Figure B1. Difference in temperature, calculated from the radiative calculation, between 2019 and 1984 due to the CO2 
linear trend. The values are averaged between 30° N − S.

T (K) 30 0 N-S  
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𝐱𝐱(𝑡𝑡) =
∑

𝑖𝑖

𝑎𝑎𝑖𝑖(𝑡𝑡)𝐩𝐩𝑖𝑖 (C3)

where we are summing over all the POPs and ai(t) are called the POP coefficients.

From Equation C2 and C3, ai(t) satisfies

a𝑖𝑖(𝑡𝑡 + 1) = 𝜆𝜆𝑖𝑖𝑎𝑎𝑖𝑖(𝑡𝑡) + 𝜉𝜉(𝑡𝑡) (C4)

In the absence of noise, ξ(t) = 0, ai(t) = λtai (0). If we express λi as |λk| exp (iωi), with |λk| ≤ 1 (an amplifying and 
therefore non-physical solution would result from |λk| > 1), we can write

a𝑖𝑖(𝑡𝑡) = exp
(

− 𝑡𝑡
𝜏𝜏𝑖𝑖

)

exp
(

𝑖𝑖2𝜋𝜋𝑡𝑡
𝑇𝑇𝑖𝑖

)

𝑎𝑎𝑖𝑖(0) (C5)

with an e-folding (decay) time of τi = −1/log  |λi| > 0 and an oscillation period, Ti = 2πt/ωi.

The time series of POP coefficients, a(t) can be computed for each POP, p, as follows:

a(𝑡𝑡) = 𝐱𝐱(𝑡𝑡) ⋅ 𝐪𝐪 (C6)

where q is the corresponding Principal Adjoint Pattern. q are the eigenvectors of the transposed matrix, BT.

Finally, we can interpret n of the POPs (usually one or two) as modeling the original time series. Consider a 
predictor, ρ(t), which is attempting to model the predictand, x(t), with some error in the prediction, r(t), such that 
x(t) = ρ(t) + r(t). ρ(t) is given by

𝜌𝜌(𝑡𝑡) =
∑

𝑛𝑛

𝑎𝑎𝑘𝑘(𝑡𝑡)𝐩𝐩𝑘𝑘 (C7)

where the sum is taken over a subset, n, of the relevant POPs. This quantity is what we refer to as the time series 
associated with a certain relevant POP in the main text (for example, the time series associated to the leading 
QBO ozone POP in Section 5).

In the case of the QBO, we extract the QBO-related variability in zonal mean zonal wind and zonal mean 
ozone using a POP analysis. We use data between 20° N − S and 10 to 1,000 hPa. The seasonal cycle and 
linear trends are removed before the analysis. For computational efficiency, the process is done in empirical 
orthogonal function (EOF) space and we do not truncate the EOFs. To estimate the matrix, B, we need to 
calculate lag covariances and choose a lag of 9 months for the zonal wind and 12 months for ozone. Vertical 
pressure weighting, as used in Sheshadri and Plumb (2017) does not substantially affect this calculation and 
we do not weight the fields. Using the various methods in Gallagher et al. (1991), we check that leading POP 
obtained is sensible. Choosing a different lag, provided it is long enough, will yield a slightly different lead-
ing POP but with very similar spatial patterns. We tested lags between 9 and 14 months and simply choose 
the lag where the leading POP explained most of the variance. For the zonal wind, the real and imaginary 
parts of the leading POP, which explains 47% of the variance, is shown in Figures C1a and C1b. These are 
very similar to the leading EOFs (Figures C1c and C1d) which adds confidence to the analysis. The leading 
POP has a decay timescale of 71.8 months and an oscillation timescale of 28.2 months. For ozone, leading 
POP (explaining 30% of the variance) has a decay timescale of 97.9 months and an oscillation timescale of 
27.6 months.

We also construct the zonal wind and the ozone timeseries that corresponds to the leading QBO POPs according 
to Equation C7.
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Data Availability Statement
SWOOSH data can be downloaded from https://csl.noaa.gov/groups/csl8/swoosh/. The ERA and ERA5.1 da-
tasets were obtained from the Copernicus Climate Change Service at https://cds.climate.copernicus.eu/. The 
GLOSSAC V2.0 data were obtained from https://asdc.larc.nasa.gov/project/GloSSAC/GloSSAC_2.0.
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