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REGULAR ARTICLE

Is reading automatic? Are the ERP correlates of masked priming really lexical?
Dennis Norrisa, Sachiko Kinoshita b, Jane Halla and Richard Hensona

aMRC Cognition and Brain Sciences Unit, Cambridge, UK; bDepartment of Psychology, ARC Centre of Excellence in Cognition and its Disorders,
Macquarie University, North Ryde, NSW, Australia

ABSTRACT
Humans have an almost unbounded ability to adapt their behaviour to perform different tasks. In
the laboratory, this flexibility is sometimes viewed as a nuisance factor that prevents access to the
underlying cognitive mechanisms of interest. For example, in order to study “automatic” lexical
processing, psycholinguists have used masked priming or evoked potentials. However, the
pattern of masked priming can be radically altered by changing the task. In lexical decision,
priming is observed for words but not for nonwords, yet in a same-different matching task,
priming is observed for same responses but not for different responses, regardless of whether
the target is a word or a nonword [Norris & Kinoshita, 2008. Perception as evidence
accumulation and Bayesian inference: Insights from masked priming. Journal of Experimental
Psychology: General, 137(3), 434–55. doi:10.1037/a0012799]. Here we show that evoked potentials
are equally sensitive to the nature of required decision, with the neural activity normally
associated with lexical processing being seen for both words and nonwords on same trials, and
for neither on different trials.

ARTICLE HISTORY
Received 1 June 2017
Accepted 22 June 2018

KEYWORDS
Reading; EEG; masked
priming; lexical access; task-
differences

Human cognition is supremely flexible. Our ability to
perform different tasks and make different decisions is
almost unbounded. When faced with the same stimulus
on different occasions we can choose to process it in
many different ways. For example, when presented with
a word one may read it aloud, write it down, or count
the letters. Each of these actions must necessarily
engage at least some different cognitive and neural pro-
cesses. However, while some processes might change,
others might be triggered as a fixed response to the
stimulus, regardless of our intentions. We might
perhaps have control over how we use the output of
those processes, but not over how or whether they
operate. Such processes would generally be deemed to
be automatic or, in the sense of Fodor (1983), modular.
While the distinction between automatic and controlled
processing has long been central to research on attention
(Atkinson & Shiffrin, 1968; Hasher & Zacks, 1979; Posner &
Snyder, 1975), the question of whether a particular
mental process is automatic or not is also critical for
understanding how to interpret both behavioural and
neural measures of cognitive and perceptual processes.

In the study of reading for example, Brown, Gore, and
Carr (2002) suggested that “Visual word recognition is
largely obligatory, in the sense that lexical processing is

initiated by the presence of a word in the visual field.”
(p. 236). According to that view one might be tempted
to assume that the precise task used to investigate
word recognition is of little consequence as all tasks
will engage the same processes. Their remarks were
based on their interpretation of response times in the
Stroop task, which is often taken to be a demonstration
that word recognition is automatic. However, it has been
shown that the Stroop effect relies on the visual conjunc-
tion of colour and word, and is reduced and may even be
eliminated when the two are separated (Risko, Stolz, &
Besner, 2005). That is, it is not sufficient for the word to
simply be “in the visual field” (Besner, 2001). A related
debate concerns whether semantic priming effects are
automatic. Several studies have found that priming in
the lexical decision task is reduced when the difficulty
of the word-nonword discrimination is decreased
(Evans, Lambon-Ralph, & Woollams, 2012; Joordens &
Becker, 1997; Shulman & Davidson, 1977) which implies
that priming depends to some extent on the nature of
the task (although see Lupker & Pexman, 2010; Milota,
Widau, Mcmickell, Juola, & Simpson, 1997). Similarly,
Balota and Lorch (1986) found that mediated priming –
semantic priming between two otherwise unassociated
words which are related indirectly by a mediating word
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(e.g. lion – (tiger) – stripes) was eliminated when the task
was changed from lexical decision to naming. DeWit and
Kinoshita (2015) reported that backward-masking the
prime to prevent it from reaching conscious awareness
eliminated semantic priming when the task was lexical
decision, but not when the task was semantic categoris-
ation. In sum, in behavioural research “a flexible and adap-
tive lexical processing system is more consistent with the
extant literature” (Yap & Balota, 2015, p. 31), and hence
considerable effort has been devoted to understanding
how cognitive processes are modulated by task
demands. There is universal agreement that in order to
draw inferences about underlying cognitive processes,
we need a good understanding of how experimental
tasks are performed. However, it may well be the case
that the behavioural consequences of task manipulations
reflect changes in the way that the output of fixed and
obligatory underlying processes is interrogated: That is,
the cognitive processes underlying, say visual word rec-
ognition, may be invariant and produce the same range
of information, but only the information relevant to per-
forming the specific task is selected. However, common
behavioural measures like reaction time (RT) reflect the
endpoint in performing a task, and an effect on RT by
itself cannot be used to decide at what stage – early or
late – task demands modulate cognitive processing. For
this reason, researchers have turned to electrophysiologi-
cal techniques like electroencephalography (EEG), which
track brain activity as cognitive processes unfold over
time. Perhaps such techniques can more directly reveal
the automatic cognitive processes involved in a task
such as visual word recognition?

An implicit assumption common tomany EEG studies in
the field of word recognition is that processing is domi-
nated by a set of core processes. Consequently, the exact
choice of task used to study lexical processing is not criti-
cally important. Indeed, many EEG studies of visual word
recognition have avoided having the participants
performanyexplicit task at all on the critical trials of interest
(e.g. Grainger, Lopez, Eddy, Dufau, & Holcomb, 2011;
Holcomb & Grainger, 2007, 2009; Massol, Grainger, Dufau,
& Holcomb, 2010; Massol, Midgley, Holcomb, & Grainger,
2011). In those studies, participants were required to
detect the occasional occurrence of an animal name
while the EEG was measured for non-animal name
words. This seems to implicitly assume that the exact
choice of reading task is not too important (and also
means that there is no behavioural data from the critical
trials that can be used to verify that the stimuli are being
processed in the same way they are in behavioural exper-
iments designed to examine the same processes).

Other studies have incorporated task manipulations
(e.g. Chen, Davis, Pulvermüller, & Hauk, 2013; Kiefer &

Martens, 2010; Strijkers, Bertrand, & Grainger, 2014;
Vergara-Martínez, Perea, Gómez, & Swaab, 2013;
Ziegler, Besson, Jacobs, Nazir, & Carr, 1997) and have
shown that the nature of the task does modulate the
pattern of ERPs. However, a common feature of all of
these studies is that the choice of task has only a quan-
titative influence on either the magnitude or the
precise timing of the ERPs. The qualitative pattern of
ERPs remains much the same. The general pattern is
simply that ERP components associated with lexical pro-
cessing are attenuated in tasks requiring less linguistic or
attentional engagement. These data, generated from a
wide range of different laboratory tasks, could therefore
be taken to suggest that there is a set of core lexical pro-
cesses which are invoked in a constant configuration in
all tasks, and that tasks differ only in the extent to
which they engage those processes.

In contrast to the idea “that lexical processing is
initiated by the presence of a word in the visual field” a
rather different perspective comes from the idea that
perception should be seen as a process of Bayesian infer-
ence (e.g. Kersten, Mamassian, & Yuille, 2004; Knill &
Richards, 1996; Norris, 2006; Norris & Kinoshita, 2008).
The Bayesian view characterises perception as a
process of evaluating competing hypotheses about the
state of the world. Different tasks necessarily require
the observer to consider different hypotheses, and this
should necessarily change behaviour. Perhaps what the
data reviewed above are really telling us is that if tasks
differ only in the degree of lexical involvement, then
this will only be able to effect moderate changes in the
size of both behavioural and ERP effects.

According to this view it is also possible that what
appear to be lexical effects are actually a consequence
of decision processes and not of automatic lexical pro-
cessing. If this is the case, then perhaps by changing
the decision that participants must perform on the stimu-
lus we might be able to effect a much more radical
change in the ERPs elicited by words. This would
enable us to determine whether ERPs normally elicited
by words really are a reflection of automatic lexical pro-
cessing. Here we investigate this using masked priming.

The present study

Studies of visual word recognition often use the masked
priming procedure introduced by Forster and Davis
(1984; see Figure 1). As Forster (1998) observed
“Masked priming paradigms offer the promise of
tapping automatic, strategy-free lexical processing”
(p. 203). Masked priming has been used extensively in
both the behavioural literature (for a survey, see
Kinoshita & Lupker, 2003) and in the EEG literature to
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study lexical processes in word recognition (for a review
of masked priming effects on ERP components, see
Grainger & Holcomb, 2009). The most popular view of
masked priming is that it provides an “index of lexical
access” (Forster, 2004, p. 277). This view is largely
based on the observation that, in the lexical decision
task, priming is seen for word targets but not for
nonword targets. This pattern of priming invites the con-
clusion that priming is lexical in origin – nonwords do not
have representations in the lexicon, so there is nothing to
activate, hence there is no priming for nonword targets.
This fits well with the view that priming effects are a
property of either lexical representations or the structure
of the lexicon. If priming operated instead at an ortho-
graphic level of processing, one would expect to see
equivalent priming for both words and nonwords. The
view that nonwords do not show masked priming
effects because they do not have a lexical representation
is one that is shared by a number of researchers using
masked priming as a tool to investigate visual word rec-
ognition processes (e.g. Andrews & Hersch, 2010; Davis &
Lupker, 2006).

More recently, Norris and Kinoshita (2008) have
shown that the pattern of masked priming seen in
lexical decision can be completely reversed. Under
some circumstances it is possible to obtain priming for
nonwords while at the same time eliminating priming
for words. This pattern of results was predicted from
the Bayesian Reader model of word recognition (Norris,
2006, 2009; Norris & Kinoshita, 2012). Norris and
Kinoshita used a cross-case, same-different matching
task, in which a referent stimulus is presented for
1000 ms before the mask and the prime (see Figure 1).
The participant’s task is to decide whether the target is
the same as the referent or different. When the target
was the same as the referent, they found priming for
both words and nonwords. When the target was
different, there was no priming for either words or non-
words. Furthermore, in the same condition, priming
effects were equivalent for both words and nonwords.
That is, in the same-different task, there is no indication
that priming effects are in any way lexically mediated.

In the Bayesian Reader, word recognition is character-
ised as a process of optimal decision making based on
the accumulation of noisy perceptual evidence. It is
important to note that here “decision making” does
not refer to conscious or strategic decisions, but to the
cognitive and perceptual decisions that must underlie
all behaviour. One may make a conscious choice to eat
an apple rather than a banana, but the process of grasp-
ing an apple from a bowl of fruit requires a complex
series of perceptual decisions to guide our actions. By
decisions we therefore refer to the computations necess-
ary to perform the task, not an optional strategy operat-
ing on an invariant, stimulus-driven lexical access
process, as assumed by lexical activation models. In the
Bayesian Reader, word recognition is modelled as a
process of continuous evidence accumulation, and
there are no separate stages for “lexical access” and
“decision processes” (Norris, 2009). Accordingly, in the
Bayesian Reader, the nature of the computation
changes as a function of the decision required by the
task. In a perceptual identification task, where readers
are required to report the word that they have seen,
readers must select the word that has the highest pos-
terior probability given the input. In the lexical decision
task, the requirement is no longer to identify the best
matching word, but to determine whether the input is
more likely to be a word than a nonword, and this
need not involve extracting sufficient information to be
able to uniquely identify the target (for details, see
Norris, 2006, 2009; Norris & Kinoshita, 2008, 2012).
Norris and Kinoshita suggested that in masked priming,
participants treat the mask and prime as a single percep-
tual object and integrate the evidence1 from the prime
and target so as to make the perceptual decision
required by the task. When the task is changed from
lexical decision to same-different, the nature of the
decision must necessarily change, and with it the
pattern of priming. The full reasoning behind this predic-
tion is given in Norris and Kinoshita (2008), along with a
number of simulations. In brief, the basic rationale is that
both the lexical decision and the same-different tasks
can be characterised as involving a decision as to
whether or not the target stimulus is a member of a
pre-specified set of stimuli, and that priming only
extends to members of that set. In lexical decision this
set is the entire lexicon. In the same-different task this
set is the single referent stimulus. The model predicts
that priming should be obtained for stimuli in that set
but not for other stimuli, and this is exactly what was
found. In the same-different task there is priming for
same targets regardless of whether they are words or
nonwords, and there is no priming for different
responses, even when they are words. From the

Figure 1. Trial structure. The lexical decision task differs from the
same-different task in that the referent is replaced with the word
“ready”.
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theoretical perspective of the Bayesian Reader, the
pattern of data expected in the two tasks is actually
the same; there should be priming for items in the set
regardless of their lexical status, and no priming for
words not in the set. In contrast, from the view that
priming is a task-independent function of lexical acti-
vation, priming should be seen for words but not non-
words, regardless of task.

An important implication of these results is, therefore,
that contrary to the conventional view, priming is not an
automatic consequence of the relation between prime
and target. The pattern of priming is primarily deter-
mined by the nature of the decision/computation
required by the task (see Kinoshita & Norris, 2012, for a
more general review of task effects in masked priming).
If behavioural priming effects are a consequence of the
decision required by the task rather than automatic
lexical activation, this raises the possibility that the
priming effects observed in EEG studies of masked
priming might not be specifically lexical either. If this is
so, it would mean that priming effects seen in EEG
cannot be used to draw conclusions about lexical acti-
vation in a task like lexical decision (or even with no
task at all), unless we also know how masked priming
influences EEG data in the same-different task. If the
effects of masked priming on ERPs show the same
pattern as the behavioural data, this would imply that
these measures cannot be taken as providing evidence
about specifically lexical processes either. Here, we will
compare masked priming effects on the same word
and nonword targets in both the lexical decision task
and the same-different task, so as to pit the view that
masked priming effects in electrophysiological measures
reflect lexical activations against the view that they
reflect the evidence contributed by the prime towards
the decision required by the task.

Norris and Kinoshita suggested that masked priming
effects are entirely a consequence of the decision pro-
cesses involved in performing the task. If the EEG data,
like behavioural data, also reflect the decision processes,
we might expect to see ERP priming effects only when
we see priming in the behavioural data. For targets
requiring a same response, even nonwords should
produce a pattern like the primed words in lexical
decision. For targets requiring a different response,
words should produce a pattern like nonwords in
lexical decision. Alternatively, it is possible that the EEG
data – or at least the earliest ERP components that
differ between words and nonwords – reflect only the
stimulus-driven, task-independent processes. Note that
depending on the perspective, the same-different and
lexical decision tasks can be seen as producing either a
different pattern of results, or exactly the same pattern

of results. The behavioural data indicate that lexical
decision and same-different differ in terms of whether
or not nonwords can be primed, and whether words
will always show priming. However, from the theoretical
perspective of the Bayesian Reader, the critical predica-
tion is really that when the tasks are characterised as
making judgements as to whether an item is a
member of a task defined set; items in that set can be
primed, whereas items not in that set cannot. That is,
in this sense, the tasks are the same. The question we
are asking therefore is whether pattern of priming
observed in the EEG data will be driven by the nature
of the stimuli (priming for words not nonwords) or by
the decisions required by the task (priming for words
or nonwords in the specified set, no priming for either
words or nonwords not in the set). Of course, a third
possibility is that in the same different task we might
see the lexical decision pattern (priming for words but
not nonwords), reflecting automatic lexical processes,
overlaid by the neural correlates of additional processes
involved in performing the same-different task. Note that
the same-different task has been used in one pervious
ERP study (Muñoz, Perea, García-Orza, & Barber, 2012)
however, in that study the stimuli were strings of conso-
nants or symbols so it did not address the question of the
automaticity of lexical effects.

Here we investigate these alternative possibilities by
directly comparing the lexical decision and same-
different tasks while simultaneously recording EEG. The
experimental procedure is modelled on that used by
Norris and Kinoshita (2008).

Methods

Participants
Participants were 32 members of the Cognition and Brain
Sciences Unit Volunteer Panel (13 male, mean age 22.7
years). There were 16 participants in each task. All were
right-handed native English speakers with normal or cor-
rected to normal vision. Each session lasted for approxi-
mately 2 h, for which participants received an
honorarium of £20. The study was approved by Cam-
bridge University Psychological Ethics Committee
(CPREC, 2009).

Procedure
Other than the change in task instructions, the pro-
cedure for the lexical-decision and same-different tasks
was identical. The trial structure is shown in Figure 1.
In the same-different task each trial began with the
presentation of a referent stimulus in lowercase letters
above a forward mask containing the same number of
hash signs as there were letters in the target. The
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referent and mask were both presented for 1000 ms.
Both the reference and the forward mask then disap-
peared; the forward mask was replaced by a prime in
lowercase letters presented for 50 ms, which was then
replaced by a target presented in uppercase letters.
The target remained on the screen until the participant
made a response or for 2000ms. In the lexical-decision
task the word “ready” appeared in place of the referent
stimulus.

Note that, with only a few exceptions (e.g. Carreiras,
Vergara, & Perea, 2009; Grainger et al., 2011, exp. 2;
Monahan, Fiorentino, & Poeppel, 2006, exp. 1), EEG and
MEG studies of masked priming have used a different
procedure from the behavioural studies and have used
a separate backward mask between prime and target.
This follows the practice adopted by earlier ERP studies
of visual word recognition which directly compared
masked vs. unmasked priming. In those studies it was
necessary to equate the prime-target SOA while render-
ing the masked prime unable to be identified. However,
the use of a backward mask makes it hard to compare
the data with those from behavioural studies that have
almost invariably used the Forster and Davis procedure
in which the target itself acts as the mask.

In both the lexical decision and the same-different
tasks, participants were informed that they would see
both real words and nonsense words. In lexical decision,
they were told that their task was to decide for each
letter string whether it was a word or a nonword, as
fast and accurately as possible. Participants were
instructed to press the right-hand response button for
words and the left-hand response button for nonwords.
Participants in the same-different task were told that
their task was to decide as fast and accurately as possible
whether the second letter string was the same as the first
letter string, or different. They were instructed to press
the right-hand response button for same targets and
the left-hand response button for different targets. Par-
ticipants were not informed about the presence of the
primes.

Participants were seated in a electromagnetically
shielded and sound-proofed room, with low ambient
lighting. Stimuli were projected, black-on-white, onto a
screen approximately 1.3 m in front of the participant,
such that they subtended horizontal and vertical visual
angles of approximately 1.5° and 0.2° respectively. Stimu-
lus presentation and data collection were performed
using E-Prime 2.0 software (Psychology Software Tools,
Pittsburgh, PA). Each participant completed 480 test
trials that were presented in four blocks, with a self-
paced break between the blocks. A different random
order of trials was generated for each participant.

Materials
The critical stimuli used in both tasks were 160 high-fre-
quency words, 160 low-frequency words and 160 non-
words. Half of the items were five letters long, 25%
were four letters long, and 25% six letters long. The
high-frequency words ranged between 81 and 1599
occurrences per million (Kucera & Francis, 1967), with a
mean of 295. The low-frequency words ranged
between 1 and 20 occurrences per million, with a
mean of 9. For words, the number of orthographic neigh-
bours (N, as defined by Coltheart, Davelaar, Jonasson, &
Besner, 1977) ranged between 0 and 18 and the high –
and low-frequency words were matched on mean N
(4.9 and 4.6, respectively). For the nonwords, N ranged
between 0 and 10, with a mean of 2.4. An additional
80 high-frequency words, 80 low-frequency words, and
80 nonwords were selected for use as control primes.
Mean frequencies for the high – and low-frequency refer-
ent words were 197 per million and 8.7 per million,
respectively. The stimuli are listed in the Appendix (see
supplementary material).

In the same-different task, a further 80 high-frequency
words, 80 low-frequency words, and 80 nonwords were
used as the referent on trials requiring a Different
response. Note that the fact that the primes following
different reference stimuli were always different form
the reference is not a cause for concern. Kinoshita and
Norris (2010) have shown that, in contrast to when the
prime is visible, masked priming in the same-different
task is unaffected by whether the target is predictive of
the prime. A similar result is found for lexical decision
where Norris and Kinoshita (2008) found that responses
were unaffected by whether the unrelated prime had
the same lexical status as the target. Both results are as
predicted by the Bayesian Reader. Four list versions
were constructed; each list contained the same 480
items as targets, and across the four lists, each set
appeared in each of the four experimental conditions
resulting from a factorial combination of prime type
(identity vs. control) and response type (same vs.
different). Four participants were assigned to each of
the four lists. Participants were given 14 practice items,
and there were 2 warm-up items at the start of each
test block, which were not included in the analysis.

In the lexical decision task, there were an additional
160 nonwords, half of which had identity primes and
half of which had control primes. These extra nonword
trials were required in order to equate the number of
word and nonword targets. These nonwords were con-
structed according to the same principles as the critical
nonword stimuli. The lexical decision task used the
same list counterbalancing procedure as in the same-
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different task. Four participants were assigned to each of
the four lists. Participants were given 14 practice items,
and there were 2 warm-up items at the start of each
test block.

EEG recording procedure
The EEG was recorded at the same time as MEG data,
from a Neuromag Vectorview system (Elekta, Stockholm,
Sweden), but we report only the EEG analyses here
because the MEG data show the identical pattern (data
available on request). The EEG data were measured
using 70 electrodes within an elasticated cap (EasyCap
GmbH, Herrsching, Germany), with electrode layout con-
forming to the extended 10-10% system. A 3D digitiser
(Fastrak Polhemus Inc., Colchester, VA, USA) was used
to record the locations of the EEG electrodes. The EEG
reference electrode was placed on the nose, and the
common ground electrode was placed at the left collar
bone. Two sets of bipolar electrodes were used to
measure vertical and horizontal electro-oculograms
(VEOG and HEOG). All EEG electrode impedances were
maintained below 10 kΩ.

All further EEG processing was done with SPM5 (www.
fil.ion.ucl.ac.uk/spm) and custom scripts written in Matlab
(www.mathworks.com). Blink-related artefacts were
removed by performing ICA (as implemented in EEGLAB;
http://sccn.ucsd.edu/eeglab/), and projecting out those
independent components (ICs)whose Pearson correlation
with the recorded VEOGexceededan absolute value of 0.5
and whose Z-score relative to the distribution of Pearson
correlations across ICs exceeded 3 (the ICs so identified
were then double-checked by manual inspection).
Between 1 and 2 such ICs were identified in every run
and subject. These corrected data were then down-
sampled to 100 Hz and lowpass filtered to 40 Hz. They
were epoched from −100 ms to + 700 ms around the
onset of each stimulus, allowing for a fixed offset of
34 ms (reflecting 2 refreshes of the visual projector at
60 Hz), and baseline-corrected from −100 ms to 0 ms.
Bad EEG channels (mean = 2.6, range = 0-5)were detected
by a combination of manual inspection and channels in
which more than 20% of epochs exceeded an absolute
value of 120uV. Epochs in which an incorrect behavioural
decision was made, or in which the absolute amplitude of
any EEG or HEOG channel exceeded 120uV in a non-bad
channel, were discarded (mean of 42.8 and range = 0–
102). The epochs were then concatenated across runs,
and the EEG data were re-referenced to the average
across all non-bad electrodes.

For consistency with other research, all times are
measured from presentation of the target. It is important
to bear this in mind when comparing masked priming
data with that obtained from unmasked stimuli (if, as

Norris and Kinoshita claim, the prime and target are inte-
grated and treated as a single perceptual event, then
prime onset might be a more appropriate reference
point).

Statistical analysis of EEG data
For statistical analysis, common practice in analysing
similar ERP data has been to perform ANOVAs on data
averaged across time-windows encompassing the N250
and N400 evoked components (e.g, 150-300 ms and
300-550 ms respectively). ERPs within that entire range
have been attributed to lexical processes (Holcomb &
Grainger, 2006). Given that putative lexical priming
effects extend throughout this range it is hard to motiv-
ate focusing on any particular time windows. Such an
approach is particularly unsuited to the study of
masked priming. For example, masked priming has
been argued to provide a head start in processing
(Gomez, Perea, & Ratcliff, 2013). In a time-window analy-
sis, the pattern of significance will depend on the exact
location of any effect relative to the boundary between
time windows. A substantial shift in peak latency within
a time-window might not alter the mean amplitude of
the signal in that window at all, whereas the same shift
in peak latency in the vicinity of a boundary between
time windows may produce an interaction with time.2

Both of these issues are particularly problematic given
that the time-windows in which priming effects occur
in our same-different task may differ from those in our
lexical decision task. Indeed, given that the behavioural
priming in the same-different task is so much larger,
this seems quite likely to be the case. There are also
differences across prior studies in the particular electro-
des selected for analysis, and the electrodes showing
maximal priming effects in our study may again
depend on the task. Given this spatiotemporal uncer-
tainty in how priming effects might manifest themselves
in the lexical decision and same-different tasks, we
adopted a mass univariate approach in which conditions
are contrasted at every single time-point and every
single scalp location. The resulting statistics are then
adjusted for the multiple comparisons taking into
account the spatial and temporal smoothness of the
data (see Henson, Mouchlianitis, Matthews, & Kouider,
2008, for a similar approach). This completely avoids
the problems associated with making arbitrary decisions
as to the time windows or electrodes used in the analysis.

More precisely, we interpolated the EEG data onto a
32 × 32 grid of 3 × 3 mm pixels representing the
flattened scalp, and tiled these planes for each peristimu-
lus time sample to create a 3-D volume. The time dimen-
sion consisted of the 81, 10msec samples in each epoch.
The data at each point (voxel) within this volume was
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subjected to ANOVA with a pooled error term, the non-
sphericity of which was estimated by Restricted
Maximum Likelihood by pooling over voxels (Friston
et al., 2002). The resulting F-statistics for each planned
comparison (matching those performed on the behav-
ioural data; see Results) formed a Statistical Parametric
Map, which was thresholded at p < .001 uncorrected,
and clusters identified in which the number of contigu-
ous voxels was greater than would be expected by
chance, as defined by p < .05 family-wise error (FWE) cor-
rected for multiple comparisons using Random Field
Theory in SPM12 (Kilner, Kiebel, & Friston, 2005; final esti-
mated smoothness of an equivalent Gaussian FWHMwas
24 × 23 mm× 45 ms).

Results

Behavioural data

The behavioural data for lexical decision and same-
different tasks are shown in Tables 1 and 2. The behav-
ioural data replicate the results reported by Norris and
Kinoshita (2008).

Standard practice in the analysis of masked priming
lexical decision experiments is to analyse word and
nonword responses separately. In the RT analysis of
word responses, there were significant main effects of
priming (F(1,15) = 95.97, MSE = 31,551, p < .001) and
word frequency (F(1,15) = 47.43, MSE = 644,446, p
< .001), and no significant interaction between the two
(F(1,15) = 2.81, MSE = 754, p = .16). There was no
priming for nonwords. In a further analysis combining
words (collapsed over frequency) and nonwords, there
was a significant interaction between priming and
lexical status in RTs (F(1,15) = 29.393, MSE = 10,554, p
< .001), and in the errors (F = 5.93, MSE = 18.46, p < .05).

In contrast, collapsing over frequency in the same-
different task, there was no interaction between lexical
status and priming (F < 1), but a highly significant inter-
action between priming and response type (same vs.
different). This was true of both RTs (F(1,15) = 104.5,
MSE = 40,952, p < .001) and errors (F(1,15) = 23.9, MSE =
275, p < .001). The effect of lexicality was significant in

the analysis of RTs (F(1,15) = 5.2, MSE = 2354, p < .05) but
not errors (F < 1), and there was no interaction between
lexicality and priming in either RTs (F < 1) or errors (F
(1,15) = 3.5, MSE = 46.9, p = .08). The three-way inter-
action between lexicality priming and same-different
was also not significant in RTs (F(1,15) = 1.24, MSE = 986,
p = .28) or errors (F < 1). A separate analysis looking only
at words revealed no significant effect of word frequency
in either RTs (F(1,15) = 1.37, MSE = 1045) or errors (F < 1).

In the same-different task, there was priming for same
items (F(1,15)= 135, p < .001) but not for different items (F
< 1). Additionally, priming in the same-different task was
substantially larger than in lexical decision. This latter
result is also predicted by the Bayesian Reader.

EEG data

Grand-mean evoked responses
The general pattern of ERPs can be seen in Figure 2, which
shows recordings from electrode P3, where the priming
effects were consistently largest in the statistical maps.
Overall, the pattern of ERP data parallels that seen in the
behavioural data. Briefly, there are priming effects for
words but not nonwords in lexical decision (Figure 2(A)),
particularly high-frequency words (Figure 2(B)), and for
same targets (Figure 2(C)), but not different targets
(Figure 2(D)), in the same-different task. Furthermore,
the priming effects in the same-different task are much
larger and more extensive than in lexical decision.

The general pattern of priming in Figure 2 appears to
be an acceleration of the entire waveform in both tasks,
whereby the ERPs for identity primed trials are shifted
earlier in time relative to those for unprimed control
trials. This means that there is a crossover between the
primed and unprimed ERPs, such that the amplitude of
the primed ERP is greater than the unprimed ERP
before about 500 ms in the lexical decision task, or
before 400 ms in the same-different task, and then

Table 1. Mean lexical decision latencies (RT, in ms) and percent
error rates (%E) in lexical-decision task.

Target type

High-
frequency
word

Low-
frequency
word Nonword

Prime type RT %E RT %E RT %E

Identity 577 1.6 634 5.9 711 3.8
Control 615 2.4 685 8.8 704 3.5

Identity priming effect 38 0.8 51 2.9 −7 −0.3

Table 2. Mean decision latencies (RT, in ms) and percent error
rates (%E) in same-different matching task.

Target type

High-
frequency
word

Low-
frequency
word Nonword

Response type
and prime type RT %E RT %E RT %E

Same
Identity 473 2.3 468 2.0 499 3.6
Control 548 7.2 548 9.1 563 7.7
Priming effect 75 4.9 80 7.1 64 4.1

Different
Identity 569 3.9 550 2.8 551 4.8
Control 554 4.6 563 3.9 557 2.5
Priming effect −15 0.7 13 1.1 6 −2.3
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smaller thereafter. With our average reference, this
appears as a shift earlier in time of a positive-going com-
ponent (relative to pre-stimulus baseline) at P3. As a
result, the amplitude from 300 to 500 ms is more positive
for primed than unprimed words in the lexical decision
task, which would correspond to a reduction in a N400
component. There was also evidence of an earlier
priming effect on an N200 component over left tempor-
oparietal sites, as detailed below. However, rather than
focusing on just these components (whose latency
depends on priming), we next tested the significance
of condition differences in amplitude at all timepoints
and scalp positions.

Statistical analysis of priming effects
Figures 3–5 show the thresholded space–time SPMs for
the three conditions showing priming: words in lexical

decision, and both words and nonwords in the same con-
dition in same-different task (none of the other priming
comparisons, e.g, for nonwords in lexical decision, or
for different responses in the same-different task,
showed suprathreshold effects).

Priming in the lexical decision task
For priming of words in lexical decision, three clusters
survived correction (Figure 3). These clusters reflected a
single topographic effect, comprising a central-parietal
cluster that was more positive-going for primed relative
to unprimed, accompanied by left and right fronto-tem-
poral clusters of the opposite polarity, ranging between
360-540 ms and peaking around 460 ms. This most
likely reflects a temporal shift of a central, positive-
going component (as in Figure 2). No other word
priming effects were found at other latencies. Nor did

Figure 2. ERPs from Channel P3 (showing maximal priming effects) for (A) primed and unprimed words and nonwords in lexical
decision task, (B) primed and unprimed high frequency (HF) and low frequency (LF) words in lexical decision task, (C) primed and
unprimed words and nonwords in same trials of same different task, and (D) primed and unprimed words and nonwords in
different trials of same different task.
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any clusters reach significance in the comparison of
primed and unprimed nonwords. The interaction
between priming and lexicality also peaked around
460 ms.

Priming in the same-different task
As would be expected from the fact that the behavioural
priming is greater in the same-different task than in
lexical decision, the priming effects in the ERP data are
also larger and onset earlier in time. For identity versus
control words in same trials, a similar pattern of centro-
parietal positive-going differences accompanied by

lateral negative-going differences was seen as for the
lexical decision task (cf. Figure 4(A) and Figure 3),
except that this priming effect became significant
earlier, peaking around 360 ms. Later, the polarity of
this effect reversed, with a central negative-going differ-
ence from 450 to 620 ms (peaking around 490 ms)
accompanied by fronto-lateral positive-going differ-
ences. This reversal most likely simply reflects a shift of
a positive-going component earlier in time caused by
priming (indeed, the same subsequent reversal of
polarity was seen in the lexical decision task, but its
extent did not reach significance owing to truncation
by the end of the epoch).

The priming effects for nonwords in same trials were
very similar to those for words, with a cluster from 280
to 420 ms (peaking at 370 ms) with more positive-going
potentials over centroparietal sites for identity versus
control nonwords, accompanied by fronto-lateral nega-
tive-going differences (Figure 5). The priming effects for
words and nonwords are so similar that over the time
range 280-420 ms the waveforms for words and non-
words lie almost exactly on top of each other.

Figure 3. Two sections through the 3D scalp-time Statistical
Parametric Map (SPM) for the ERP contrast of primed versus
unprimed words in the lexical decision task. The bottom
section shows the topography over the scalp at 460 ms (relative
to an average reference), with the cross-hair centred on the
maximum close to electrode P3, while the top section shows a
slice through peristimulus time (vertical access) against left-
right position at the maximal statistical difference over central
sites. The SPM is thresholded such that only clusters of points
where the p-value was less than .001 and the probability of
obtaining as many such contiguous points by chance was less
than .05, corrected for multiple comparisons using random
field theory (see Methods). Warm-cold colours indicate posi-
tive-negative differences.

Figure 4. Sections through the 3D SPM for the ERP contrast of
primed versus unprimed same trials in the same-different task.
The sections in Panel A are through significant clusters that
were positive over centroparietal sites (similar to Figure 3) for
same judgments around 360 ms, while the sections in Panel B
are through clusters that were negative over left temporo-occipi-
tal sites around 200 ms. See Figure 3 legend for more details.
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For different trials in the same-different task, no clus-
ters reached significance for the comparison of same
versus control trials, for either words or nonwords. Not
surprisingly, the interaction between priming and
same-different also peaked around 370 ms.

For words in same trials there was an additional,
earlier negative-going difference for identity versus
control words over left temporo-occipital electrodes
that survived correction from around 170–300 ms
(peaking around 200 ms; Figure 4(B)). Interestingly, this
effect also survived p < .001 in the SPMs for the
primed vs unprimed comparison for words in the
lexical decision task (visible in rightmost panel of
Figure 3), though its extent did not survive correction
for multiple comparisons. The same was also true for
the primed vs unprimed comparison for different
responses (visible in rightmost panel of Figure 5).
Although not as robust as the later priming effects, this
early ERP priming effect also patterns just like the behav-
ioural priming.

Figure 6 shows the ERPs for each condition and task
from electrode P9 that was closest to the statistical
maximum of this early temporo-occipital priming
effect. For lexical decision (Figure 6(A)), priming of
words (but not nonwords) produces a more negative
deflection of a N200 component, for both high and low
frequency words (Figure 6(B)). For the same-different
task, this early priming effect is even larger for both
words and nonwords in same trials (Figure 6(C)) but
was not significant for different trials (Figure 6(D); see
also Figure 7).

To summarise the effects of priming on the early, left
temporo-occipital effect and later centro-parietal effect,
we averaged the potential difference at these channels
across 150-300 ms and 300-500 ms respectively. The
results are shown in Figure 7, where the error bars rep-
resent 95% confidence intervals for the priming effect
between consecutive conditions. Both effects showed
similar patterns of priming across conditions, with the
exception that priming for low-frequency words was sig-
nificant in the early effect (Figure 7(B)) but did not reach
significance in the later effect (Figure 7(A)). There was no
evidence of significant differences (at this now uncor-
rected level of p < .05) for nonwords in lexical decision,
or for words or nonwords in different trials of the
same-different task.

Statistical analysis of lexicality and frequency
effects

In contrast to lexical decision, in the same-different task
the effects of lexical status and word frequency on RTs
are generally much weaker. In our same-different task
there was a significant effect of lexical status which did
not seem to be modulated by priming or response
type (same vs. different), but no effect of word frequency.
We find exactly the same pattern in the ERPs.

Lexical status in lexical decision
For primed words relative to primed nonwords in lexical
decision, there was a central positive-going difference
from 400 to 550 ms (peaking at 480 ms). This largely
overlaps with the priming effect for words. It was
accompanied by a smaller, later, and more posterior
negative-going difference from 560 to 640 ms (peaking
at 610 ms). There were no significant differences
between words and nonwords for unprimed control
trials.

Word frequency in lexical decision
In lexical decision, there was a central positive-going
difference for high relative to low frequency words
from 460 to 520 ms (peaking at 490 ms), which was

Figure 5. Sections through the 3D SPM for the ERP contrast of
primed versus unprimed nonword same trials in the same-
different task, through significant clusters that were positive
over centroparietal sites (similar to Figure 4(A)) for same judg-
ments around 370 ms. See Figure 3 legend for more details.
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significant for both primed and control conditions. It
resembled the effect of lexicality in this task described
above, even though the latter was only found for
primed trials.

Lexical status in same-different. In the same-different
task there was an overall effect of lexical status, averaged
across same and different judgments, spread across three
clusters: an early negative-going difference for words
relative to non-words from 140 to 410 ms over posterior
left electrodes (peaking at 170 ms;), followed by two
positive-going clusters over central frontal electrodes
from 240 to 340 ms and 360 to 440 ms (peaking at 280
and 390 ms respectively, but most likely part of the
same effect). Note that the effect of lexical status was
not significant when same and different responses were
analysed separately.

Frequency in same-different. In the same-different task,
there were no significant effects of word frequency for
either same or different responses. Overall then, our
two measures of lexical activation; word frequency and
lexical status, appear different in the two tasks. Although
there is an effect of lexical status in the same-different
task, it is much weaker than in lexical decision and
there is no sign of a frequency effect. This is the same
pattern we see in the behavioural data.

Between task analysis. Any attempt to perform a com-
bined analysis of the two task is complicated by the fact
that, from the perspective of examining lexical effects,
the structure of the two tasks is different. For
example, words can only appear as words in lexical
decision, but can appear in both the same and the
different conditions in the same-different task. Also,
given the complexity of the design, there are many

Figure 6. ERPs from temporo-occipital Channel P9 showing earlier priming effects for (A) primed and unprimed words and nonwords in
lexical decision task, (B) primed and unprimed high frequency (HF) and low frequency (LF) words in lexical decision task, (C) primed and
unprimed words and nonwords in same trials of same different task, and (D) primed and unprimed words and nonwords in different
trials of same different task.
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different contrasts that could be examined. The most
informative predictions that we can test are that word
priming in lexical decision should be greater than the
word priming in the different condition in the same-
different task, and that the non-word priming in
lexical decision should be smaller than the nonword
priming in the same-different same condition.
However, while the latter comparison revealed signifi-
cant clusters around 340 and 370 ms, no clusters were
significant in the word comparison. This should not be
too surprising. The nonword-same priming effect is
very large relative to word priming in lexical decision.
Indeed, word priming for that same condition is also
bigger than word priming in lexical decision. However,
given that the lexical effects in lexical decision are
well established, the critical data for assessing the pre-
dictions of the Bayesian Reader come from the inter-
actions between priming and same versus different

responses, rather than from the comparison between
experiments.

Discussion

In both the behavioural literature and in electrophysio-
logical studies, masked priming has frequently been pro-
moted as providing insights into automatic processes
involved in reading. In this context, “automatic” has
often been equated with “mandatory”, driven purely by
the stimulus, irrespective of the task. In the electro-
physiological literature, there has been the additional
assumption that early EEG (and MEG) responses are a pri-
vileged index of automatic lexical processing, and there-
fore provide additional information beyond behavioural
data. However, Norris and Kinoshita’s (2008) finding
that the pattern of masked priming changes radically
as a function of task calls these assumptions into

Figure 7. Average potential difference from 300 to 500 ms for centro-parietal Channel P3 (Panels A + C) and from 150 to 300 ms for
temporo-occipital Channel P9 (Panels B + D) in lexical decision task (Panels A + B) and same-different task (Panels C + D). Error bars
represent 95% confidence intervals for the priming effect between consecutive conditions on the x-axis. P = Primed; U = Unprimed;
HFW = High Frequency Word; LFW = Low Frequency Word; NoW = Nonword.
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question. According to the Bayesian Reader, priming is
determined by the nature of the decision required by
the task. In both lexical decision and same-different,
the tasks require participants to judge whether the
stimulus is a member of a particular set. Items in that
set should show priming and items not in that set
should not show priming. Here we have shown that
not only are the behavioural results driven by the task,
but the same is true of ERPs measured with EEG. The
electrophysiological data mirror the behavioural data in
that priming is obtained for yes responses in lexical
decision and for same responses in the same-different
task. Consequently in the same-different task it is poss-
ible to obtain priming for nonwords combined with an
absence of priming for words. Reaction times in the
same-different task are substantially faster than in the
lexical decision task. This is also reflected in the ERP
data, where waveforms in the same-different task are
compressed and shifted forward in time. The strongest
priming effects in the lexical decision and same-
different tasks were found between 300-500 ms, which
would encompass the N400 component. Note that in
the present context it is not important to attribute
these effects to specific ERP components. However,
masked priming has generally been assumed to modu-
late the N400 rather than, for example, the P3, and the
N400 has been taken to index semantic or lexical proces-
sing (for reviews see Grainger & Holcomb, 2009; Kutas,
van Petten, & Kluender, 2006; Lau, Phillips, & Poeppel,
2008). Furthermore, the pattern of ERP effects we find
in the lexical decision task is consistent with previous
findings in the literature which have been assumed to
reflect automatic lexical priming by masked stimuli.
However, the fact that we see similar patterns in same
responses to nonwords as in yes decisions to words in
lexical decision shows that these ERP differences
cannot be interpreted as being specifically lexical or
semantic. We also found an early priming effect
peaking at around 200 ms in both tasks. This effect
almost certainly reflects early perceptual processes and
is unlikely to be a consequence of any general speeding
of motor responses in primed conditions.

More generally, the effect of priming seems better
captured by an acceleration of the evoked response,
rather than modulation of the amplitude of specific com-
ponents (see also Henson, 2012). Although the Bayesian
Reader is, in Marr’s (1982) sense, a computational-level
theory, and makes no specific claims about neural
implementation, this general pattern is consistent with
the Bayesian Reader account of masked priming. An
identity prime acts to give a head start to target proces-
sing because the prime and target are effectively treated
as the same perceptual event (see also Gomez et al.,

2013). An unrelated prime will cause interference, result-
ing in an overall slowing of target processing. It is this
combination of facilitation and interference that makes
it possible for the overall priming effect to sometimes
be greater than the duration of the prime. The Bayesian
Reader account also explains why this priming-related
speeding of processing is greater in the same-different
task than lexical decision task, as found here both in
RTs and in the degree of acceleration of the ERPs (e.g,
in terms of cross-over point).

In the introduction, we outlined three possible out-
comes of this study: the electrophysiological data could
track the behavioural data, they could remain the same
despite the change in task, or the same-different task
might simply overlay additional task-specific effects on
top of automatic lexical effects. We can clearly rule out
the second possibility; the task matters. The third possi-
bility is harder to rule out definitively, as there may
well be automatic lexical effects that we were unable
to detect. Nevertheless, it does seem as though any
residual automatic effects are very small, and certainly
much smaller than the task-specific effects. This is hard
to reconcile with Bowers’ (2010) suggestion that the
pattern of priming in the same-different task is attribu-
table to a lexical priming effect which is counteracted
by a bias against responding the “Same” in the case of
different words. (For behavioural evidence against the
“bias” view, see |Kinoshita & Norris, 2010, 2011). This
view is also difficult to reconcile with the fact that the
topography of the priming effect in lexical-decision and
same-different is very similar. This suggests that they
have a common mechanism and that priming in the
same-different task is not the result of a combination
of two opposing mechanisms.

Overall, the data are most consistent with the idea
that the electrophysiological data exactly parallel the
behavioural data. There is no indication that the same-
different task elicits the same pattern of automatic ERP
responses as in lexical decision, and that these are then
overlaid with additional processes that operate only in
the same-different task. At this point it is interesting to
ask how our results might have been interpreted if we
only had data for words in the same-different task. We
think that the natural interpretation would have been
that the same-different task magnifies the lexical
priming effect. What implications do our results have
for studies that have used masked priming to draw infer-
ences about lexical processing? Although the pattern of
results is task-specific, this does not necessarily imply
that priming in lexical decision is in some sense “non-
lexical”. As witnessed by the fact that priming is sensitive
to lexical status and word frequency, priming clearly
does reflect lexical knowledge. What these results do
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tell us is that priming is not an automatic consequence of
reading a word – the nature of the decision process
dynamically changes the relation between the prime
and the target, and this is equally true of behavioural
and electrophysiological responses. The change in the
pattern of priming, in both behavioural and electro-
physiological measures is a consequence of the change
in the way the stimuli are processed in different tasks.

The current demonstration that electrophysiological
measures can be dramatically modulated by changes
in the nature of the task also has important implications
for the design and interpretation of electrophysiological
studies. First, we cannot assume that electrophysiologi-
cal measures have a privileged status over behavioural
measures in providing insights into early automatic pro-
cesses. This might sometimes be the case, but we cannot
make such an assumption without first demonstrating
task independence. However, the most important point
is a very simple one; the task matters. The nature of
the task determines the configuration of both the cogni-
tive and the neural processes that are engaged.

Notes

1. It is important to emphasize that what is integrated is the
evidence used to make the decision, not the low-level
perceptual data (e.g. visual features in the prime and
the target), as attested by the fact that masked priming
effects in visual word recognition tasks are independent
of the visual similarity of the lowercase prime and upper-
case target (Bowers, Vigliocco, & Haan, 1998; Kinoshita &
Norris, 2010).

2. This is apparent in Figure 2(C) where priming leads to an
increase in the amplitude between about 250–400 ms,
but a decrease thereafter. A window centred around
400ms might show little effect of priming. See Kilner
(2013) for further problems with choice of time windows.
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