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Abstract: The precision error of the Brillouin Optical Time Domain Reflectometry (BOTDR) based 
distributed fiber optic strain measurement is normally evaluated based on strain change from the initial zero 
strain state. In many structural health monitoring applications, however, there is initial strain caused by the 
installation process of a fiber optic sensor cable to a structure. Engineers are interested in the incremental 
strain profile from the initial strain profile to assess the performance of the structure. The initial strain profile 
is often not constant throughout the cable length due to the manner that the fiber optic cables are installed 
(e.g., gluing, clamping, or embedding). This uneven strain distribution causes precision error in the strain 
incremental values, which in turn leads to difficulty in data interpretation. This paper discusses why large 
initial strain variation (or initial strain gradient) increases the precision error of the subsequent incremental 
strain reading and how to evaluate the magnitude of such precision error. A relationship between strain 
gradient and precision error is demonstrated. A sectional shift method is proposed to minimize the precision 
error. Results from laboratory tests and a field case study show that the method can reduce the precision error 
approximately 50% when the strain gradient is large.  

Keywords: Distributed fiber optic sensing, structure health monitoring, Error analysis, Noise cancellation, Strain monitoring, Brillouin 
Optical Time Domain Reflectometry. 

1. Introduction 

       Distributed Brillouin fiber optic sensing has been used for strain and/or temperature 
monitoring of civil engineering structures1–4. Discrete sensors have better spatial resolution 
and accuracy, whereas the distributed sensors have longer spatial resolution but with worse 
accuracy5. The distributed sensor technologies can solve the issue related to the limitation 
of sensor numbers and locations on data reliability6. However, it can have reduced accuracy 
and decrease in data repeatability (precision) when compared to highly accurate discrete 
sensing systems. The sensing repeatability is characterized by the precision error, which is 
defined by the standard deviation of a number of consecutive measurements 7. Theoretical 
and experimental studies have shown that the precision error under zero strain state is 
fundamentally dependent on the Brillouin gain linewidth, spatial resolution, frequency 
scanning step, number of averaging times, and signal to noise ratio (SNR) 8,9. For a typical 
Brillouin Optical Time Domain Reflectometry (BOTDR) interrogator, its precision error 
follows a normal distribution with a standard deviation of around 15 με 10 when no strain 
is applied to the fiber. Under a strained condition, however, the strain measurement of a 
point loaded beam was reported to have an extra repeatability error of 5 με compared to 
that of the constant strain condition 11,12. 

In many structural health monitoring applications, there is initial strain caused by the 
installation of a fiber optic sensor cable to a structure. Engineers are interested in the 
incremental strain profile from the initial strain profile to assess the performance of the 



structure. The initial strain profile is often not constant throughout the cable length due to 
the manner that the fiber optic cable is installed (e.g., gluing, clamping, or embedding). 
This uneven strain distribution causes precision error in the strain incremental values, 
which in turn leads to difficulty in data interpretation. In fact, unexpected data fluctuations 
have been observed and the accuracy of strain and temperature measurement appears to 
degrade in field applications. For example, the 5-day measurements on the roller 
compacted concrete (RCC) dam Fundão in Brazil revealed that the precision error was 
mostly about 70 με along the cable, and up to 500 με at some particular locations (e.g. cable 
fixation, splice connections and places with local losses) 13. A maximum precision error of 
300 με under fluctuating loads was also reported in a cracked concrete beam when ten 
repeated measurements were made using BOTDR 14.  

These relatively high precision error values are most likely due to the ubiquitous 
inhomogeneous nature of the real strain field. Non-uniformly distributed strain leads to an 
asymmetric Brillouin gain spectrum, and thus a lower SNR and broader bandwidth of the 
received Brillouin spectrum frequency resolution. This is directly related to the frequency 
resolution of the sensing system 15. As discussed in this paper, non-uniformity in the initial 
strain profile can enlarge the distance error in the interrogator acquisition system, which in 
turn affects the measurement repeatability.  The strain range for structural monitoring is 
commonly limited to several hundreds of micro-strains. Hence, the relatively high 
precision error caused by the non-uniformity of the initial strain profile could become a 
critical problem in some applications. 

The precision error in this paper is characterized as the combination of frequency error 
and distance error. The frequency error is a random error in the frequency domain, closely 
related to the signal to noise ratio, while the distance error is dependent on the timing error 
of the interrogator’s acquisition system. In this study, a method is proposed to quantify the 
BOTDR frequency and distance resolution induced precision errors. To illustrate the 
reliability of this method in predicting the magnitude of precision error, comparisons are 
made between experimental measured error and the predicted error. A relationship between 
the measured strain gradient and precision error is observed. A precision error 
compensation method using sectional shift is developed and its performance is evaluated 
with data sets from laboratory tests and a field pile monitoring case. 

 

2. Precision error 
The strain/temperature magnitude, as well as its location recorded by BOTDR/BOTDA 

systems, are subject to measurement repeatability error, i.e. precision error. The precision 
error in this paper is defined as the statistical variance of the multiple repeatability readings 
at each measured location along the sensing cable. The readings are made by using the 
same instrument and operator while keeping the same loading conditions. It is calculated 
by taking the standard deviation of multiple readings (about 30-100 readings). The spatial 
variation of the standard deviation along the sensing fiber can be obtained. Hardware 
design and implementation influence the precision of measurements; for example, the 
precision error of the Neubrescope PPP-BOTDA system can be found in paper 16. The 
instability of pump and probe laser, the Brillouin gain spectrum’s signal to noise ratio 
(SNR), full width at half maximum (FWHM) and the frequency scanning step influence on 
the measurement accuracy and repeatability 16. This study shows that the strain variation 
on the fiber also contributes to the precision error. The causes of the error can be divided 



into the following two: (a) frequency resolution induced error and (b) distance resolution 
induced error.  

 

2.1 Frequency resolution induced error 
Frequency resolution is directly related to the signal noise of an interrogator. As shown 

in Fig. 1, the measured Brillouin spectrum presents power fluctuations, which make it 
difficult to evaluate the center frequency of the peak power. In this figure, the center 
frequency is located in the range of the two dotted lines, which are determined by its 
frequency resolution. This uncertainty in locating the actual center frequency leads to 
precision error. 

Frequency resolution is partly affected by the optical power of the interrogator. The 
optical power losses that accumulate along the fiber configuration reduce the SNR in the 
detection side of the interrogator, especially when power loss happens due to fiber bending. 
At the same time, the Brillouin spectrum bandwidth also affects the frequency resolution, 
which is dependent on the SNR and FWHM of the received Brillouin spectrum 1718. 
Previous experimental results verified that the dependency of the Brillouin frequency 
resolution on measurement parameters can be approximated by the following equation 19: 
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where SNR is the ratio between peak power and noise, ∆𝑣஻ is the FWHM of the Brillouin 
gain spectrum, and ϕ is the frequency step. This equation suggests that the measurement 
precision error is proportional to the square root of FWHM and inversely proportional to 
SNR. 

When strain change happens spatially, the measured Brillouin spectrums around this 
location becomes wider as it is a convolution of the intrinsic Brillouin spectra with different 
peaks over the interrogator’s spatial resolution. In this way, the peak region of the Brillouin 
scattering spectrum becomes flatter. It then becomes difficult to detect the peak, leading to 
reduction in strain precision. Therefore, when there is a non-uniformly distributed strain 
profile, the broadening and asymmetry of the Brillouin gain curve affect the frequency 
resolution of the measurements. 

 

 
Figure 1 The influence of frequency resolution on strain measurement precision for Brillouin optical time domain system 

2.2 Distance resolution induced error 



Distance resolution induced error is related to the precision of the spatial location of a 
measured point (jitter). It is the variance of Brillouin frequency shift due to the uncertainty 
of the cable location determination inside the interrogator 16. In optical time-domain based 
systems, the acquisition scheme (i.e., the sampling rate of the detection system) sets the 
number points (sampling interval) along the fiber. It corresponds to the localization 
precision of a measured point with respect to its spatial position. 

Distance resolution induced precision error is illustrated in Fig. 2 where three Brillouin 
spectra represent one measuring point result but have different fiber locations where back 
scattering occurs due to distance error. When the injected pulse propagates through the 
fiber, the measured Brillouin spectrum is the convolution of the fiber intrinsic spectrum 
over the pulse length (interrogator spatial resolution), which is determined by the pulse 
length. In Fig.2, the convoluted spectrum represents the interrogator measured result. 
Spectrum 1 and 2 are the intrinsic Brillouin spectra of the fiber over the spatial resolution 
of the interrogator when a pulse is passing a step change location of two strain sections. 
When the pulse is half at strain section 1 and half at strain section 2, the intrinsic Brillouin 
spectra power in these two sections are equally shared, as shown in Fig. 2(a). When the 
pulse is more at section 1, the power will be dominated by spectrum 1, as shown in Fig 
2(b). As a result, the convoluted Brillouin spectrum result deforms. When jitter happens, 
the center frequency at peak varies for the three measurements, leading to precision error. 

 
Figure 2 The influence of distance error on strain measurement precision for Brillouin optical time domain system 

The amount of distance error induced precision error is dependent on the interrogator’s 
jitter specification as well as the spatial strain change rate (or strain gradient) on the fiber. 
When the fiber is under no external strain, the distance resolution does not affect the strain 
readings. However, when the fiber experiences a rapid strain change in space (or large 
strain gradient), a small error in location determination affects the identification of the peak 
frequency and hence strain. As a result, the precision error in the strain/temperature 



determination increases at locations where there is a large strain change (or the section 
where the strain gradient is large). 

 

2.3 Precision error in measurements 

To demonstrate the aforementioned precision error in measurements, the condition of a 
sharp strain change was mocked by using a cable spliced by two types of optics fibers, 
which have a center frequency difference of 500 MHz (equivalent to 1% strain). The first 
fiber in the cable was mocked as zero strain section and the second fiber in the cable is 
mocked as strained section. The tested cable was put in free condition and repeated 
measurements were taken using NBX-5000 BOTDR interrogator (Neubrex). The measured 
Brillouin center frequency profile was expected to have a step change at the splicing point 
of the two fibers with different center frequencies. The interrogator was set as 1 m spatial 
resolution and 0.05 m sampling resolution. 216 measurements were taken and averaged. 
The recorded Brillouin center frequency profiles were used for the investigation of the 
frequency resolution induced and distance resolution induced errors. 

 
2.3.1 Frequency resolution 
Fig. 3 shows the Brillouin spectrum of the measurement at different strain section 

locations. Since BOTDR sensor measures a convoluted result over the spatial resolution, 
the measured Brillouin spectrum at a strain change section contains two peaks; one 
representing the spectrum at the strained section and the other representing the spectrum at 
the unstrained section. In this sharp strain change case, the center frequency difference 
between the strained and unstrained condition is so significant that the double peaks can 
be clearly seen. 

 
Figure 3 The comparison of Brillouin  spectrum at a uniformly  strained  section, unstrained section and strain  transit 
section 

At the strain transient section, the obtained Brillouin gain spectrum becomes distorted 
compared to that of the uniformly strained section or unstrained section. Because of the 
sharp frequency change of 500 MHz (red dotted line as the measured Brillouin gain 
spectrum at the unstrained section and black dotted line as the measured Brillouin gain 
spectrum at the strained section in Fig. 3), the measured Brillouin spectrum at the strain 



change sections shows visible double peaks (blue dotted line). As a result, the SNR is 
reduced with a lower peak power (assuming the noise level is constant along the cable) and 
the FWHM increases for the Brillouin gain spectrum at the strain transit section. 

According to Eq. 1, a lower SNR and broader FWHM leads to a larger precision error. 
At rapid strain change sections in Figure 3, the FWHM is enlarged and the SNR is reduced 
due to the convolution of Brillouin spectra in different peak frequency profiles, resulting 
in a growth of the precision error. Therefore, the frequency resolution induced precision 
error can be related to the non-uniformity of the measured strain profile. It is expected that 
the frequency resolution at strain change section is larger than that at the free cable section, 
and the increase of the precision error is quantitatively related to the measured gradient of 
the Brillouin center frequency shift (corresponding to the measured strain gradient). 

 
2.3.1 Distance resolution 
To investigate the distance resolution induced precision error, two repeated Brillouin 

spectrum measurements at the splicing point of the tested cable is compared, as shown in 
Fig. 4. The power ratio between the two peaks varies with the two measurements: the ratio 
of the peak power at 10.77 GHz to the peak power at 10.42 GHz is 1.005 for the first 
measurement and 0.998 for the second measurement. The spectrum peak power is roughly 
proportional to the length of the event because the measured spectrum is a convolution of 
the intrinsic Brillouin spectrum over the interrogator’s spatial resolution 20. Therefore, the 
peak with relatively higher power means that the measuring point is closer to the peak 
section. The first measurement has a higher power in the strained section, indicating its 
location is closer to the strained section. The second measurement is the opposite, implying 
that there is a distance error in measuring point between the two repeated measurements. 
The final measured center frequency is 10.77 GHz for the first measurement, whereas it is 
10.42 GHz for the second measurement. A horizontal shift of the center frequency can be 
clearly seen, which in turn leads to precision error at the strain change section. 

 
Figure 4 Comparison of two repeated Brillouin spectrum measurements 

 

3. Precision error evaluation 



It is important to evaluate the magnitude of precision error in each measurement, 
especially when long term monitoring is required. The frequency resolution induced error 
and the distance resolution induced precision error contribute to the precision error. 
Brillouin measurement frequency resolution (δv௙ ) can be approximated by Eq. 1. The 
frequency resolution is dependent on the characteristics of the spectrum and parameter 
settings of the interrogator. For a typical BOTDR interrogator with an SNR of 20 dB, 
FWHM of 130 MHz, and frequency scanning step of 3 MHz, the measurement precision 
error is calculated as 0.8553 MHz using this equation. 

To evaluate the distance resolution induced precision error, the interrogator timing error 
(Δt) first needs to be calibrated in the laboratory. Fig. 5 illustrates the relationship between 
the interrogator measured precision error (δv) and distance distance resolution (Δz). By 
subtracting frequency resolution precision error from the interrogator measured precision 
error, the distance resolution induced precision error can be obtained: 

δvௗ ൌ ටδvଶ െ δv௙
ଶ                                                    (2) 

where δvௗ is the distance induced precision error, δv௙ is the frequency resolution induced 
error, and δv is the measured precision error. 

In a short length section, the Brillouin center frequency distribution can be regarded as 
linearly distributed. If the frequency shift gradient at point z is given as ∆v஻

ᇱሺεሺzሻሻ, the 
distance resolution induced precision error ( δvௗሻ can be approximated into distance 
resolution z: 
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                                                        (3) 

The corresponded timing error (∆t) of the interrogator is calculated as: 

∆t ൌ ∆୸ൈ୬

௖
                                                               (4) 

where c is the speed of light in vacuum and n is the refractive index of optical fiber. 
At a strain change section where there is a large strain gradient ∆v஻

ᇱሺεሺzሻሻ, the distance 
resolution induced measurement precision error is enlarged, as indicated by Eq. 3. 
Therefore, the interrogator timing error results in large precision error at the strain change 
section, similar to the previous frequency resolution effect. Given the interrogator 
dependent timing error ( Δt ), the distance resolution induced precision error can be 
estimated as: 

δvௗ ൌ ∆v஻
ᇱሺεሺzሻሻ ൈ ∆୲ൈୡ

௡
                                               (5) 

A step strain change measurement and its precision were evaluated with NBX-5000 
interrogator. In the experiment, the strain-sensing cable was a reinforced-ribbon cable 
manufactured by Fujikura Ltd. The cores are tightly bonded to the protective nylon sheath 
for effective mechanical strain transmission. In the test, a section of 1.5 m length reinforced 
cable (at position 1.1 m and 2.6 m) was strained to 2075 με, whilst the other sections were 
under the free strain condition. The cable was fixed and strained using a calibration bar. In 
total, 100 consecutive measurements were recorded and the measured strain, SNR, 
bandwidth, strain gradient and precision are shown in Fig.6 



 
Figure 5 The relationship between distance resolution and precision error 

 
Figure 6 Analyzer measured strain, SNR, bandwidth, strain gradient, and measurement precision of a 2075 με step strain 
change 

The frequency resolution induced error can be calculated by Eq. 1 with the measured 
SNR and bandwidth. The calculated frequency resolution induced error is shown in Fig. 
7a. The maximum predicted frequency resolution is approximately 17 με at distance around 
2.6m where the strain gradient is the largest, whereas the error is smaller at z=2-2.3m and 
z=3-3.5m where the strain gradients are smaller.  

The distance resolution induced error is also calculated by the measured strain gradient, 
the timing error ∆t (which is 9.4ps) and refractive index n (which is 1.5) using Eq. 5. The 
calculated error is shown in Fig. 7b. Near the largest strain gradient section z=2.6m, the 
distance resolution induced error increases rapidly from almost zero (at z=2-2.3m and z=3-
3.5m) to about 17 με, indicating that the distance error is significantly affected by the strain 
gradient. When strain gradient is small, the distance error can be ignored.  



 
(a)                                                                 (b) 

Figure  7  (a)  Comparison  of  the  predicted  frequency  resolution  induced  precision  error  and  the  analyzer measured 
precision error; (b) Comparison of the predicted distance resolution induced precision error and the analyzer measured 
precision error 

Fig. 8 shows the combination of the two errors by Eq. 2. At locations between x=2.5 m 
and 2.7 m, the strain changes rapidly. The strain gradient becomes maximum at x = 2.6 and 
both interrogator measured, and predicted precision errors become peak with about 24 με. 
In contrast the precision error at constant strain section is about 13-14 με. The difference 
between the simulated error and the interrogator measured error is less than 8% of the 
measured error. This finding is consistent with the previously published laboratory 
observations, where an extra repeatability error of 5 με was reported in a non-uniformly 
compressed beam where a load was applied to the middle of the beam 11. 

 
Figure 8 Comparison of the calculated precision error and the interrogator measured precision error for a step strain 
change input 

 

4. Precision Error Correction 
Because the SNR and bandwidth of a signal is determined by the interrogator, precision 

error cannot be corrected in the post-processing. The most direct way to minimize precision 
error is to increase the number of readings when the data is recorded. However, it is 



unrealistic to take many readings, especially on a field site where temperature/strain 
condition can change with time. The previous section shows that strain gradient has large 
influence on distance resolution induced error. This section describes a distance error 
correction method using a sectional horizontal shift algorithm. This process improves the 
measurement precision for non-uniformly distributed strain cases. The reliability of the 
method is verified in the laboratory using measurements taken by a BOTDR interrogator. 

 
4.1 Precision error correction method 
Frequency resolution induced error is related to the properties of an interrogator, and can 

be minimized by optimizing the interrogator’s parameters such as increasing averaging 
numbers, improving signal power, etc. Distance resolution induced error is caused by the 
unstable localization scheme of the interrogator, and its effect can be enlarged by non-
uniformity of the strain distribution, as discussed earlier.  

To correct for the distance error, a shift of strain measurement in the horizontal direction 
is proposed considering the localization error of the interrogator. Fig. 9 shows two repeated 
measurements (ε௥ and ε). In structural health strain monitoring, the interest is the strain 
increment from the initial baseline reading. The emphasis for correction at large strain 
changing sections is because precision error is large when the strain gradient is large. As 
demonstrated in Fig. 9, the first strain reading ε௥ is the reference strain and the subsequent 
reading ε is due to the localization error of the interrogator. Although there is no externally 
generated strain, the change in strain Δε is recorded. Herein, the strain profile ε needs to be 
corrected back by horizontally shifting with distance of Δz to minimize the sum of Δε 
along the measured section. 

 
Figure 9 Illustration of distance resolution induced precision error correction method 

Two ways to conduct horizontal shift are introduced here: (i) global shift and (ii) 
sectional shift. Global shift means that all measurements along the cable are shifted 
together to minimize the difference between ε௥ and ε for the whole cable. Sectional shift 
means that measurements are separated into different sections based on strain gradient 
information (e.g., sections 1, 2 and 3 in Fig. 9) and sectioned strain data are horizontally 
shifted separately to minimize the difference between ε௥  and ε  in each section. The 
measured baseline strain profile is divided into sections based on the strain gradient 



information; each section contains at least one large strain gradient data and has two end 
points with strain gradient close to zero. 

To improve the accuracy of the horizontal shift, interpolation between measured points 
is necessary. Before any shift is applied, the data is interpolated 100 times to increase the 
shift accuracy. Initially the distance between each data is 5cm, after the interpolation, the 
data density becomes 0.5mm per data. All the data in the sectional shift section are then 
moved ∆z to reduce the distance error. ∆z is tested to be moved from െ10cm to൅10cm 
and each time it moved 0.5mm. In total 400 points are tested.  

The optimum horizontal shift ∆z is determined by evaluating how much the repeated 
measurement has moved compared to the reference that represents the minimum difference 
between the two sets of data. The horizontal shifting process can be expressed as: 

Optimumሺ∆zሻ → min ∑ሺ𝜀ሺ𝑧଴ ൅ ∆𝑧ሻ െ 𝜀௥ሺ𝑧଴ሻሻ                                (6) 
where Δz is the horizontal shift, 𝑧଴ is the original location of the measuring point, 𝜀 is the 
strain value of the target data set, and 𝜀௥ is the strain reading of the reference data set. 
     The measurement distance error due to imprecise localization determination is 
randomly distributed along the cable length. Therefore, the distance error compensation 
method to horizontally shift the measurement should be done locally (i.e. sectional 
method). The performance difference between the global shift and sectional shift will be 
shown later on. 
 

4.2 Precision error correction experimental verification 
      The horizontal shift method to minimize the measurement precision error was verified 
by a laboratory experiment. Fig. 10 illustrates the experimental set up where an optical 
fiber (Fujikura reinforced-ribbon cable) was glued all along the groove of a Glass Fiber 
Reinforced Polymer (GFRP) beam. The length of the beam is 4m, whereas the cross-
sectional area is 7 mm×40 mm.  The cross-sectional area of the tested cable is 1.3 mm×5 
mm. The strain condition of the glued fiber sensor was control by different fixing positions. 
The beam attached with the fiber optic cable was placed with four or five fixing points as 
shown in Fig. 11 to hold and guide the bending deflection.  

 
Figure 10 The bending beam test set up 

The beam was bent in the following three conditions: (Case 
1) symmetric bending, (Case 2) asymmetric bending and (Case 3) larger asymmetric 
bending (Fig. 11). For each bending case, 100 repeated measurements were recorded by 
NBX-5000 BOTDR interrogator for precision error evaluation. The experiment was 
conducted in a temperature-controlled room. The sectional/global horizontal shifts of the 
measurements were made to verify the reliability of the proposed precision error correction 
method. 



 
Figure 11 The three bending cases for the precision error correction method verification experiments 

  
Fig. 12 shows the average strain profiles (black lines), the strain gradient profiles (blue 

lines) and the precision error profiles (red lines) for the three cases. Case 3 has the largest 
strain change at multiple locations, and its measurement precision error is the largest 
among the three cases. In Case 2, the precision error is large at large strain change sections. 
Case 1 does not show obvious precision error variations since the strain gradients are small; 
that is, the distance error is not significant compared to the interrogator random noise. The 
precision error of the most part of the tested beam is approximately 25με when the strain 
gradient is small. This 25με precision error is close to the value indicated in the datasheet 
of the interrogator. In Case 3, the strain gradients are large at around z = 2.6m and z = 3.3m 
and the precision errors (as much as 120με) are greater than the other locations due to the 
distance resolution induced error.  

Fig. 13 shows the relationship between the measured precision error and strain gradient 
for the three cases. When the strain gradient is small or close to zero, the precision error is 
small and close to the accuracy listed on the interrogator datasheet. When strain gradient 
increases, the precision error increases especially when strain gradient is larger than 1000 
με/m. This figure demonstrates that the relation between precision error and strain gradient. 
It verifies that the frequency resolution of the backscattered Brillouin spectrum and the 
distance resolution of the interrogator are the two important sources of the measurement 
precision error.  

Based on the strain gradient and the strain value, the strain reading profile is separated 
into three sections (separated by the dashed lines in Fig.14a; z = 0−2.9m, z = 2.9m−4m and 
z = 4m−5m). As described earlier, the precision error correction is achieved in two different 
ways: global shift and sectional shift. Fig.14a and Fig. 14b compares the measurement 
precision error result without any corrections, and with the two correction processes. The 
globally horizontal shift reduces the measurement precision error from 120 με to 80 με at 
around x = 2.6m. However, at x = 3.5m−4.5m, the measurement precision error increases 
from 20 με to 80με. The sectional horizontal shift reduces the measurement precision error 
all along the cable, and the maximum error reduction reached is as large as 60με (at around 
x = 2.5m). Because the large strain gradient section in this experiment is short compared 
to the total fiber length, the error reduces at some locations but increases in the other 
sections in the global horizonal shift. The sectional horizontal shift reduces the 



measurement precision error at most to 50% of its original error at large strain gradient 
sections.  

 

 
Figure 12 Measured strain, strain gradient and the corresponding precision error for three bending beam cases 

  
Figure 13 The precision error VS strain gradient plot on the case 3 fiber.  

 
            (a)                                                                     (b) 

Figure 14 Effects of the precision error compensation methods (a) the precision error profile before and after shift 
methods; (b) the precision error Versus Strain gradient plot before and after shift methods. 



5. Field test pile monitoring case study 
5.1 Field installation and measurements 

The precision error compensation method described in Section 4 was applied to the data 
obtained from a full-scale load test of a reinforced concrete bored pile at a construction site 
in London, UK. The pile was 28.4 m deep and had a diameter of 0.9 m, as shown in Fig. 
15a. This field test is described in more detail in another paper 21. 

The pile cage, which had an outer diameter of 0.75 m, was instrumented with two 
different strain sensing fiber optic cables: a Fujikura JBT-03813 4-core cable and a Brugg 
(Solifos) V1 single core cable. A temperature sensing 4-core loose-tube Excel 205-300 
fiber optic cable was also installed on the pile cage. All three cables were installed adjacent 
to each other, on the outside of the cage, in a single loop configuration, to provide the strain 
and temperature profiles on opposite sides of the pile (Fig. 15b). At the bottom of the cage, 
the cables looped around half the circumference of the cage. The strain cables were pre-
tensioned before being fixed to the cage at approximately 0.6 m above the bottom and 1 m 
below the top of the cage. The instrumented reinforcement cage was inserted in the pile 
bore and concreted under bentonite support fluid. The individual cables exiting the pile 
head were then connected in series using fiber optic connectors, thus forming one complete 
circuit in the order Fujikura (strain) – Excel (temperature) – Brugg (strain). The Fujikura 
end of this circuit was connected to Neubrex BOTDR analyzer (NBX-5000) inside a nearby 
site office. 

In preparation for the load test, a loading frame was built over the pile head and anchored 
to four anchor piles surrounding the test pile. The load test, which was carried out 45 days 
after the pile was concreted, consisted of applying a vertical, static load on the pile head in 
stages, during two loading-unloading cycles, while measuring the strain and displacement 
within the pile from the embedded fiber optic cables and other instrumentation. The 
measurements were used to investigate the pile shaft capacity and end capacity 
separately22. 

Measurements were taken at 10-minute intervals from the fiber optic cable circuit, with 
a sampling interval of 0.05 m, a spatial resolution of 0.50 m and an averaging count of 216 
readings. The analyzer was set to scan a frequency range of 10.2 to 11.1 GHz with a 
frequency step of 3 MHz. Before the load test, 270 measurements were taken from the fiber 
optic cables at rest during a 45-hour period. Subsequently, the load test lasted 87 hours. 

The precision error analysis was carried out on the first 200 of the pre-load test 
measurements and on a minimum of 5 measurements from each of the load steps. The 
quality of the data was estimated from the strain gradient profile of the baseline raw data 
after concrete curing.  

 
5.2 Precision error 

Before the load test, 200 fiber optic strain data taking from Fujikura cable were recorded 
with no load applied and the last data in the data set was used as the baseline strain profile 
during loading steps. Fig. 16a shows the profiles of (a) averaged baseline strain ε, (b) 
Brillouin peak power, (c) bandwidth, (d) strain gradient ε', and (e) precision error along the 
test pile, from the top nearside to the top outside of the pile. The bottom of the pile was at 
about 49 meters. The strain was converted from the measured Brillouin frequency shift, 
using the calibrated strain coefficient (0.046MHz/με), and the precision error was 
calculated as the standard deviation of 200 measurement data sets. No strain change 
happened during that reading period because no load was applied to the pile. The baseline 



strain profile was in a range of 0−2000με along the whole pile due to the installation effect. 
The peak power of the received signal varied between 153dB and 155dB. The power loss 
reached a maximum at distance z = 49m where the strain reduced sharply from 2000με to 
zero. The measured Brillouin spectrum bandwidth did not fluctuate significantly except at 
distance z=49m where the bandwidth achieves its maximum level of 200MHz. The 
measurement precision error significantly increased from 10με to 79με near distance z = 
49m where the strain changes quickly. The strain gradient and its corresponding errors at 
each location on the fiber are shown in Fig. 16b. As expected, at location where the strain 
gradient changes significantly, the SNR drops, the bandwidth of the measured spectrum 
becomes wider, and the measurement precision error increases. 

 

 
(a)                                                          (b) 

Figure 15 (a) The pile layout and fiber optic instrumentation in the field case. (b) The three fibre optic cables installed on 
the outside of the pile reinforcement cage, shown here attached near the bottom of the cage.  

The frequency resolution is derived from the interrogator measured SNR and FWHM 
using Eq. 1. Fig. 17a compares the calculated frequency resolution induced precision error 
and the measured precision error. The measured precision error displays a varying 
precision error along the cable length, with a baseline of about 10με and a peak value as 
much as 79με. The baseline value is close to the uniform precision error indicated in the 
datasheet of the interrogator, attributed to the analyzer random noise. The calculated 
frequency resolution induced error stays at around 8με, while the measured error varies in 
a larger range and achieved to as much as 75με.  

The distance resolution induced error is calculated using Eq. 5, with the laboratory 
calibrated timing error as 9.4 ps. Fig. 17b compares the calculated distance resolution 
induced error and the actual precision error profile. The calculated distance error is close 
to zero where there is little strain change, and it significantly increases where there is large 
strain gradient (at distance around z = 49m). A similar trend can be found in the actual 
precision error. In most parts of the cable, the calculated distance error varies in a range of 
0−8με and the actual measured error is 8−15με. Compared to the calculated frequency 



resolution, the calculated distance error induced precision error is significant when the 
strain gradient is large. 

The measured precision error profile is compared to the profile of the combined 
frequency resolution induced error and the distance resolution induced error using Eq. 2. 
Fig. 18 shows the comparison between the calculated precision error and the measured 
precision error. In general, the calculated error matches with the actual error; the difference 
is only 5με.  
 

 
(a)                                                                   (b) 

Figure 16 The measured 200 results of strain before loading. (a) The analyzer measured result including strain, peak 
power and bandwidth of the Brillouin spectrum, strain gradient and precision error. (b) The relationship between strain 
gradient and the measured errors in the readings. 

 

Figure  17  (a)  The  comparison  of  the  analyzer measured  precision  error  and  the  frequency  resolution  induced  error 
calculated from the SNR and bandwidth of the Brillouin spectrum; (b) The comparison of the analyzer measured precision 
error and the distance resolution induced error calculated from the calibrated timing error of the analyzer 



 
Figure 18 The comparison of the analyzer measured precision error and the predicted precision error compassion of 
the precision error at each distance 

5.3 Loading data  
During the load test, the strain response of the pile was measured by two fiber optic 

cables installed at same location: Fujikura reinforced strain sensing cable and the Brugg 
V1 strain sensing cable. In this paper, the performance of the two strain cables is not 
discussed, but the precision error generated by different strain gradients due to different 
pre-strain induced strain profiles of the two cables and the importance of uniform cable 
installation are discussed. The cables were installed parallel to each other; however, the 
two cables have different initial pre-strain profiles after the installation due to the manner 
the cables were attached to the cage. Therefore, the strain profile after the concrete was 
cured were different for these two cables.   

Fig. 19 shows the BFS center frequency profiles of the two strain sensing cables at 
different load stages. The initial baseline strain profile of the Brugg strain cable was more 
variable that that of the Fujikura cable and therefore the initial strain gradient profiles are 
different. For both sensing cables, the general strain development trend and magnitude 
were in good agreement. The strain increment is close to zero at z = 48m and z=50m, where 
the bottom of the pile is located because the fiber there was placed perpendicular to the 
load direction and the fiber experienced very small strain.  

The steps of loading and the measurements are shown in Fig. 20. First, before loading, 
continuous data was taken. Then, a load was applied to the pile. The load increased from 
0% of the design load (DVL) to 100% and continued to 150% before it decreased to 0% 
again. Then the load was raised again to 200% before the weekend. During the weekend, 
the load was not changed. After the weekend, the test continued under 225% DVL and 
increased to 250% DVL. Finally, the load was released back to 0%.  During the test, the 
load was remained unchanged while the interrogator was taking readings. For most load 
steps only a few readings were taken. However, more readings were taken at the following 
four loading stages: (i) 36 readings at 150% DVL, (ii) 31 readings in the subsequent 0% 
DVL, (iii) 160 readings at 200% DVL during the weekend, and (iv) 43 readings at 250% 
DVL. The readings were analyzed for the precision error evaluation and the horizontal shift 
method was applied to reduce the error. 

Fig. 21a shows the precision error profile when the load is 150% DVL when 36 
measurements were taken. The precision error increases where the strain gradient is large. 
The Fujikura cable has small strain gradient variation and hence the precision error is small. 



The Brugg cable has some large strain gradients, leading to large precision error. When the 
strain gradient is within 1000 με/m, the precision error is close to the specification of the 
interrogator. The difference is mainly due to the pre-strain during the installation, as shown 
in Fig. 19. The baseline readings are more variable in the Brugg cable than in the Fujikura 
cable. This indicates large strain gradients in the initial strain profile for the Brugg cable 
and the timing error between the initial baseline reading and the readings in the load tests 
caused the fluctuations observed in the strain increment profiles.  

Fig. 21b shows the strain gradient versus precision error for the two cables for the four 
datasets. The precision error before the load test shown in Fig.16b is also included for 
comparison. Results show that when the strain gradient is within 1000με/m, the precision 
error is close to 5-15 με, which is given in the datasheet of the interrogator. When the strain 
gradient increases, the precision error increases and reaches to about 80με for the Fujikura 
cable and 220με for the Brugg cable. The strain gradient is very large at some locations of 
the Brugg cable, and the precision error is as high as about 4000με. 

 

 
Figure 19 The center frequency profile of the two cables, the change of the profile is the result of different loading 

condition  

 
Figure 20 The load step during the loading test. Measurements are the readings recorded during the load test. 



 
(a)                                                               (b) 

Figure 21 (a) The precision error (red) and strain gradient (blue) profile at Fujikura and Brugg cable when load is 100% 
before horizontal shift. (b) The strain gradient VS precision error at Fujikura and Brugg cable 

 
 
5.4 Improved strain profiles 

In this section, the raw Brillouin center frequency profile is horizontally shifted to reduce 
the precision error. The two cables were installed at the same location but experienced 
different pre-strain, giving different initial Brillouin center frequency profiles, as shown by 
the red line in Fig. 22. The Brugg cable has large strain variation in the initial reading, 
indicating that it is expected to have large precision error.  

Using the measured strain gradient 𝜎௜
ᇱ data of the initial baseline reading, the weights 

that represent the possibility of having large precision error are allocated to each 
measurement point using Eq. 7 23.  

𝐖 ൌ maxሺ𝜎௜
ᇱሻ െ ቛఙ೔ᇱି௠௘௔௡ሺఙ೔ᇱሻ

௦௧ௗሺఙ೔ᇱሻ
ቛ                                         (7)     

Fig. 22 shows the profiles of the calculated weights (blue line). Based on the weight 
profile, the horizontal shift sections are chosen, and they are marked as grey lines in the 
figure. The measurement data of the Fujikura cable are separated into seven sections, 
whereas that of the Brugg cable are separated into nine sections. In each section, the 
measurements are horizontally shifted to achieve the minimum distance resolution error 
between the baseline and subsequent readings.  

 



 
Figure 22 The initial reading before loading strain profile (red dash dot line), the weighted strain gradient (blue dash 
line),  and  the  illustration  of  the  data  interpretation  section  (sections  are  divided  by  the  grey  solid  lines)  which  is 
determined by the data weight profile for the field site load test 

The results of the strain increment calculation, after horizontal shifting of the measured 
Brillouin center frequency in sections, are shown in Fig. 23. Compared to the raw precision 
error profile (Fig. 21a), the revised precision error reduces where the raw precision error 
was affected by the large strain gradient (Fig. 21a). The strain gradient versus precision 
error plots are shown in Fig. 24 for both cables. The precision errors are reduced at large 
strain gradient sections (>1000 με/m) and the reduced precision error is about 10 με, which 
is close to the specification of the interrogator. More specifically, at 1000 με/m, the original 
precision error was about 20 με while after the horizontal shift, the precision error was 
reduced to about 10 με. When the strain gradient is larger than 1000 με/m, the precision 
error increased when the strain gradient became larger in the original dataset. After the 
horizontal shift, the precision error became about 10 με, independent of strain gradient. In 
general, the precision error reduces at least 50% when the strain gradient is larger than 
1000με/m.  

   
Figure 23 The precision error distribution before and after the horizontal shift. 



 
 

(a)                                                                 (b)                          

 
(c)                                                                    (d) 

Figure 24 The precision error Versus strain gradient before (blue) and after (red) horizontal shift at load (a) 150%, (b) 
0%,  (c) weekend, (d) 250% DVL. 

In this paper, it is noted the thermal variance induced precision error was ignored because 
of the small variance of temperature in the lab and pile loading environment. Further 
investigation is needed to examine how the overall precision error is affected by the 
reproducibility error that is generated when thermal compensation is conducted to the strain 
data. Furthermore, the strain transfer between structure and fiber is assumed to be excellent 
and stable with a tight coupling and bonding. The study hypothesizes that one of the causes 
of precision error originates from the measurement principle of the Brillouin strain sensing 
when the baseline strain profile is variable, which is caused during the sensor installation 
process. There are other causes of precision error (for example, imperfect strain transfer), 
which requires further investigation to examine their contributions to precision error. 

6. Conclusions 
Precision error in BOTDR strain measurement is the combination of (a) the frequency 

resolution induced error originated from the distorted Brillouin spectrum of non-uniform 
strain profile and (b) the distance resolution induced error of the interrogator. In this paper, 
a theoretical analysis shows that precision error increases at locations where there is large 
strain gradient, and this was confirmed by various laboratory experiments. The relationship 
between the degree of precision error and strain gradient was shown.   



When a fiber optic sensing cable is attached or embedded into a structure, the 
installation process gives a non-zero initial strain profile. Poor quality of installation can 
lead to large spatial variation in the initial strain. When DFOS data with non-uniform initial 
strain profile are interpreted, strain gradient dependent precision error needs to be taken 
into consideration. The distance resolution induced precision error can be reduced by 
horizontally shifting the measurement in sections. In the laboratory test, the error was 
reduced from 120 με to 60 με, which is almost half of the original error. In the field pile 
loading case, the precision error did not significantly increase until the strain gradient was 
greater than 200 με/m. At the locations where the strain gradient is larger than 1000 με/m, 
the horizontal shift method decreased the precision error 50%.  

It is considered that the proposed method is suitable for other structures or systems. In 
structural health monitoring application of distributed BOTDR strain measurement, the 
fiber optic sensing cable should be installed carefully so that the initial strain profile is as 
uniform as possible. After cable installation, every installation should conduct a precision 
error test on the baseline reading so that the quality of the installation can be evaluated by 
plotting the precision error-strain gradient relationship paper. A better quality of the strain 
increment data from the subsequent readings can be achieved by the data correction method 
describes in this paper.  
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