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Abstract

We compare dynamical mass estimates based on spatially extended stellar and ionized gas kinematics (M gyn 4 and
Mgy emi» respectively) of 157 star-forming galaxies at 0.6 <z < 1. Compared with z~ 0, these galaxies have
enhanced star formation rates, with stellar feedback likely affecting the dynamics of the gas. We use LEGA-C
DR3, the highest-redshift data set that provides sufficiently deep measurements of a K -band limited sample. For
M g4yp 5, we use Jeans anisotropic multi-Gaussian expansion models. For Mgyy emi, We first fit a custom model of a
rotating exponential disk with uniform dispersion, whose light is projected through a slit and corrected for beam
smearing. We then apply an asymmetric drift correction based on assumptions common in the literature to the fitted
kinematic components to obtain the circular velocity, assuming hydrostatic equilibrium. Within the half-light
radius, Mgy emi is On average lower than M 4y, 4, With a mean offset of —0.15 £ 0.016 dex and galaxy-to-galaxy
scatter of 0.19 dex, reflecting the combined random uncertainty. While data of higher spatial resolution are needed
to understand this small offset, it supports the assumption that the galaxy-wide ionized gas kinematics do not
predominantly originate from disruptive events such as star formation—driven outflows. However, a similar
agreement can be obtained without modeling from the integrated emission line dispersions for axis ratios ¢ < 0.8.
This suggests that our current understanding of gas kinematics is not sufficient to efficiently apply asymmetric drift
corrections to improve dynamical mass estimates compared with observations lacking the signal-to-noise ratio

, Michael Maseda’ s

required for spatially extended dynamics.

Unified Astronomy Thesaurus concepts: Galaxy evolution (594); High-redshift galaxies (734); Galaxy

dynamics (591)

Supporting material: machine-readable table

1. Introduction

The dynamical mass of a galaxy is the total mass enclosed
within a specific radius as implied by orbital motions of an
observable tracer, such as stars, and as such is one of its most
fundamental properties. As new generations of telescopes open
new windows onto the universe, probing higher redshifts or
resulting in more detailed measurements, it is important to
understand how different tracers of dynamical mass relate to
each other before drawing conclusions on the mass properties
of galaxies themselves. The aim of this study is to compare
dynamical mass estimates based on the motions of stars with
those based on ionized gas motions for galaxies at 0.6 <z < 1.

Dynamical mass can be measured with a variety of tracers.
For the Milky Way, the orbital motions can be measured out to
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BY of the Creative Commons Attribution 4.0 licence. Any further
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tens of kiloparsecs from the motions of individual stars (e.g.,
Eilers et al. 2019). Beyond the Milky Way, arguably the most
powerful tool to probe the dynamical mass profile as well as the
dark matter fraction of galaxies is the 21 cm line of neutral
hydrogen. This type of measurement is only available for
studies of the nearby universe. In studies of high-redshift
galaxies, dynamics are almost exclusively measured from
strong emission lines, most notably from Ha+-[NI1], [OI11], or
[O11], probing the region inside 1-2 half-light radii. These lines
are due to warm ionized gas and can be measured even when
the stellar continuum is too faint to observe. However, the more
reliable tracers of dynamical mass are the stellar atomic lines,
because, albeit intrinsically complex, unlike gas particles, the
motions of stars are not affected by local disruptive events,
such as stellar feedback. Additionally, the ionized gas accounts
for only a small fraction of the total amount of gas inside
galaxies, and its distribution is not necessarily representative of
the total mass distribution or kinematically coupled to the other
gas components.
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The intricacies associated with star formation in galaxies
make the interpretation of ionized gas as a tracer of potential
well complicated, especially for galaxies with large observed
velocity dispersions. In recent years, large spectroscopic high-
redshift surveys, for example, DEEP2 (Newman et al. 2013),
VUDS (Le Fevre et al. 2015), MOSDEF (Kriek et al. 2015),
KMOS?P (Wisnioski et al. 2019), and KROSS (Stott et al.
2016), have capitalized on emission lines originating from
ionized gas to better understand the dynamics of thousands of
galaxies beyond z > 0.6. One notable result of these surveys is
that, at any fixed stellar mass, the galaxy-wide velocity
dispersion of the ionized gas in star-forming galaxies has
progressively decreased over time since at least z ~ 3, whereas
the rotational velocities have increased (Law et al. 2009; Epinat
et al. 2010; Gnerucci et al. 2011; Epinat et al. 2012; Kassin
et al. 2012; Vergani et al. 2012; Green et al. 2014; Forster
Schreiber et al. 2014; Wisnioski et al. 2015; Turner et al. 2017;
Johnson et al. 2018; Ubler et al. 2019). This phenomenon
includes a downsizing effect (Kassin et al. 2012), that is, gas in
more massive galaxies tends to become kinematically domi-
nated by rotation at earlier times than in lower-mass galaxies
and on average has a higher ratio between rotation and
dispersion than gas in lower-mass galaxies at the same epoch.
Because of this downsizing effect, the fraction of rotation-
dominated, or dynamically “settled,” disks (Kassin et al. 2012)
was smaller at high redshift. Another consequence is that, as
the average dispersion used to be much higher, dynamical mass
estimates require an asymmetric drift correction to take into
account the nonnegligible dynamical support from velocity
dispersion.

The velocity dispersion may reflect motions that are due to
turbulence generated by supernovae feedback (Dib et al. 2006),
stellar winds, and/or radiation pressure from OB stars (Mac
Low & Klessen 2004, and references therein). In the scenario
of self-regulated star formation (e.g., Ostriker et al. 2010;
Santini et al. 2017), these feedback-driven motions maintain
the disk in hydrostatic equilibrium. Galaxy-wide gravitational
processes, such as clump-clump interactions (Dekel et al. 2009;
Ceverino et al. 2010), cold gas accretion (Aumer et al. 2010;
Elmegreen & Burkert 2010), disk instabilities (Immeli et al.
2004; Bournaud et al. 2010), and minor mergers (Bournaud
et al. 2009), will also contribute to the observed velocity
dispersion in multiphase gas. In equilibrium, turbulent pressure
balances the weight of the rotating gas disk in the background
gravitational potential regardless of whether this is a contrib-
ution from stellar feedback (Meidt et al. 2018, 2020). The
velocity dispersion in the ionized gas in equilibrium would then
need to be accounted for with an asymmetric drift correction to
the rotational velocity when attempting to trace the potential. In
this paper, we refer to all such motions as “gravitational.” But
when the nonrotational motions are in the form of, for example,
outflows, their contribution to the velocity dispersion should
not necessarily be expected to obey equilibrium and should not
be included in a dynamical mass estimate, unless the total can
be decomposed into various equilibrium and nonequilibrium
dynamical components. This is nearly impossible at high
redshift on subkiloparsec scales; however, for a first attempt
using the galaxy-wide velocity dispersion see, for example,
Wisnioski et al. (2018). In this paper, we refer to such
nonequilibrium motions as “nongravitational.”

At low redshift, the kinematic properties of ionized gas
disks, that 1is, their rotational velocities and velocity
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dispersions, are consistent with an equilibrium scenario (Levy
et al. 2018). At high redshift, the enhanced gas fractions and
star formation rates (SFRs) have been associated with
observations of strong outflow signatures in the ionized gas
(e.g., Rubin et al. 2010; Forster Schreiber et al. 2019). Thus we
might expect gas velocity dispersions at earlier epochs to reflect
an increased nongravitational component, although it remains a
question to what extent this is detectable in galaxy-wide
measures of the velocity dispersion typically observed for high-
redshift surveys.

Comparison with the dynamics of the underlying (collision-
less) stellar disk is a powerful way to recognize whether the
ionized gas motions are gravitational or nongravitational in
nature. Crespo Gémez et al. (2021) investigated the dynamics
of local luminous infrared galaxies (LIRGs), which can be
considered local counterparts of the star-forming galaxy
population at z > 1. This study found good correspondence
between dynamical masses derived from ionized gas, molecular
gas, and stars, suggesting that the ionized gas kinematics is also
an accurate tracer of dynamical mass at high redshift.

In this paper we compare dynamical mass estimates at
0.6 <z< 1, based on the motions of ionized gas and those
measured from the spatially extended dynamical features
within the stellar continuum and absorption lines. We use the
Large Early Galaxy Astrophysics Census (LEGA-C; van der
Wel et al. 2016), which is the first survey to combine sufficient
depth and sample size to allow measurements of stellar
dynamics of hundreds of galaxies at 0.6 < z < 1. The survey
also comprises high signal-to-noise ratio (S/N) measurements
of HB, Hv, Hé, [O 11]5007, and [O 11]3726,3729. The goals of
this paper are (1) to cross-calibrate the two widely used tracers,
ionized gas and stellar continuum/absorption, for the first time
for galaxies at large lookback time and (2) to test the
assumption inherent to applying asymmetric drift corrections
that kinematics seen in ionized gas reflect some form of
equilibrium. We note that the limited spatial resolution of high-
redshift studies makes it difficult to draw more direct
conclusions about the origins of gas turbulence.

In Section 2 we describe the survey, and in Section 3 the
sample selection. In Section 4 we describe the methodology
used to extract dynamical masses from the motions of stars and
ionized gas. In Section 5 we compare these different dynamical
mass estimates. In Section 6 we show residual trends with other
galaxy properties, and we discuss our results in the context of a
gravitational versus nongravitational origin of the ionized gas
motions, as well as possible caveats. In Section 7 we provide a
summary of this work.

Throughout, we assume a standard A cold dark
matter cosmology with Qy=0.3, Q,=0.7, and Hy=
70 km s~ ! Mpcfl, unless otherwise mentioned.

2. Data

We used data from LEGA-C Data Release 3 (DR3; van der
Wel et al. 2016, 2021). LEGA-C is an ESO 130-night public
spectroscopic survey of COSMOS conducted with VIMOS (Le
Fevre et al. 2003) on the Very Large Telescope. In total, 4209
exceptionally deep, spatially extended slit spectra were taken of
3855 unique sources in the UltraVISTA photometric catalog
(Muzzin et al. 2013), primarily chosen from the redshift range
0.6 <z < 1. Typical integration times were 20 hr. The resolu-
tion properties of the LEGA-C spectra are R~ 3500 and
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Figure 1. Left: SFR vs. stellar mass distribution of the LEGA-C parent sample (gray contours) and main sample used in this study (yellow dots). Right: half-light
radius vs. stellar mass with symbols as in the left panel. In addition to the main sample (N = 157; log sSFR (yr~!) > —11; nggqe < 2.5) we show high Sérsic index
star-forming galaxies (blue diamonds), as well as quiescent galaxies with ngggic > 2.5 (orange diamonds) and ng«ic < 2.5 (orange dots). Due to a lack of detected
Balmer emission lines, the quiescent subsample is highly incomplete. The higher Sérsic index star-forming galaxies tend to have lower SFRs than the main sample and
include the most massive and largest galaxies of all galaxies that pass the combined criteria. Whereas the LEGA-C survey is close to complete above >10'° M, due
to the requirement of “resolved” rotation curves, the main sample here could be incomplete near that limit.

FWHM =86 kms™' (0 =36 kms™ ). The typical integrated
S/N of the continuum of a spectrum is 20 A~

Primary targets for LEGA-C are K; band selected, with
limits ranging from K;<21.08 at z=0.6 to K;<20.36 at
z=1.0. These limits are equivalent to a stellar mass limit
of ~ 10" M. We applied a two-step data reduction, using first
the ESO and then a custom-built LEGA-C pipeline. The
custom pipeline was needed to improve sky subtraction and
optimal S/N-weighted extraction of spectra. The reduction
process was described in detail in Straatman et al. (2018) and
was updated for DR3 in van der Wel et al. (2021). In total, the
survey comprises 2942 primary targets with successful redshift
measurements.

For each individual spectrum, each row with median
S/N > 2 per pixel was fit with Penalized Pixel-Fitting (pPXF)
code (Cappellari & Emsellem 2004; Cappellari 2017), using
two template sets. These consisted of (1) a collection of high-
resolution (R =10,000) single stellar population templates,
downgraded to match the resolution of the LEGA-C spectra,
with solar metallicity, a Salpeter initial mass function (IMF),
and ages in the range 10~*=10' Gyr, to fit the continuum (C.
Conroy et al. 2022, in preparation), as well as (2) a collection of
possible emission lines ([NeV], [Nevi], H10, H9, H8, Hé, H~,
Hp, [011]3726,3729, [Nell1], [S11]6717,6731, [O11]5007, [OHI]
4959, [O11]4363, [NI]) to fit the ionized gas emission. The
emission line fluxes were allowed to vary independently from
each other. The line widths were allowed to vary between rows
in the spectra but were constrained to be the same for all lines at
different wavelengths in a single row (see also van der Wel
et al. 2016; Bezanson et al. 2018a, 2018b). In this way we
obtained one dynamical measurement per row. We derived raw
rotational velocities (Vroppxr) and dispersions oppxp from the
line centroids and Gaussian line widths of the best fits, with the
C. Conroy et al. (2022, in preparation) templates resulting in
constraints on the stellar dynamics and the emission line
collection in constraints on the ionized gas dynamics.

Stellar masses and (specific) SFRs ((s)SFRs) were obtained
from the UltraVISTA photometry by running the Bayesian
inference of star formation histories code Prospector

(Leja et al. 2017; Johnson et al. 2019), which includes the
affine-invariant Markov Chain Monte Carlo (MCMC) ensem-
ble sampler of Foreman-Mackey et al. (2013), using the
spectroscopic redshifts from LEGA-C. The photometric bands
used were the Subaru/SuprimeCam r*, i*, z*, B;, and V; bands
(Capak et al. 2007) and the VISTA Y and J bands (McCracken
et al. 2012), complemented with 24 pm data from Spitzer/
MIPS (PI: Scoville), with adjusted zero points (see van der Wel
et al. 2021, for details). The Prospector setup was identical to
the one used by Leja et al. (2019), including a Chabrier (2003)
IMF and a standard cosmology (24=0.7, €,=0.3,
Hy=70kms ' Mpcfl).

A total of 93% of LEGA-C targets are covered by the
COSMOS HST/ACS/F814W mosaic (Scoville et al. 2007).
We used GALFIT (Peng et al. 2010) to extract Sérsic profiles
of each source. The resulting parameters—half-light radius
along the major axis (R,), Sérsic index (nsgsic), magnitude,
P.A., and axis ratio (¢ = b/a)—are included in the DR3
catalog.

3. Sample Selection

Our parent sample consists of all 2608'* primary LEGA-C
targets with successful spectroscopic redshifts (z_SPEC > 0) at
0.6 <z < 1. The stellar mass versus SFR and effective radius
distributions of the parent sample are shown with contours in
Figure 1. To this sample we applied a number of cuts, mostly
driven by the N-S orientation of the slits, to obtain those
sources for which we can reliably derive dynamical masses.
We note that we will only use a fraction of the whole survey, as
the survey strategy was not optimized to study spatially
extended dynamics in star-forming galaxies.

The first cuts were based on dynamical arguments. We
cannot detect rotation in face-on galaxies, so we employed a
q=0.9 cutoff. We furthermore selected only those galaxies
whose major axes are aligned with the N-S slits to within
AP.A. < |45°|. This cutoff is similar to other works in the

12 There are fewer primary targets with spectroscopic redshifts (2608) than
with photometric redshifts (2942) at 0.6 < z < 1.
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literature (e.g., Weiner et al. 2006). We verified that the formal
uncertainties on our results are independent of |AP.A.|. We
also verified that the ratio between dynamical mass (Section 4)
and stellar mass, with the latter determined from photometry
and thus unrelated to slit angle, has no trend with |AP.A.|. We
note that the alignment between the gaseous and stellar
components of galaxies can be different: Wisnioski et al.
(2015) found 40% and 20% of KMOS®® galaxies at
0.7<z<2.7 have such different alignments by >15°
and >30°, respectively, with the chance of misalignment
highest for more face-on orientations, and Harrison et al.
(2017) found an average misalignment of 13° for rotationally
dominated galaxies at 0.6 <z <1, but this can only be
determined with IFU data. Given the limitations of single-slit
spectroscopy, we assume the stellar P.A. is the same as that of
the gas and accept that potential misalignments could
potentially contribute to the scatter in our results. The
limitations of our data mean that this contribution is otherwise
unquantifiable within the scope of this work. Finally, we
required that the dynamical data be “resolved,” that is, that the
stellar R, as measured by GALFIT, as well as the extent of the
rotation curves, exceed 0.4 x the point-spread function (PSF)
FWHM. These steps reduced the sample to 1011 sources and
automatically excluded the 7% of LEGA-C targets outside of
the COSMOS HST/ACS/F814W footprint and without data
on ¢, P.A., and R,.

The sample was further restricted based on morphology. We
excluded galaxies with FLAG_MORPH > 0, which are galaxies
with irregular morphologies such as merger remnants, multiple
galaxies not separated in the spectrum, or galaxies that suffer
contamination from a neighbor at a different redshift. We also
excluded galaxies with SERSIC_LIMIT > 0, that is, those for
which the GALFIT parameters reached their limiting values,
for example, nggsic = 0.2 or nggsic = 6. With these steps we
removed a total of 194 additional galaxies from the sample.

The final cuts were based on spectral quality: we selected
sources with a continuum S/N > 10 A~" and with at least 30
HG or Hvy detections. The HG, Hy, [O 11]5007, and [O 1I]
3726,3729 lines were visually inspected, and sources were
removed that do not have enough coverage between these four
lines to be free of significant contamination by skylines. We
also removed sources for which the ionized gas emission is
clearly dominated by [O 11]3726,3729 but where the doublet
line ratio is not well determined by pPXF and (part of) the
rotation curve is offset to one of the two lines of the doublet.
We did not remove sources that appear to have an irregular
or clumpy light distribution. Finally, we removed active
galactic nuclei (AGNs) from the sample (sources with
FLAG_SPEC >0), as in some cases AGNs affected the
continuum shape and/or the flux calibration of the LEGA-C
spectra (for further details, see van der Wel et al. 2021). This
affects but a small number: there are only 85 (3%) AGNSs in the
parent sample.

The combined cuts resulted in a sample of 221 unique
sources, which can be further split into star-forming
(log sSFR (yr~!) > —11) or quiescent (log sSFR (yr~!) < 11)
and high (nggsic > 2.5) or low (nsgsic < 2.5) Sérsic index
galaxies; Figure 1). Our main sample consists only of star-
forming, low Sérsic index galaxies (log sSFR (yr—!) > —11;
Nsersic < 2.5), comprising N = 157 unique galaxies. The Sérsic
index cutoff was applied for consistency with our emission line
dynamical mass model (Section 4.2), for which we assume
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exponential light profiles. The main sample is furthermore the
most representative of the star formation sequence, as can be
seen in Figure 1, and less prone to suffer from potential
quenching effects. Seven galaxies are duplicates, that is, they
are included in more than one mask. For duplicates, we always
take a weighted mean of the calculated dynamical quantities.

For both the stars and the ionized gas in the main sample, the
typical extent of the rotation curves is 1.5R.. For 5% of the
sources, the gas dynamical masses within R, are based on an
extrapolation of >20% of best-fit models (see Section 4) to the
data. This increases to 75% for 2R,. For the stellar dynamical
masses, this is 4% and 68%. The statistics mentioned in the
remainder of this paper are for 149 (95%) sources with
extended rotation curves (<20% extrapolation) at R, and 40
(25%) sources with extended rotation curves at 2R, for both the
gas and the stars.

4. Dynamical Modeling Techniques

We employ different methods to model the stellar and
gas kinematics. For the stellar light we use the Jeans
anisotropic  multi-Gaussian  expansion (MGE) models
(JAM Cappellari 2002, 2008). For full details of the JAM
analysis, we refer to the work of Cappellari (2002, 2008) and
for the LEGA-C specific implementation to van Houdt et al.
(2021), but we give a summary in Section 4.1. For the emission
lines we developed a custom model (Section 4.2.2).

The main focus of this paper is the analysis of the dynamics
of ionized gas. We discuss methodology in Section 4.2.2,
results in Section 4.2.3, and uncertainties in Section 4.2.4.

4.1. Stellar Dynamical Masses

The stellar dynamical masses are the dynamical mass
estimates based on the symmetrized absorption line-based
dynamics of the LEGA-C spectra (for details, see van Houdt
et al. 2021). They were obtained by fitting Jeans anisotropic
MGE models to the stellar rms velocity, based on the stellar
line-of-sight dispersions and rotational velocities as measured
with pPXF: v« = \/ vr%l’*’pPXF + oiPPXF. The JAM models
were based on the Jeans equations, which describe the motions
of stars in a gravitational field and take the collisionless
Boltzmann equation as a starting point. The Jeans equations
were simplified assuming an axisymmetric shape, a Gaussian
velocity distribution, alignment of the velocity ellipsoid with
the main cylindrical coordinate axes R, z, ¢, and constant
anisotropy, so that (v3) o< (v?). The equations were solved
against the observed v,sx using an MGE of the total mass
density profile.

In the analysis of van Houdt et al. (2021) the density profile
was parametrized as a sum of two sets of Gaussians: one for the
stellar density profile and one for the dark matter profile. They
used the single Sérsic fits from GALFIT to the F§14W images
to generate the Gaussian expansion of the stellar light.
Multiwavelength information with sufficient spatial resolution
to quantify any M/L gradients is currently not available for the
majority of our sample, so they assumed a constant M/L within
each galaxy. For the dark matter component they assumed a
spherically symmetric Navarro-Frenk—White profile (Navarro
et al. 1996) augmented with the relation between halo mass,
concentration, and redshift from Dutton & Maccio (2014) to
approximate the concentration parameter. We note that the
inclusion of a dark matter component serves to account for any
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deviation from the assumption that light follows mass. In
particular, stellar M/L gradients can be represented by a
(negative or positive) dark matter component.

The model has five free parameters: M/L, the virial mass of
the dark matter halo Mg, the inclination i, the anisotropy

parameter 3. = 1 — (v2)/(v2), and the slit centering x,. The

Z

models were convolved with a Moffat kernel with an effective
seeing that was determined for each source individually as
follows: the kernels were determined by comparing the radial
light profiles of the spectra, that is, the part of the galaxy
covered by the slit, with models obtained by degrading the
high-resolution F814W images and imposing a virtual slit for a
range of seeing conditions. If the kernel shape was badly
constrained, they set the parameter describing the wings of the
Moftat kernel to 4.765 (Trujillo et al. 2001). For each galaxy,
the model was optimized using a Bayesian approach,
specifically the MCMC implementation of Foreman-Mackey
et al. (2013) to sample the posterior probability distribution.

While they found degeneracies between stellar mass and
M0, the total dynamical mass was in general well constrained.
lele best-fit models moreover have a median reduced
x = 1.03.

4.2. Emission Line Dynamical Masses
4.2.1. Data Cleaning

The emission line dynamical masses are the dynamical mass
estimates based on the warm ionized gas component of the
spectra.’® For consistency with the stellar dynamics, we
symmetrized the data, pinpointing and excluding outlying data
points. We assumed the kinematic centers of the galaxies were
the same as their photometric centers, that is, at pixel 40. For
each symmetrized data point at radius r; from the photometric/
kinematic center, we ideally had two data points from the
rotation curve. If such a pair was available, we calculated the
weighted mean and its corresponding uncertainty. If the
difference between the pair exceeded the weighted uncertainty,
we replaced the latter by this difference. This was often the
case, as the pPXF uncertainties are generally very small. If,
however, only one data point from only one side of the rotation
curve was available, we kept it but added the median of the
differences of all available pairs in quadrature to its pPXF
uncertainty. In this way parts of the symmetrized rotation
curves that were calculated from only one data point do not
appear better constrained, that is, with smaller uncertainties,
than those based on pairs. Outliers were flagged after fitting an
arctangent or Gaussian to the symmetrized rotation curve or
dispersion profile. Data points were considered outliers if the
rotational velocity deviated at 200 significance from the
arctangent, if the dispersion deviated at 5o from the Gaussian,
or if a data point deviated at the 40 level for both rotation and
dispersion at the same time. The process, including symme-
trization, was repeated iteratively, flagging only one potential
outlier at a time, starting with those furthest from the kinematic
center, preventing strong influence from potential outliers on
the arctangent/Gaussian fits. Furthermore, an outlier was only
flagged if it also fulfilled the requirements for fiducial
kinematic centers at pixel rows 39 and 41. An example of an
outlier can be seen in Figure 2 for the galaxy with source

13 We note that not all astronomical emission lines originate from ionized gas,
for example, in the case of CO and HI, but these are not the target of our current
study.
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ID:234337. There is a clear outlier from the rotation curve at a
distance of ~ 2" from the center (indicated with a red cross).

In Figure 2 we show, for the ionized gas, both the “raw,” that
is, pPXF-generated, data points (bullets) and corresponding
uncertainties, as well as the symmetrized data (open circles).
We note that as the kinematic center is fixed at r, v, = (0,
0) kpc, km s~ 1, the middle data point of the rotation curve has
effectively been removed.

We note that in some cases the kinematic center does not
appear to lie exactly at pixel 40. For example, the galaxy with
ID:215058 (top panel of Figure 1) exhibits a slight asymmetry
between fit and data. We have tried to run fits (see Section 4.2.2
below) with the kinematic center as a free parameter, but it was
usually hard to establish whether those results represented the
ground truth. In this particular case, the data are affected by the
skyline close to the Hf line. In other cases, the light profile
could be asymmetric, leading to a false detection of an offset
from pixel 40. In general, we found that leaving the kinematic
center free resulted in better fits for some sources but worse for
others. We concluded that we do not have enough information
in our data to independently constrain the kinematic center.

4.2.2. Extracting Dynamics from Slit Spectra

Our custom code is based on similar principles as other state-
of-the-art algorithms currently used for large surveys, using
forward modeling of a 3D disk instead of measuring velocity
offsets directly from the sheared emission line, which leads to
underestimated rotational velocities, depending on the width of
the slit and |AP.A.| (for the latter method see, e.g., Miller et al.
2011; Straatman et al. 2017). It is most similar to the work of
Price et al. (2016) and Price et al. (2020), who developed the
MisFIT algorithm. Other methods that build from a 3D
representation of a galaxy are DYSMAL (Cresci et al. 2009;
Davies et al. 2011), > BAROLO (especially for higher
resolution and/or IFU data; Di Teodoro & Fraternali 2015),
and GBKFIT (Bekiaris et al. 2016).

It is important to note that our model is not a simulator of
galaxy mass in the sense that it would enable a decomposition
of the contribution of stellar, gas, and halo components to the
observed rotation curve. Another way to describe the
functionality is that it provides a more accurate way to account
for optical effects than, for example, a direct fit of a convolved
arctangent to a rotation curve. The optical effects include beam
smearing, slit misalignment, and the mixing of light from
different velocity regions captured by wide slits (e.g., 1” for
LEGA-C). A simple fit to a rotation curve with a sini factor to
correct for inclination and cos | P.A.| factor to correct for slit
misalignment will underestimate the rotational velocity by an
amount depending on the width of the slit and the size of the
galaxies (Di Teodoro & Fraternali 2015; Straatman et al. 2017).

Our code generates a model of a gas disk and a simulated
observation with a telescope instrument. The physical proper-
ties of the disk (the luminosity profile, the steepness of the
rotation curve, and whether the velocity dispersion is uniform)
are parametrized with mathematical prescriptions and folded
into a data cube. The cube is rotated according to inclination
and P.A., integrated along the line of sight, and convolved with
a PSF, resulting in a velocity and dispersion map. These can be
reduced to an emission line by imposing a virtual slit and
further reduced into a rotation curve and dispersion profile.

For this work, we assumed an exponential light profile for
the ionized gas in each galaxy. This was motivated as, for
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Figure 2. (a) Example fit of ID:215058. Top: continuum-subtracted spectrum with emission lines on an arcsinh scale. Bottom (from left to right): HST/ACS/F814W
image with slit (vertical bars); the model line of sight (LOS) velocity field integrated along the line of sight; the pPXF rotation curve (black data points) and
symmetrized curve (open symbols) with best-fit model in blue; the pPXF dispersion profile; a zoom-in on the brightest individual emission lines with the pPXF
rotation curves and best-fit models. When present, red crosses signify outliers removed from the analysis. (b) Example fit of ID:234337. (c) Example fit of ID:144953.

example, Pizzella et al. (2004) found that the dynamics of gas
and stars in nearby galaxies are consistent with the gas residing
in a rotationally supported disk. Inclinations were derived from
the axis ratios (g) as

cosi =

ey

and following convention we used gy = 0.19 (Pizagno et al.
2007), with go = 0.1-0.2 representing the intrinsic flattening of
spiral galaxies (Haynes & Giovanelli 1984). Galaxies with

q < 0.19 were assumed to be maximally inclined. The scale
lengths of the disks, R, were determined from the GALFIT fits
to the F814W images—we used R, = R,/1.678, where R, is the
half-light radius along the semimajor axis. This is the
conversion from half-light radius to exponential disk radius
in the case of an ideal, infinitely thin disk. We additionally
assumed that each disk has an exponential profile in the z
direction, with a scale length given by &, =0.19 R,. We tested
the effect of systematically changing R, to a larger or smaller
value than that implied by the stellar light or leaving R, free
in the fit. This did not systematically change our results.
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Similarly, we tested implementing the Sérsic profile of the stars
but found no significant changes. In general, changes to the
light profile are subdominant in the model and act on the few
percent level. This is due to the parametric nature of our
method. The light profile only acts as a weight on v,(r) and oy
but does not change the dynamical parameters as would be the
case for a model with different mass components.
The rotation curves were parametrized as

Vit (1) = %V, arctan L, 2)
™ t

where V; is the tangential, maximum velocity and R, is a scaling
factor that determines the steepness of the curve. The intrinsic
dispersion was parameterized as a constant and isotropic oy,
such that the LOS component amounts to oy /+/3, irrespective
of inclination. The spatial center was not free in the fit but was
set to correspond to the peak brightness of the continuum when
we symmetrized the rotation curves.

The code assumes a smooth, symmetric light distribution,
neglecting potentially clumpy structures or the effects of dust
obscuration. It is likely that our results will be affected by this
simplification. Recently, Varidel et al. (2019) found lower
intrinsic dispersions using a flexible code that corrects for
clumpy light profiles for z ~ 0 SAMI galaxies compared with
models assuming smooth distributions. Our data at 0.6 <z <1
do not have enough resolution to model the true distribution of
the gas. A detailed investigation of dust obscuration is also not
within the scope of this work as it would reach into the realm of
hydrodynamic simulations. Overall, the simplifications under-
lying the model were tailored to the information in the data and
consistent with other works in the literature, thus allowing a
clear comparison of their effect against the stellar dynamics.

The absolute luminosity of the model disk was not taken into
account, as we fit only the rotation curves and the dispersion
profiles. Alternatively, we could have chosen to fit the emission
lines directly. However, in most cases the observed light profile
is not spatially symmetric, which makes it difficult to determine
the kinematic and spatial center. To account for differences in
brightness, one can try to match the model light profile to the
data on a row-to-row basis after the model emission line has
been generated as was done by Price et al. (2016), but this is a
similar level of postprocessing as reducing the model emission
line to a rotation curve and dispersion profile. Moreover,
individual emission lines are often contaminated by skylines,
which can be compensated for by taking into account a set of
multiple emission lines at the same time, so we prefer to fit
directly to the pPXF rotation curves and dispersion profiles.

We used PyMultinest (Buchner et al. 2014) to sample the
parameter space of the three free parameters: V,, 0o, and R,. We
set flat priors for V; and oy, with V,€[—600, 600] km s,
oo € [5, 400] km s~ 1. To counter the effect of beam smearing,
we set an exponential prior for R, with R, € [0.05”, 2.2R],
skewed to give high probabilities for small values (steep
slopes). To convolve the LOS (x, y, \) cubes, we used the same
Moffat kernels as were used for the JAM modeling described
above.

Examples of convolved data and fits are shown in Figure 2.
A more detailed description can be found in the Appendix. The
dynamical results (Vo r,, 00) are shown in Table 1. We defer a
future analysis of o g, and oy to a future paper. However, we
verified as a sanity check that our ranges of o values and v. g,
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values (see Section 4.2.3 below) are in agreement with other
literature values at 0.6 < z < 1.0 (e.g., Ubler et al. 2017, 2019).

4.2.3. Enclosed Mass

To calculate the emission line dynamical masses, we will
apply an asymmetric drift correction to the rotational velocity
as derived above. We start by assuming hydrostatic equili-
brium, so we can write

Vrot(r)2 _ Ld_p
r =Lt p(r) dr’

(3)
where p(r) is the gas density and fo(r) is the value of the
gravitational force; p is a pressure term that consists of a
turbulent and a thermal part, that is, p = p(r)(0,(r)> + Cf),
with o,(r) the radial projection of the velocity dispersion of the
gas and ¢, the sound speed. The zero pressure rotation curve
can be obtained by setting dp/dr =0 and V.(r)? = fe x 1. Thus
we can reduce Equation (3) to

1 dp(r)o,(r)?

Vc(r)z = Vrot(r)2 - —

p(r) dlnr @

Here we have ignored thermal pressure, similar to Burkert et al.
(2010), as the sound speed is in general much lower than the
turbulent velocity. The prime term in Equation (4) represents
the asymmetric drift correction.

For a self-gravitating disk with an exponential mass profile
and with constant and isotropic ¢,(r) = o,, independent of the
height above the disk, Equation (4) can be simplified to

V(r)? = Vit (r? + 207 5)
R
(Spitzer 1942; Binney & Tremaine 2008; Burkert et al. 2010).
We now assume that we can replace o, = 0/ J3, taking into
account the \/§ factor used above to correct for the LOS
projection of the gas dispersion assuming isotropy. The
dynamical mass within a radius r can then be written as

VerPr _ pOna(r)? £ kot/3)r

Mdyn,eml(<r) =0 G G

(6)

with #=1 for a spherical system and k = 2r/R,. Results are
shown in Table 1.

We note that this combination of 3 and k in Equation (6) is
misplaced, because a self-gravitating disk is not spherical.
However, we show in Section 6.3 that at the resolution of our
data, geometrical considerations are subdominant for our
estimation of dynamical mass. We also note that at very large
radii, the second term of Equation (6) becomes dominant. This
is likely to be nonphysical, as the radial dependence of the
second term was in this case derived with the density profile of
the tracer (ionized gas) in mind, and not the true density profile
including stars and dark matter.

4.2.4. Uncertainties

The uncertainties on the dynamic quantities are a combina-
tion of the standard deviation of the posterior distribution from
the fit, systematics introduced while obtaining the data or
during the reduction, and astrophysical assumptions. We
performed a test to bring the formal uncertainties from the
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Table 1
Emission Line Dynamic Quantities

Straatman et al.

Main Sample (nsgrsic < 2.5)

1

1

ID Radial Extent (") Veotr, (kms™') Veot2r, (kms™") ootkm s™h log [Mayn.emi/Mo] &, log [Mayn,em/Mo) 2r,
27426 0.82 215.2 +16.5 2253 + 194 59.2 £ 159 10.74 + 0.12 11.11° £0.17
28012 0.615 192.1 £ 11.1 203.0° + 14.1 51.0+ 8.3 10.5 £ 0.09 10.87° £ 0.11
28512 1.845 231.7 £25.9 247.1° +35.8 78.3+£93 11.03 £ 0.15 11.43° £0.23
28639 0.82 87.1 +26.0 94.5° +30.7 1143+ 74 10.39 + 0.13 10.93° +0.13
28706 0.615 253.6 +19.0 286.4° +33.8 58.0 +28.1 10.73 + 0.09 11.15° £0.15
(..
High ngesic Star-forming Galaxies

ID Vrot,Re (km 571) Vrot,2R, (km sil) UO(km Sil) lOg [Mdyn,em]/M@] Re lOg [Mdyn,eml/MO] 2Re
10462 0.615 89.8 +49 975 +£9.2 109.1 £+ 3.0 10.28 + 0.06 10.81° + 0.08
10902 0.82 293.9* +10.5 298.2° +12.3 549 +4.7 11.4* £ 0.07 11.73% £ 0.09
28945 0.615 3944 +75 412.8° +7.8 87.1 +9.1 11.08 + 0.06 11.44° +0.06
28948 0.615 226.5* £ 6.0 231.1° + 6.9 89.0 £ 8.1 11.05* £ 0.06 11.42° +0.08
32934 1.23 241.4* £16.8 247.2° £21.3 1134+ 154 11.34* £ 0.11 11.74° £ 0.16
()

Low nggric Quiescent Galaxies
D Viot g, (km's™") Viot, 2%, (km's™") gokm's ") 10g [Mayn.em/Mo) g, 10g [Mayn,em /Mo] 27,
110805 0.82 104.7 £ 30.4 118.8 +£35.1 2522 +15.1 10.82 + 0.08 114+ 0.1
145923 1.23 118.1 +£25.0 126.8" £25.9 35.8+£255 10.41 +£0.21 10.81° +0.21
200059 1.23 195.2 +£32.7 219.9° + 532 236.6 + 8.8 11.39 + 0.11 11.92° £ 0.15
215835 1.025 188.5 £+ 26.0 203.8° +34.6 271.8 + 8.6 11.2 +£0.07 11.75° +0.09

High nsesic Quiescent Galaxies
D Veot g, (km's™") Viot, 2%, (km's ™) aokms ™) log [Mayn.em/Mo] g, log [Mayn,em /Mo] 2r,
87345 1.23 68.1 9.8 729 +11.7 3434+ 45 11.16 + 0.05 11.75 £ 0.06
167044 0.615 223.1 £ 1534 245.9° +170.7 3174+ 75.4 11.1+0.2 11.65° +0.26
209377 1.845 75.5 £12.8 78.6 + 13.0 251.3+4.2 10.96 £+ 0.05 11.55 £ 0.06
225097 0.615 230.4 +18.5 289.4 + 40.6 120.4 +£32.2 10.6 +0.12 11.13 £0.17
237641 1.23 485.3 +£34.4 506.3" +40.3 207.2 +£17.8 11.69 + 0.09 12.08" +0.11
Notes.

 Limited spatial extent for either gas or stars (radial extent < 1.2 R,).
® Limited spatial extent for either gas or stars (radial extent < 1.2 2R,).
(This table is available in its entirety in machine-readable form.)

posterior closer to the actual uncertainties, by comparing
duplicate observations of the same sources. The duplicates are
observed with different masks but have similarly long
integration times and high S/N. Errors in wavelength
calibration, ac:quisition,]4 and spatial offsets'> between OBs
will show up as variance between the duplicate results. There
are only seven duplicate sources in our sample, but in Figure 3
we show a more extended sample of 26 duplicates. This
extended sample has the following additional properties:
sources with FLAG_MORPH >0 or SERSIC_LIMIT >0 are
allowed; there are no cutoffs in ngggc, log SFR/My (yr—)),
continuum S/N, or HS and H~ flux; and nonprimary LEGA-C
targets are also allowed. All of these sources should yield the

4 Tntroduced during observing by imperfect alignment of the slit onto the
source. Note that for the JAM models (Section 4.1) the slit centering was
included as the free parameter x.

15 Introduced during reduction when spectra from different OBs were coadded
after determining their spatial centers with a Moffat light profile (Straatman
et al. 2018).

same results between observations, even if the resulting
dynamical quantity has no added meaning for this study, and
can therefore be used to test systematics in the data.

We found from Figure 3 that the errors from the posterior
distribution, shown in black, are small compared with the
variation between duplicate results, although the errors increase
with increasing difference between duplicates. For each
quantity we take the standard deviation of the differences
between duplicate measurements normalized by the combined
uncertainties. If the uncertainties were representative of the true
uncertainty, the distribution of these normalized differences
would have a standard deviation of 1. For under- (over-)
estimated errors, the distribution would have a proportionally
larger (smaller) standard deviation. Therefore we can use the
obtained standard deviation as a correction factor. The
corrected uncertainties are shown in Figure 3 as thick gray
error bars. We note that the distribution of the differences
between duplicates depends on whether a duplicate is assigned
to the x-axis or the y-axis. Therefore we randomly shuffled the
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Figure 3. Comparison of dynamical measurements of 24 duplicate sources. The uncertainties obtained from the posterior are shown as thin black error bars in the first
of each pair of panels. The absolute differences between duplicate results are proportional to their average uncertainties (prime panel of each pair). We normalized the
differences by the combined uncertainties and obtained the standard deviation for each variable. The standard deviation is the correction factor needed to make the
error bars consistent with the scatter between duplicates and is printed at the top of each first panel. The corrected uncertainties are shown as thick gray error bars.

duplicates between the x- and y-axis 1000 x and took the
median standard deviation as the final correction factor. The
correction factors are printed in each panel.

The median error after applying the correction on v, g, is
19 km/s. This encompasses random errors and systematics in
the data but does not take into account systematics in the
model. We discuss this in Section 5. For the remainder of the
paper we apply the correction factor to the uncertainties on the
emission line dynamical quantities.

5. Comparison of Dynamical Masses

In this section we compare the stellar and gas dynamical
masses. These are not entirely independent measurements, as
they are coupled through the Sérsic and pPXF fits, although for
the pPXF fits the line centroids of the stellar and emission line
components are fit independently. The key to this study is that
the stellar light and emission lines are physically different
tracers and that the dynamical models are different in nature
and rely on different assumptions. While dynamical masses of
distant galaxies have been measured from emission lines in
many studies, this is the first time that we are able to validate
current methods against stellar dynamical masses.

In the top panel of Figure 4 we compare the dynamical
masses of the main sample within R, and 2R,. We calculated
the median offset A[log M]=log [Myn emi/Mayn,*] and average
galaxy-to-galaxy scatter o(A[log M]). We found that on
average log [Myynemi/Mo] is 0.1540.016 dex lower within
R, than log [Myy, x/Mo]. We also found an average galaxy-to-
galaxy scatter of 0.19 dex. Within 2R,, the different mass
estimates of the much smaller subsample of sources are in
agreement, but with a large formal uncertainty of 12% on the
offset and a galaxy-to-galaxy scatter of 0.3 dex.

It is clear from Figure 4 that the formal uncertainties on
log [Mayn,«x/Mp] are larger than on log [Mayn emi/Mo]: a median
of 0.23 dex versus 0.075 dex. van Houdt et al. (2021) found
from a duplicate test that the uncertainties on their mass
estimates were on average 50% larger than the scatter between

the duplicates, indicating they might be overestimated due to
the large flexibility of the JAM model provided by the
inclusion of a dark matter component. However, the duplicate
test only takes into account the random component of
the uncertainty but not systematics introduced by, for example,
the GALFIT model. They concluded that as the duplicate
measurements are not independent, for example, because the
same size was used for duplicate mass estimates, it was best to
use a conservative estimate and not apply the duplicate
correction. While the dynamical mass measurements here are
not entirely independent either, as the same Sérsic model was
used for both, we are in a slightly better position to account for
systematics between the different models. The combined
random uncertainty on a dynamical mass measurement with
LEGA-C is 0.19 dex (see o (A[log M]) in the top left panel of
Figure 4). From the duplicate test of van Houdt et al. (2021) it
follows that the random component of the uncertainty on the
stellar dynamical mass is 0.23/1.5 dex. Taken together, this

leaves \/0.192 — (0.23/1.5)* — 0.075% = 0.083 dex of uncer-
tainty due to systematics related to the choice of modeling.

We note that part of the variance in M g4y, 5 is due to the broad
inclination prior used for the JAM models, irrespective of
whether the galaxies are disks or ellipticals. As the galaxies in
this study have been selected to have ngg . < 2.5, there is a
probability that the inclination was underestimated for those seen
face-on, leading to underestimated rotational velocities and
dynamical masses. For the emission line dynamical masses, on
the other hand, we derived inclinations while explicitly assuming
the galaxies are disks. Therefore we would expect a number of
galaxies with underestimated log [Mgyn x/Ms] and overestimated
log [Mayn,emi/Mayn,«]. Indeed we found that 59% of galaxies
with log [Mgyn x/Ms] < 10.5 have axis ratio g > 0.8.

Our main sample is limited to low Sérsic index galaxies;
however, there are 47 star-forming galaxies with nggc > 2.5
that pass our selection criteria, of which 37 have extended
rotation curves reaching R,. For clarity, all sources that pass the
criteria but do not belong to the main sample are shown in the
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Figure 4. Top panels: main result. We show the stellar dynamical mass (x-axis) vs. the emission line dynamical mass within R, (left panel) and 2R, (right panel) of 149
and 40 sources with extended rotation curves (<20% extrapolation of the models), respectively. On average, the emission line dynamical mass is smaller by
0.15 + 0.016 dex than the stellar dynamical mass within R,, with a galaxy-to-galaxy scatter of 0.19 dex, which reflects the combined random uncertainty on dynamical
mass. Within 2R,, the gas dynamical masses are in good agreement, but with a larger scatter of 0.3 dex. Bottom panels: sources not included in the main sample. We
show high Sérsic index star-forming galaxies with extended rotation curves with open blue diamonds and high and low Sérsic index quiescent galaxies with open
orange diamonds and circles, respectively. Sources with limited spatial extent (>20% extrapolation of the models), including those of the main sample, are shown with
smaller, filled symbols. High Sérsic index star-forming galaxies have somewhat higher emission line dynamical masses. However, an analysis of all star-forming
galaxies with extended rotation curves (N = 186 at R, and N = 51 at 2R,) results in similar offsets and scatter (blue text in legend).

bottom panels of Figure 4, including sources with limited
spatial extent. The high Sérsic index star-forming galaxies
(blue diamonds) tend to have somewhat larger emission line
dynamical masses, with an average offset of —0.026 4 0.040
dex and scatter of 0.24 dex. However, our main result is not
strongly biased by the exclusion of these sources: the average
offset of all 186 star-forming galaxies with extended rotation
curves is —0.12 £ 0.015, with a scatter of 0.21 dex.

There are only 11 high Sérsic index star-forming galaxies
with extended rotation curves reaching 2R,. For this sample,
the average offset is 0.33 £ 0.16 dex with a scatter of 0.53 dex.
For the sample of all 51 star-forming galaxies with
extended rotation curves to within 2R,, the average offset is
0.045 £0.055 dex with a scatter of 0.39 dex, again similar to
the main sample.
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It has to be noted that the measured dynamical quantities
suffer less from seeing effects at 2R, than at R,. The agreement
between the estimates of the dynamical masses within 2R, is,
however, likely accidental and due to the adopted uniform,
dispersion profile. The value of o is assumed to be the same at
radii of R, and 2R, but is more heavily weighted for emission
line dynamical mass estimates evaluated within 2R,
(Equation (6)). This effect is stronger than the flattening of
the rotation curve between R, and 2R, and leads to relatively
larger emission line dynamical masses with increasing radius. It
explains the large positive offset for the 11 high Sérsic index
star-forming galaxies with extended rotation curves reaching
2R,, as these galaxies tend to have larger 0. The large scatter
between the dynamical mass estimates within 2R, (0.3 dex,
compared with 0.19 for R,) also implies that the lack of an
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Figure 5. The ratio between the two dynamical mass estimates (1og [Mayn,em1/Mayn,x]) within R, as a function of (from left to right and top to bottom) stellar mass,
sSFR, SFR, Sérsic index, Vrot,g,, and . The symbols are the same as in Figure 4. We found no significant correlations for galaxies in the main sample, suggesting no
strong deviations from hydrostatic equilibrium (see main text). When including high Sérsic index star-forming galaxies, we found correlations (blue text in legends)
with nsgrsic, Vrotg,» and 0. Including these galaxies additionally results in correlations with stellar mass and sSFR, which is then likely a selection effect.

offset does not necessarily reflect a better agreement. Data of
higher spatial resolution are needed to better understand the
dynamics of both gas and stars within R, and 2R,.

Taken together, the small, negative offset of the average
log [Mayn,emi/Mayn,«] within R, and the negligible difference
within 2R, indicate a good correspondence between the
emission line and stellar dynamical masses. This finding has
direct implications for mass studies of the distant universe: we
now have a better understanding of how biased emission line
dynamical masses likely are in the absence of expensive
continuum observations. For a discussion on the accuracy of
the stellar dynamical masses, see Section 6.3. The similarity
between the different dynamical mass estimates, where for the
emission line dynamical mass we assumed the gas is in
hydrostatic equilibrium, suggests there is little room for strong
deviations from equilibrium dominating the galaxy-wide
velocity dispersion. The main conclusion of this paper is
therefore that we do not see strong evidence for increased line
widths due to nongravitational motions. In Section 6 we will
look for residual trends between the mass offsets and other
galaxy properties (Section 6.1), compare with dynamical
masses that can be obtained without modeling from the
dispersion of spatially integrated emission lines (Section 6.2),
and discuss potential caveats on our derivation of both the
emission line and stellar dynamical masses (Section 6.3).
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6. Discussion
6.1. Residual Trends with Other Galaxy Properties

In Figure 5 we show log [Maynemi/Mayn,«] within R, as a
function of stellar mass, sSSFR, SFR, Sérsic index, Vo r,, and oy,.
We calculated the Spearman’s rank correlation coefficient
(“spRankCoeff” in Figure 5) for each parameter versus
log [Mayn,emi/Mayn,«] for the main sample of galaxies with
extended rotation curves as well as for the sample including high
Sérsic index star-forming galaxies. We do not find any significant
correlations (p < 0.05) between log [Mayn emi/Mayn,«] and these
parameters for the galaxies in the main sample. Especially
interesting is the lack of correlation with SFR, as outflows are
often invoked as an explanation for the higher average intrinsic
dispersions of the ionized gas in high-redshift galaxies. Forster
Schreiber et al. (2019) found that the incidence of star formation—
driven outflows correlates with the offset from the SFR-mass
relation for star-forming galaxies. If the effect of such outflows
dominated the emission line dispersions, we would expect to
overestimate the dynamical masses and find a positive correlation
of log [Mayn em1/Mayn,x] with SFR. Genzel et al. (2011) showed
that outflows can arise from individual clumps or star-forming
regions within galaxies at z ~ 2 but that these do not affect the
galaxy-integrated dispersion. Bassett et al. (2014) similarly found
that the dispersions of the ionized gas and the stars in two z ~ 0.1
galaxies are well matched, indicating that the ionized gas
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turbulence, which would otherwise have resulted in compara-
tively high dispersions, is not dominated by nongravitational
motions caused by stellar feedback in the form of stellar winds or
supernovae. At higher redshift, Ubler et al. (2019) found that the
measured velocity dispersions were consistent with being
primarily driven by gravitational instabilities, with only a
subdominant contribution from stellar feedback. In general, the
lack of a correlation with sSFR that we see in this study implies
that the kinetic energy of the ionized gas represents dynamical
equilibrium with the gravitational potential.

In addition to the variables shown in Figure 5, we
investigated potential correlations with SFR surface density,
R,, redshift, continuum S/N, axis ratio, and P.A. We did not
find significant correlations for any of these parameters.
However, if we include the high Sérsic index star-forming
galaxies, we found modest correlations with stellar mass, Sérsic
index, Vior,, and og. The higher ngic galaxies in some cases
appear to follow the light profile of the stars with luminous
central regions with large dispersions and so tend to have larger
09, introducing a correlation that is not necessarily representa-
tive of the population. The correlations with stellar mass and
sSFR are likely selection effects, as the higher ngg ;. galaxies
include the most massive galaxies.

As a final remark we note that these results are limited to a
particular mass (10'° Mg <M < 10" M) and redshift range
(0.6 <z<1). Lower-mass galaxies are on average more
dispersion dominated (e.g., Kassin et al. 2012; Wisnioski
et al. 2015; Price et al. 2020) or more susceptible to mass loss
through outflows. The incidence of AGNs with visible broad
line components increases toward ~ 70% at >10"" M, (Forster
Schreiber et al. 2019), but the potential effect on dynamical
mass is not investigated here. At higher redshift, the fraction of
irregular galaxies increases, as well as the average velocity
dispersion of star-forming galaxies (e.g., Kassin et al. 2012;
Wisnioski et al. 2015; Ubler et al. 2019; Price et al. 2020).

6.2. Emission Line “Virial” Masses

So far we have investigated the validity of dynamical mass
estimates that can be obtained if the data are sufficiently deep
and spatially extended. For fainter sources or shorter integra-
tion times, dynamical masses can be calculated from the
dispersion of the spatially integrated emission lines: a’g,im.
Using DR2 of LEGA-C, Bezanson et al. (2018b) showed that
the integrated dispersions of the ionized gas and the stars at
7z <1 are in good average agreement, with a 0.13 dex intrinsic
scatter. This would suggest a ~0.24 dex uncertainty on
dynamical masses based on a'g,im. We can now test how well
these “virial” masses correspond using the spatially extended
stellar dynamics.

We use the following definition for virial mass:

2
o's s R

g,int,corr’te

Mvir,eml - /B(n) G 5

)

where [(n) is the analytical approximation for the virial
coefficient by Cappellari et al. (2006):

B(n) = 8.87 — 0.831n + 0.0241n2, ®)

which we note is originally valid for spherical, isotropic

. . . ! . . . . .
distributions, and o, i .o the inclination-corrected dispersion
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The correction was based on the stellar dynamics while using a
more complete sample from LEGA-C including more quiescent
galaxies, but there was no clear difference between high and
low Sérsic index galaxies. Assuming the stellar light reflects
most of the mass profile within R, and accounts for half of the
total within that radius, we expect that M gy, s (R.) =~
0.5 Mvir,eml-

In the top panels of Figure 6 we compare the emission line—
based virial masses to the JAM results. The discrepancy
between the uncertainties on these two quantities is formal: the
half-light radius (R,) and integrated dispersion (U;,inl) are well
determined, even with a duplicate factor included (Straatman
et al. 2018; van der Wel et al. 2021), whereas the JAM models
are marginalized over multiple parameters.We found the
following statistics: an offset of —0.077 £0.018 dex, with a
scatter of 0.22 dex. If we adopt ngg =1 in Equation (8),
because we did so for the emission line model, we find a
similar offset and scatter of —0.072 + 0.018 dex and 0.21 dex,
respectively.

There is a tail of galaxies at the low-mass end with
M gyn 5 (Re) > 0.5 M yiremi. Upon further inspection we found a
trend with axis ratio (top right panel). The galaxies at the low-
mass end constitute the most face-on galaxies in the sample.
The median ¢ for galaxies with 0.5 M yi; ey < 10.5 is ¢ = 0.83.
The virial masses of these galaxies could be underestimated if
no correct inclination correction is applied. If we consider only
galaxies with g < 0.8, we found an offset of —0.056 4 0.020
dex, with a scatter of 0.21 dex.

In the bottom panels of Figure 6 we compare the virial
masses to the extended emission line dynamical masses instead
of the JAM results. The offset is 0.07 &=0.012 dex, with a
scatter of 0.14 dex (0.11 +0.012 dex and 0.12 dex for g < 0.8
galaxies). The smaller scatter indicates that a'g’im corresponds
better to v. g, measured from the same emission lines than from
the JAM models. From the bottom right panel we also note a
residual trend with ¢g. These trends indicate that the correction
of J. van Houdt et al. (2022, in preparation) is not strong
enough for many galaxies with high ¢, suggesting the ionized
gas exhibits flatter morphologies than the stars. We tested this
assuming thinner disks by varying ¢, in Equation (1) but found
no change in our results. Our data are not sufficiently resolved
to test this further. IFU data, which have more extended spatial
coverage, have better potential to investigate the morphology
of the ionized gas. We note, however, the residual dependence
could in part be a selection effect from not including quiescent
galaxies. We investigated this by reproducing the top right
panel of Figure 6 with the original estimator M ;. 4 of J. van
Houdet et al. (2022, in preparation). This is not shown here, but
we essentially reproduced their Figure 2, except limited to our
main sample. While we found less strong outliers, we did find a
bias toward those galaxies with low M i, ../ Mgyn » at high axis
ratio, compared with the full sample of J. van Houdt et al.
(2022, in preparation) including quiescent galaxies.

The correspondence between the emission line virial masses
and the stellar dynamical masses, especially for ¢ < 0.8
galaxies, is remarkable, since no extra modeling was done.
However, we can turn this fact around and conclude that even
though modeling of spatially extended rotation -curves
might lead to more accurate rotational velocities and intrinsic

g g,int,corr
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Figure 6. Top left: a comparison of the virial masses and the stellar light dynamical masses within R,. The virial masses are based on the dispersion of the spatially
integrated emission lines corrected for inclination (ag’im’m"). The low-mass outliers are mostly face-on disks. Top right: a clear dependence on axis ratio is visible, but
in general accurate dynamical masses can be obtained from a;,'im‘wrr if the axis ratio g < 0.8. Bottom left: a comparison of the virial masses and the emission line
dynamical masses. This relation is tighter as the same dynamical tracer was used. Bottom right: dependence of mass offset on axis ratio. The inclination correction on
a;,.im was derived based on the stellar dynamics by J. van Houdt (2022, in preparation). The residual trend suggests that the ionized gas exhibits a flatter morphology

than the stars.
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Figure 7. The ratio between the two dynamical mass estimates

(log [Mayn,cmi/Mayn,+]) as a function of U;,Vimycm /Ve.r,. There appears to be a
trend, which is not significant, between log [Maynemi/Mayn ] and
a;,_im_cm /Ver,- The virial masses based on a'fg,int,corr show a similar
correspondence to log [Mayn x/Mo] as the modeled emission line dynamical
masses, so this result may indicate there is space left to improve v. g, with a
better understanding of pressure support in the gas.
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dispersions, this is negatively balanced by the assumptions
that go into Equation (5). If there is room for improvement on

v., there should be a trend between o7y, /v.r and

108 [Mayn.emi/Mayn,x], as deviations of v, relative to o7y

should lead to deviations in emission line dynamical mass. In
Figure 7 we show that there is such a trend, although it is not
significant. This trend is not driven by axis ratio, as it is still
present after applying the correction of J. van Houdt et al.,
(2022, in preparation). We note it may be possible that the use
of long slit data limits the accuracy of our estimates of vy g,
and o, compared with what can be achieved with integral field
unit (IFU) data. We verified in Section 4.2.2 that the range of
our dynamical results (e.g., gp) is not systematically biased
compared with other works. We therefore expect that a
significant step forward in our understanding can be obtained
by using high-resolution data to measure, for example,
dispersion gradients in perhaps more local galaxies.

6.3. Caveats on the Models

In this study we have assumed that oy is uniform and
isotropic. The analytical implication is that the vertical scale
height of a disk increases exponentially with radius, because
we have presumed that the mass profile follows that of the
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tracer ionized gas to obtain Equation (5). Disk flaring has been
found for nearby galaxies (e.g., Bacchini et al. 2019), but we
note that the flaring implied in Equation (5) (& o e’/R:, where h
is the scale height of the disk) is probably more severe than
reality. It is also reasonable to assume the situation in most
galaxies is more complex, with local or global dispersion
gradients. Furthermore, our current prescription for pressure
support is based on the assumption of a self-gravitating, smooth
(no clumps), exponential disk. In reality, the morphology of a
galaxy is more complicated. This is illustrated in recent studies
of the IlustrisTNG and VELA simulations (Wellons et al. 2020
and Kretschmer et al. 2021, respectively). Kretschmer et al.
(2021) found that the central and dark matter components of
the galaxy system effectively imply lower values of k. This
would introduce an offset at 2R, and a stronger offset at R, in
Figure 4. Wellons et al. (2020) as well as Kretschmer et al.
(2021) also found that corrections from anisotropic and
nonconstant dispersions, as well as from nonspherical potential
wells, should be taken into account, but this is simply not
possible with the current data. Our current prescription is very
similar to those of Wisnioski et al. (2018) and Price et al.
(2020), who use factors of 3=1.09"' and (=1.064,
respectively, to account for deviations from the spherical case.
To further investigate the effect of geometry, we may replace
Equation (6) by one based on a razor-thin disk morphology:

B | L
2y2GB(y) Rs

where  B(y) = [h(»Ko(y) — h(MK ()], I, and K, are
modified Bessel functions, and y=0.5R/R;, (Binney &
Tremaine 2008). We found that this produces an offset at R,,
slightly more negative, but consistent with our fiducial result,
of log [Mayn,em/Mayn,x] = —0.17 £ 0.016. This is expected, as
the gravitational force is stronger in a disk/ring geometry than
for nested spherical shells, resulting in a lower dynamical mass
for a given V.. We conclude from this exercise that the
correspondence between the two dynamical mass estimates
depends more strongly on the assumptions leading to V.. than
on the adopted geometry.

Our results are in agreement with those of Crespo Gémez
et al. (2021), who found Mdyn,eml/Mdyn,* =1.0 £ 0.3, compar-
ing ionized gas and stellar kinematics of the inner 1-2 kpc of
local LIRGs, and who also found that 3 would not affect their
results within the uncertainties.

Throughout this work we used the stellar dynamical masses
as a benchmark to test whether high-redshift emission line—
based dynamical masses are accurate. There are several
caveats. In the JAM models, a separate gas component was
not included. The invisible mass, gas and dark matter, is
represented by the Navarro—Frenk—White component, whose
actual distribution is not constrained by the data. The stellar
mass component, on the other hand, is comparatively well
constrained, except for the assumption of a constant M/L ratio,
but there may still be additional uncertainties due to the stellar
population models and IMF assumed. More importantly,
despite the high-continuum S/N of the data, the spatial
resolution is limited. Bars and spiral arms are not resolved as
they would have been for IFU data of nearby galaxies.

Nevertheless, large systematic uncertainties due to model
choice appear unlikely. Leung et al. (2018) have shown that the
stellar v, g, corresponds to within 10% to the rotational velocity

Mdyn,eml(<r) =
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of molecular gas for z ~ 0 SO-Sd galaxies, using three different
methods, including Jeans modeling and an asymmetric drift
correction such as we applied here to the ionized gas.

The —0.15 £ 0.016 dex difference that we found at R, will
partly be driven by the choice of JAM modeling versus the
more simple pressure correction that we applied for the gas. To
understand this better, applying a similar dynamical mass
comparison to the latest generation of IFU studies (SAMI,
ATLAS3D, CALIFA) can shed more light on understanding
the high-redshift results presented here, and help trace
systematics.

We opted to do this comparison at z > 0.6 as gas turbulence
appears to play an increasing role in gas dynamics at high
redshift. The implicit assumption is that pressure corrections do
not play a significant role at z~ 0, where dynamical masses
and scaling relations, such as the Tully—Fisher relation, are
built directly from rotational velocity. For example, Pizzella
et al. (2004), Bassett et al. (2014), and Crespo Gémez et al.
(2021) showed that the rotation curves and dispersion profiles
for the stellar and ionized gas component in nearby spirals,
LIRGs, and z~0.1 galaxies are different, with higher
rotational velocities for the gas and higher dispersions for the
stars, indicating a potentially subtle effect for asymmetric drift
corrections. We defer a comparison of v,./cq between the two
tracers to future work.

Finally, even if the stellar and emission line dynamical
masses are in agreement, they could still suffer from the same,
potentially unknown, systematics, perhaps related to beam-
smearing effects.

7. Summary

In this paper we leveraged the ultradeep LEGA-C survey to
calculate and compare the dynamical masses of a sample of 157
star-forming galaxies at 0.6 < z < 1 with two different physical
tracers: the emission lines from the ionized gas and the
continuum and absorption lines from the stars. Out of the main
sample, 5% and 75% have limited spatial extent beyond R, and
2R, respectively. We calculated statistics for the subset of 149
and 40 sources with extended rotation curves within each
radius, respectively.

The main result is that emission line—based dynamical masses,
derived with recent common methodology, are on average
underestimated compared with stellar light-based dynamical
masses: we derived an offset of 1og [Myyn em1/Mayn,x] = —0.15 &=
0.016 dex for the enclosed mass within R, (149 sources). Within
2R,, the majority of the mass estimates are based on sources
with limited spatial extent, but we found good agreement
between emission line and stellar dynamical mass:
log [Mayn,emt/Mayn,+] = —0.032 £ 0.048 dex (40 sources). Even
though we excluded high Sérsic index (nsgic > 2.5) star-forming
galaxies from the main sample, we found similar results if those
sources were included. Quiescent galaxies are not well
represented by our data.

We hypothesized in the introduction that the kinematics of
the ionized gas reflect some form of equilibrium, so we could
apply an asymmetric drift correction using the solution for a
self-gravitating disk in hydrostatic equilibrium with an
exponential mass profile. The near correspondence between
the stellar and emission line dynamical masses and lack of
residual trends with other galaxy properties indicate there is
indeed little room for increased line widths due to nongravita-
tional motions.
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We derived similar offsets for virial masses based on
spatially integrated velocity dispersion (a;!im) with an average
offset of —0.077 £0.018 dex and scatter of 0.22 dex,
compared with the stellar dynamical masses. This indicates
that at similar resolution to our data, even after modeling
spatially extended rotation curves, dynamical mass estimates
based on an asymmetric drift correction are still too dependent
on assumptions to be significantly more accurate. This may be
relevant for future studies not specifically aimed at detailed
dynamical properties, for example, large shallow surveys
probing the distant universe. Keeping in mind the caveat that
the good correspondence between dynamical mass based on
a'g,im and stellar dynamical mass is specific for this study and
cannot be directly extrapolated to higher redshift, such studies
may benefit from this result by focusing on measuring a(’mm
and saving on integration time.
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Appendix
Custom Code for Emission Line Dynamics

A.l. Basic Functionality

Our custom model is in its functionality most similar to
MisFIT (Price et al. 2020). Here we repeat for completeness the
exact steps the code performs to generate a model emis-
sion line.

We first defined coordinates x’, y’, z/, and \’, with the spatial
coordinates relative to the presumed dynamic center. For the
LEGA-C spectra, this is pixel row 40 in the y" direction. The
wavelength )\’ can be given either in observed or rest frame.
We generated a “cube” of observed spatial coordinates, where
the x" and 7 dimensions are a fraction of the y' dimension
depending on the orientation of the galaxy. The cube is
generated with a factor of three times higher spatial resolution
than the data. The center of the cube has coordi-
nates (x, y’, z') = (0, 0, 0).

We performed a coordinate transformation to obtain the
intrinsic x, y, and z:

X cosi 0 —sini || cos AP.A. sinAP.A. 0
Yi=| 0 1 0 —sin AP.A. cos AP.A. 0 '
z sini 0 cosi 0 0 1 Z
(AD)
As dynamic quantities we defined
2 .
Vot (F) = 2V, arctan R;; with r = Jx2 + 2 (A2)
m t
0p = constant. (A3)
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The line-of-sight projections are

ViouLos (F) = —vrm(r)f sini (A4)

oros = 00/3.

We assumed an exponential light profile for the face-on
projection with scale length R,=R,/1.678 and also an
exponential profile for the edge-on projection with scale length
h,=0.19R;:

(AS5)

I(r, z) = e 7/ Rsg=2/0z, (A6)

In order to expand the intensity cube into velocity space, we
defined the coordinates

/
LN =\
Vv = c,

Ac

(AT)

where )\ is the center of the emission line and c is the speed of
light; \. should be in observed or rest frame depending on \’.
We note that the resolution of v/ is dependent on ). if the latter
is a free variable in the fit. Again we oversampled by a factor 3.

We obtained a 4D intensity cube I (x, y, z, v/) = I(r, z, V'),
for which the intensity is diluted along the v’ direction, that is,

(v — 2
](r, Z, V/) — I(rs Z) exp (V vl';)t,LOS(r)) ) (A8)
A/ 271'0'%05 2O'LOS

We integrated I(r, z, v') along the z’ dimension, that is,
along the line of sight, to obtain I(x’,y’, v'). Then we
convolved each slice at fixed coordinate v/ of the resulting
cube with the observational PSF—in this study a Moffat
profile.

The convolved model cube, I (X', ¥/, V'), can be further
reduced to a 2D model emission line. We rebinned along the x’
and y’ dimensions to retrieve the original resolution. We then
projected a slit with width Ax and infinite length along the y’
dimension, centered on x’ = 0, and selected those pixels for
which |x/| < Ax/2. For each slice at fixed coordinate x’ we
shifted the pixels in velocity space with an amount corresp-
onding to the offset of the slice from x’ = 0 in pixels, to mimic
instrumental broadening. Then we integrated over the slit and
rebinned in velocity space to obtain I ., (y’, V), where v/ can
be projected back onto N space, resulting in the model
emission line.

A.2. Postprocessing Specific to This Study

The model emission line can be directly fitted to the data, or
further reduced to a velocity curve and dispersion profile. To
avoid having to account for differences in the symmetry of the
light profile of the data and to be able to use the joint pPXF fits
to multiple emission lines, we chose the latter. We used
scipy.optimize.leastsq to fit single Gaussian profiles
to the flux in each row of the model emission line. As there is
no noise, a fit to the model will give an unequivocal result. The
Gaussians have a minimum instrumental dispersion of 34 km/s
and were allowed to broaden further resulting in the equivalent
of o,pxp. The centers of the Gaussians were used to obtain the
model velocity curve. We note that because of this postproces-
sing step, the normalization of the model intensity cube does
not have to be considered.
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