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Abstract

This thesis describes the first application of ultra-fast magnetic resonance imaging (MRI)
towards the characterisation of bubbly flow systems. The principle goal of this study is
to provide a hydrodynamic characterisation of a model bubble column using drift-flux
analysis by supplying experimental closure for those parameters which are considered
difficult to measure by conventional means. The system studied consisted of a 31 mm
diameter semi-batch bubble column, with 16.68 mM dysprosium chloride solution as the
continuous phase. This dopant served the dual purpose of stabilising the system at higher
voidages, and enabling the use of ultra-fast MRI by rendering the magnetic susceptibili-

ties of the two phases equivalent.

Spiral imaging was selected as the optimal MRI scan protocol for application to bubbly
flow on the basis of its high temporal resolution, and robustness to fluid flow and shear.
A velocimetric variant of this technique was developed, and demonstrated in application
to unsteady, single-phase pipe flow up to a Reynolds number of 12,000. By employing
a compressed sensing reconstruction, images were acquired at a rate of 188 fps. Images
were then acquired of bubbly flow for the entire range of voidages for which bubbly flow
was possible (up to 40.8%). Measurements of bubble size distribution and interfacial area
were extracted from these data. Single component velocity fields were also acquired for

the entire range of voidages examined.

The terminal velocity of single bubbles in the present system was explored in detail with
the goal of validating a bubble rise model for use in drift-flux analysis. In order to provide
closure to the most sophisticated bubble rise models, a new experimental methodology
for quantifying the 3D shape of rising single bubbles was described. When closed using
shape information produced using this technique, the theory predicted bubble terminal
velocities within 9% error for all bubble sizes examined. Drift-flux analysis was then used
to provide a hydrodynamic model for the present system. Good predictions were pro-
duced for the voidage at all examined superficial gas velocities (within 5% error), however
the transition of the system to slug flow was dramatically overpredicted. This is due to
the stabilising influence of the paramagnetic dopant, and reflects that while drift-flux
analysis is suitable for predicting liquid holdup in electrolyte stabilised systems, it does

not provide an accurate representation of hydrodynamic stability.

Finally, velocity encoded spiral imaging was applied to study the dynamics of single
bubble wakes. Both freely rising bubbles and bubbles held static in a contraction were
examined. Unstable transverse plane vortices were evident in the wake of the static
bubble, which were seen to be coupled with both the path deviations and wake shedding
of the bubble. These measurements demonstrate the great usefulness for spiral imaging

in the study of transient multiphase flow phenomena.
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Chapter 1

Introduction

Systems in which a gaseous phase is dispersed throughout a liquid are commonly en-

countered in both nature and industry. Known as gas-liquid flows, these systems occur

in situations as diverse as the bow wave of a ship to the cooling system in a nuclear

power plant. The structure of a gas-liquid flow depends upon the relative flow-rates of

the two phases, and, for flow in a vertical pipe, can be categorised into four regimes [1].

As illustrated in Figure 1.1, these flow regimes are:

(i)

Bubbly flow. At low gas-fractions, the liquid is continuous and the gas exists
as individual bubbles. Some authors make the distinction between homogeneous
(or dispersed) and heterogeneous (or discrete) bubbly flow. Homogeneous flow
occurs at low voidages, where the bubble size distribution (BSD) is narrow and
there exists little interaction between bubbles, while with increasing gas-fraction
the distribution broadens and bubble coalescence and break-up begin to occur.
The boundary between homogeneous and heterogeneous bubbly flow is not well
defined, however, and in the present work bubbly flow shall be treated as a single

regime.

Slug flow. As the gas-fraction increases, bubble coalescence becomes more prolific
and the mean bubble size increases until slugs form which approach the diameter
of the column. These slugs are periodic, and may exist with discrete bubbles still

present in the intermediary.



(iii) Churn flow. In this regime neither phase is continuous; large irregular plugs of gas

flow exist interspersed with slugs of liquid.

(iv) Annular flow. At high enough gas-flow rates only a film of liquid exists at the walls
of the tube, with liquid droplets also entrained in the flow. Some authors describe

other regimes at higher gas flow rates, including whispy annular flow [2].
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Figure 1.1: Flow regimes for vertical gas-liquid flow.

In the present work, we are only concerned with gas-liquid flows in the bubbly flow
regime. Bubbly flows are a very common subset of gas-liquid flows; a list of industrial
processes which employ bubbly flow is given in Table 1. One of the most fundamental
forms of a bubbly flow system is the bubble column reactor. The operation of this device
is quite simple: a vertical column is filled with liquid, which can be either flowing or
stationary, and gas is introduced to the system through a distributor at the base of the
column. Several variants of bubble column reactor have been produced, as described in
detail by Deckwer [3], however in the present work we will only consider the most simple,

semi-batch (i.e. no net liquid flow) vertical bubble column.

1.1 Design of bubble columns

The principle goal in bubble column design is to produce bubbles of an appropriate size,
and the desirable hydrodynamic flow conditions. A system that is mass transfer lim-
ited (i.e. the rate of chemical reaction is high), for example, requires a large amount
of interfacial area, and hence the generation of smaller bubbles with a correspondingly
higher voidage. These conditions lead to decreased circulation in the column, however,
which reduces the liquid phase heat and mass transfer coefficients [13]. The design of

bubble column reactors is plagued by conflicts such as this [3]. Further compounding the

2



Table 1.1: Industrial applications of bubbly flow

Unit operation Applications References

Bubble column reactors Oxidation of ethylene, cumene, butane, (3, 4]
toluene and xylene; chlorination of aliphatic
and aromatic hydrocarbons; isobutene hydration;
carbonylation of methanol

Bubble slurry reactors  Liquefaction of solid fuels [5]
Fischer-Tropsch synthesis 6]
Froth flotation cells Mineral separation [7, 8]
Foam fractionation Water purification 9]
Two-phase pipe flow Oil transportation [10]
Heat exchangers Nuclear cooling systems [11]
Mass transfer units Fluid aeration; bioreactors [12]

problem, both bubble size and the hydrodynamics of bubbly flow are difficult to predict
and measure (as reviewed in Section 1.3). The subject of the present thesis is the mea-

surement of these parameters using magnetic resonance imaging (MRI).

The bubble column examined in the present thesis is of internal diameter 31 mm. While
this is a small diameter column, even by laboratory standards, this limitation is imposed
by the physical dimensions of the bore of the MRI magnet used in this study. The
MRI methodologies developed in this thesis, however, could be equally well employed,
hardware permitting, on a larger diameter system in future studies. It is generally ac-
knowledged that the influence of the column walls only becomes significant for columns
which are less than an order of magnitude greater than bubble diameter [3]. Thus, the
present study shall be restrained to the consideration of bubbles of equivalent diameter
de < 3 mm. Much choice exists in the selection of a gas sparger. Industrially, several
types of jet and Venturi distributors are used [3]. In laboratory scale experimentation,
however, porous frits are more commonly employed. Alternatively, it has been noted by
several authors that flexible spargers (such as a porous rubber hose) are useful for the
generation of uniform bubble size distributions [13, 14]. It was recently demonstrated
by Harteveld [13] that a highly uniform size distribution (in this case generated by a
computer controlled sparger) can enable bubbly flow to be obtained for extremely high
voidages (up to a voidage of 55% has been demonstrated [15]). In order to test the de-
veloped experimental methodologies across a broad range of voidages, a flexible sparger

will be used in the present study.

The contemporary design of bubble columns commonly involves the use of multiphase



computational fluid dynamics codes. Several approaches have been developed for the nu-

merical modelling of bubbly flow; these may be broadly grouped into three categories [16]:

(i) Eulerian/Eulerian models. Both phases are treated as continuum (i.e. no spatial
separation of the phases is enforced). A population balance model may be coupled
with the two-fluid model for tracking the evolution of the bubble size [17].

(ii) Eulerian/Lagrangian models. This approach solves the continuous phase as a con-
tinuum, however bubbles are individually tracked. This approach is computation-

ally limited to systems of no more than 10% bubbles at present [16].

(iii) Interface tracking models, such as the volume of fluid approach [18]. This tech-
nique provides an accurate description of the interface between two fluids, however

becomes too computationally intensive for systems of more than 100 bubbles [16].

The validation of numerical modelling schemes, such as those described above, is the
ultimate goal of experimental measurements of bubbly flow. However, as the focus of
the present work lies on the experimental characterisation of bubbly flow, only a lumped
parameter model is considered in detail in the present thesis. As mentioned above,
the primary goal of this thesis is the measurement of bubble size, interfacial area and
liquid phase hydrodynamics. To demonstrate the usefulness of these measurements in
bubble column design, it is sought to characterise the overall hydrodynamics of a model
bubble column using drift-flux analysis [19, 20]. In this model, a slip velocity, defined as
the difference between phase-fraction normalised gas and liquid superficial velocities, is

expressed as:

(1.1)

where U, and U, are the gas and liquid superficial velocities, and ¢ is the voidage. It is

common to predict the slip velocity using a Richardson-Zaki correlation of the form:
UR = UToo(l — €)N_l (12)

where Ut is the rise velocity of a single bubble in an infinite medium and N is a function

of the bubble Reynolds number. Substituting equation (1.2) into equation (1.1):
(1 — &)Uy — ey = Urooe(1 — &)™, (1.3)

Equation (1.3) may be solved to determine the liquid hold-up for a range of operating

conditions. For the successful application of drift-flux analysis, both the mean bubble

4



size and liquid hold-up must be accurately measured, and an accurate model for the
single bubble rise velocity must be used. The measurement of these parameters and
the validation of a single bubble rise model are the subject of individual chapters of
this thesis, with the produced measurements then combined to provide a hydrodynamic

characterisation of the model bubble column using drift-flux analysis.

1.2 Influence of dopants on bubbly flow

In a pure solution the gas-liquid interface cannot support any stress and is completely
mobile. This permits interphase momentum transfer, which generates recirculating vor-
tices within rising bubbles: decreasing drag and increasing the bubble terminal velocity.
Further, liquid films between approaching bubbles are able to rapidly drain, which al-
lows bubble coalescence to readily occur. These behaviours are dramatically altered in
aqueous systems, however, by the presence of surface active molecules [21]. Surfactants
(i.e. organic molecules composed of both a hydrophobic non-polar segment, typically
an aliphatic chain, and a hydrophilic polar functional group, such as a hydroxyl) tend
to adsorb at the interface, where the hydrophobic tail extends into the gas phase, while
the hydrophilic head resides in the water. These surfactants lower the surface tension,
which decreases bubble sizes and thus increases liquid hold-up. By accumulating at the
interface the surfactant molecules alter the interfacial shear condition, which can range
from the formation of a ‘rigid cap’, as the surfactants are swept to the rear of the bub-
ble as it rises, to a no-slip boundary condition covering the entire surface of bubble for
heavily contaminated systems [21]. This loss of interfacial mobility leads to increased
skin friction, which slows the bubble rise velocity. Further, the adsorbed surfactants in-
troduce Marangoni forces that slow the film drainage process, and hence hinder bubble

coalescence and stabilise bubbly flow at higher voidages [22].

While the influence of organic surfactants on gas-liquid flows is well known, the impact
of inorganic molecules is less well understood. It is well established that the presence
of inorganic ions at moderate concentrations can either increase or decrease the surface
tension of water [23], which can have a stabilising influence on bubbles. At concentrations
lower than that required to significantly alter the surface tension, however, some (but not
all [24, 25]) inorganic salts still exert a strong influence on the behaviour of bubbly flow.
It has been observed by many authors that a small concentration of salt greatly decreases
bubble coalescence [26, 27, 28, 29, 30, 31, 32, 33, 34|, with this phenomenon attributed

to a slowing of the film drainage process [35, 36]. These effects are noted to only occur



above a certain transitional concentration, at which point a step-change in the stability
of bubbly flow occurs [37, 33]. While it is known that the influence of electrolytes is
ion specific [24, 25|, it remains contested in the literature whether low concentrations of
electrolyte have an influence on the dynamics of single bubbles, with Henry et al. [38]
and Sato et al. [39] claiming no effect, while Jamialahmadi and Miiller-Steinhagen [30]
stating that salt slows bubble rise. The mechanisms of bubble stabilisation by inorganic
dopants are not well understood; Zieminski and Whittemore [28] discuss the possibility
of ion-water interactions, which render the film between bubbles more cohesive, while,

Craig et al. [40] discuss suggest some form of hydrophobic interaction.

The specific composition of the continuous phase examined is largely unimportant to
the goal of the present work (the application of MRI to high voidage bubbly flow), and
surface active materials or inorganic dopants may be included or excluded as convenient

to provide a model system for the application of MRI.

1.3 Experimental studies of bubbly flow

Motivated by the many applications of bubble columns, a vast amount of work has been
devoted to the experimental characterisation of bubbly flow. Much difficulty has been
encountered, however, in obtaining accurate experimental data on high voidage systems.
The challenges associated with experiments on high voidage systems essentially stem
from three aspects of the nature of bubbly flow: it is opaque, which restricts optical mea-
surements to boundary flows; the gas-liquid interface cannot support significant stress,
which fundamentally undermines the accuracy of intrusive measurements; and the system
structure is highly dynamic, which imposes a challengingly short time scale to obtain mea-
surements by tomographic means. Accurate experimental measurements on bubbly flow
systems are needed to contribute to a fundamental understanding of these systems, for
the validation of increasingly prevalent multiphase computational fluid dynamics codes,
and to provide the basis of tools for process measurement and control. Experimental
investigations into bubbly flow tend to focus upon either the characterisation of the bub-
bles themselves, or of the liquid phase hydrodynamics. These two areas of research are

reviewed in the present section.

1.3.1 Measurement of bubble size and interfacial area

The measurement of bubble size distributions is highly desirable, as it is this property

which governs the bubble rise velocity and hence the residence time in a given unit oper-



ation. The measurement of interfacial area is also important, as it is this property which
(when multiplied by some driving force) governs rates of interphase mass, momentum and
energy transfer. Experimental techniques for the measurement of these two parameters

are reviewed in this section.

Many techniques have been developed for the measurement of bubble size. Most promi-
nent are photographic techniques, which are reviewed by Tayali and Bates [41]. This
approach involves obtaining photographs of bubbly flow through a transparent section
of the column. Several improvements to the basic technique have been suggested, such
as shadowgraphy, which removes the influence of the position of bubbles within the col-
umn by projecting bubble shapes onto an opaque medium, such that the focal length
of the camera is the same for all bubbles. Bubble sizes were measured in this way by
van den Hengel [42] and Majumder et al. [43]. Due to the occlusion of the dispersed
phase in the bulk flow, however, these optical techniques are typically limited to relatively
low gas-fractions. Also commonly used are acoustic techniques, wherein the frequency
of pressure variations in the column (caused by either passive or driven bubble shape
oscillations) are measured and used to infer bubble size. The acoustic measurement of
bubble size is reviewed in full by Leighton [44]. Like optical techniques, however, acous-
tic measurements fail at higher voidages, where the pressure fluctuations in the column
are increasingly dominated by bubble-bubble interactions [45]. For low voidage systems
the acoustic technique was found to be more accurate than optical measurements (by
comparison with volumetric measurements on bubbles captured in a funnel) [46]. This
reflects the problem of obtaining a true measurement of bubble volume from 2D projec-
tions of a bubble, as discussed by Lunde and Perkins [47].

To permit bubble size measurements in high voidage systems, many invasive probes have
been developed. These typically consist of single or multi-point electrical conductivity or
fibre optic local phase probes, as reviewed by Saxena et al. [5]. These probes have been
employed in many previous studies [48, 49, 50]. The systematic error generated by the
intrusive nature of these problems has been the subject of much work; a comprehensive
review of which is provided by Julia et al. [51]. More recently, wire-mesh sensors have
become popular for their two dimensional visualisation capability [52, 53]. While these
sensors possess excellent time resolution (on the order of thousands of frames per sec-
ond), they are currently limited to a spatial resolution on the order of 1 mm, which is
insufficient for the accurate determination of bubble size distributions. Additionally, the

errors associated with the distortion of bubble shape due to the wire mesh have not yet



been explored in full, and as the mesh is completely destructive to the structure of the
two phase flow, wire mesh sensors cannot be used for measurements which explore the

evolution of the dispersed phase.

Several tomographic techniques have been explored for the characterisation of gas-liquid
flows, however finding a workable balance between temporal and spatial resolution has
proved difficult. Electrical tomographies (including electrical resistance tomography, elec-
trical capacitance tomography and electrical impedance tomography) have been investi-
gated, however, despite having extremely short acquisition times, are of far too low spatial
resolution for the identification of individual bubbles [54]. A range of radiographic to-
mographies, reviewed by Chaouki et al. [55], have also been explored. In particular,
computer aided x-ray tomography has been widely tested, however the need to mechan-
ically rotate the emission source around the sample decreases the time resolution below
that required. To overcome this problem, ultra-fast x-ray scanners, which use a number
of fixed emission sources, have been developed, however the limited number of emitters
and detectors employed to date has reduced the spatial resolution below that required
for the accurate measurement of bubble size [56]. Most recently, Bieberle et al. [57] have
demonstrated the use of an auspicious alternative method of x-ray tomography. In their
technique, Bieberle et al. scan an electron beam back and forth across a block of tung-
sten, which emits x-rays through a bubble column to a ring of detectors on its opposite
side. This permits temporal resolutions on the order of milliseconds to be achieved, while
imaging at a spatial resolution of approximately 1 mm. Thus this technique demonstrates
spatial and temporal resolutions on the same order of magnitude as wire mesh sensors,
with the additional advantage of being non-invasive. With further refinement to yield
higher resolution images, this technique may be very useful for the measurement of bub-
ble size and shape in high voidage systems, particularly if the high temporal resolution

of the technique can be exploited for the rapid production of 3D images.

The measurement of interfacial area is closely related to that of bubble size, with an
estimate of surface area able to be calculated from measured bubble sizes by assuming
some bubble shape. To improve the accuracy of the measurement of interfacial area,
therefore, it is desirable to also measure some information about bubble shape. Beyond
optical techniques at low void fractions, the measurement of bubble shape is very difficult.
Some previous work has focused upon the determination of bubble shape from chord
lengths which may be measured using local phase probes [58]. Alternatively, spatially

averaged interfacial area may be determined for a system undergoing chemisorption by



measuring the concentration of the reactants at various points in the column. Common

chemisorption systems used for this purpose are discussed by Deckwer [3].

1.3.2 Measurement of liquid-phase hydrodynamics

Bubbly flow is a hydrodynamically complex system. The entrainment of fluid with the
rising bubbles leads to the formation of large scale recirculation vortices [1], which govern
liquid-side mass and heat transfer. Much work has focused on the quantification of liquid
phase velocities in bubbly flow, with a broad range of experimental techniques being
developed. Hot film anemometry, wherein the local fluid velocity is determined around
a heating element by measurement of the heat flux [59], was the first technique to be
explored. Like local phase probes, however, hot film anemometry is highly intrusive;
the errors associated with the invasive nature of the probe are discussed by Rensen et
al. [60]. As an alternative, laser Doppler anemometry (LDA) has found considerable
use [61, 62, 63]. This technique measures the light scattered by small seed particles as
they flow through an interference pattern generated by two intersecting laser beams or
laser sheets. LDA may also be used to infer a measurement of bubble size [58]. Particle
imaging velocimetry (PIV), which uses high-speed cameras to track the motion of seed
particles, has also recently increased in popularity, and has been applied to the study
of bubble flow [64]. Both LDA and PIV are, however, optically based, which limits the
applicability of the techniques to low voidage systems. The highest gas-fraction bubbly
flow system to which optical velocimetry has been applied was of voidage 25%, however
those authors reported an exponential decrease in sampling rate as they sampled further
from the column wall [65]. To overcome the optical limitation, a variant of PIV has been
proposed that uses x-rays and x-ray absorbing seed particles [66], while phase contrast
x-ray velocimetry techniques have also been demonstrated [67]. Lastly a computer aided
radioactive particle tracking technique (CARPT) has been applied to bubbly flow by
Devanathan et al. [68]. In this technique, a single radioactive particle is allowed to
circulate in a bubble column, and by tracking the particle’s position over several hours

the time averaged flow field inside of the column can be determined.

1.4 Application of MRI to bubbly flow

An emergent theme from Section 1.3 is that sensitivity of the gas-liquid interface to
invasive probes, and the optical opacity of the system at high voidages, are responsible
for the majority of difficulties encountered in the experimental characterisation of bubbly

flow. Magnetic Resonance Imaging (MRI) is therefore a very a promising technique for
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application to bubbly flow systems, as it avoids these two problems entirely. Further,
MRI can be used to produce both structural images and quantitative velocity maps of
a system [69]. There exist fairly limited applications of magnetic resonance to bubbly
flow in the literature, and most studies produce only temporally or spatially averaged
measurements. Bubbly flows were first examined using magnetic resonance by Lynch
and Segel [70], who used spatially averaged measurements to quantify the void fraction
present in their system. They demonstrated a linear dependence between NMR signal
and volume-averaged gas fraction. Abouelwafa and Kendall [71] subsequently used a
similar technique to estimate the voidage and flow rate of each phase. Leblond et al. [72]
used pulsed field gradient (PFG) NMR (a technique for the measurement of molecular
displacement) to quantify liquid velocity distributions for gas-liquid flows and obtained
some measurement of the flow instability. Barberon and Leblond [73] applied the same
technique to the quantification of flow around singular Taylor bubbles and were able
to demonstrate the existence of recirculation vortices in the bubble’s wake. Le Gall et
al. [74] also used PFG NMR to study liquid velocity fluctuations associated with bubbly
flow in different geometries. Daidzic et al. [75] obtained 1D projections of bubbly flow
with a time resolution of approximately 10 ms, however, due to hardware limitations,
were only able to produce time averaged 2D images. Similarly, temporally averaged 2D
measurements were acquired by Reyes [76], who examined gas-liquid slug flow, and by
Sankey et al. [77], who investigated bubbly flow in a horizontal pipe. Most recently,
Stevenson et al. [78] used gas-phase PFG NMR to size bubbles in a butane foam, and
Holland et al. [79] produced a Bayesian technique for determining bubble sizes from MRI
signals. The only study in the literature which demonstrates MRI measurements with
both temporal and spatial resolution on a gas-liquid system is that of Gladden et al. [80],
who presented velocity fields in the vicinity of a Taylor bubble. The present study is the
first to apply ultra-fast MRI imaging towards the characterisation of dispersed bubbly

flow.

1.5 Scope of thesis

The subject of the present thesis is the use of magnetic resonance imaging (MRI) to fully
characterise a bubbly flow system for the entire range of voidages for which dispersed
bubbly flow is possible. In doing so, the instantaneous position, size, and shape of the
bubbles (which will in turn yield a measure of the bubble size distribution and interfacial
area) are measured, together with the liquid phase hydrodynamics. The primary goals

of this thesis are to develop MRI techniques for the measurement of these data, and
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to apply the developed methodologies towards the hydrodynamic characterisation of a

model bubbly flow system.

The specific goals of the present thesis are as follows:
(i) Attempt the first application of ultra-fast MRI to bubbly flow systems.

(ii) Develop experimental MRI methodologies for the measurement of bubble size, in-

terfacial area and quantitative velocity fields in high voidage systems.

(iii) Use drift-flux analysis in combination with the above measurements to hydrody-

namically characterise the examined bubble column.
(iv) Apply the newly developed MRI techniques to the study of single bubble dynamics.

This body of work is structured as follows:

Chapter two gives the background and theory of MRI, with particular focus paid to
ultrafast imaging sequences, and quantitative flow measurement using MRI. The tech-
niques discussed in this section represent the status quo of MRI, and provide the basis

for the development of measurements specifically for application to bubbly flow.

Chapter three describes the first application of ultrafast MRI to bubbly flow. The chal-
lenges associated with imaging this system are established, and a velocity measurement

technique which addresses some of these problems is proposed.

Chapter four selects an optimal MRI protocol for the visualisation of high shear sys-
tems, such as bubbly flow. The implementation of this technique is described, and a
velocity measurement variant is proposed. The effect of fluid flow and shear on the
chosen technique are quantified, and the technique is then demonstrated on an example
high-shear system. Finally, high-temporal resolution velocity imaging using a compressed

sensing reconstruction is demonstrated.

Chapter five shows the application of the selected MRI protocol to bubbly flow for the
quantification of bubble size, interfacial area and liquid phase velocity fields. Particular
focus is given to procedures for the automation of data analysis, and the limitations of

the MRI measurements.
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Chapter six examines single bubble dynamics, with the goal of validating a model for
single bubble terminal velocity for use with drift-flux analysis. In doing this, a new ex-
perimental procedure for determining the 3D shape of rising single bubbles is described,
and employed close to a singe bubble rise model. Additionally classical models for bubble

shape oscillation are compared to the reconstructed bubble shapes.

Chapter seven characterises the hydrodynamics of the model bubble column using
drift-flux analysis. In doing this, the MRI measurements of bubble size and shape are
employed, as is the single bubble rise model previously validated. The accuracy and

limitations of drift-flux analysis in application to the present system are assessed.

Chapter eight examines the dynamics of single bubble wakes using the previously de-
veloped velocity measurement technique. Both freely rising bubbles, and bubbles held
static in a contraction against a downward flow are examined, and the influence of the

bubble wake upon single bubble behaviours is discussed.

Chapter nine gives conclusions and recommendations for future work.
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Chapter 2

MRI Theory

In late 1945, a group of researchers at Harvard University, lead by Purcell [1], almost
simultaneously with Bloch [2] and contemporaries working independently at Stanford
University, showed that certain nuclei could absorb and subsequently emit radiofre-
quency (r.f.) energy when placed in a magnetic field at a certain nuclei-specific strength.
These were the first observations of the phenomenon known as nuclear magnetic reso-
nance (NMR). Purcell and Bloch were awarded the Nobel prize for their discovery in
1952, which has since developed into a routine technique for chemical analysis. In 1973,
Lauterbur [3] and Mansfield and Grannell [4] showed that by application of a spatially
variable magnetic field, the position of the emitting nuclei could be determined. This was
the foundation of magnetic resonance imaging (MRI). Mansfield subsequently developed
MRI for applications in medicine [5], and MRI has since become one of the most potent
medical diagnostic tools available today. Most recently, MRI has emerged as a useful tool
for research in the natural sciences and engineering, where it is enabling measurements

unavailable to previous generations of researchers.

In this chapter the basic principles of MRI are introduced. In doing this, the underlying
science of NMR is firstly discussed. Initially quantum mechanics are used to describe the
physical basis of these measurements, however the more intuitive vector model is then
adopted as a full quantum mechanical description of MRI is beyond the scope of this

thesis. Particular emphasis is given to fast imaging protocols, as the imaging of highly
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dynamic bubbly flow is the object of the present work. Only a basic introduction is
given to each technique in this section, with further analysis of the employed techniques
given, as relevant, in subsequent chapters. A full treatment of the theory described in
this chapter is given by standard texts such as those of Callaghan [6], Levitt [7] and
Haacke [8].

2.1 Basic principles of NMR

2.1.1 Zeeman splitting

Nuclear spin is an intrinsic property of sub-atomic particles. While spin is not produced
by the physical rotation of a particle, it does possess a form of angular momentum. Spin
angular momentum is described by the spin quantum number, I, and is quantised in
increments of % A particle can adopt one of the 21 + 1 energy levels between —I and
I, which are, in the absence of an external field, degenerate (that is, all energy levels are
of equal energy and thus have the same likelihood of occurring). If a magnetic field is
applied, however, this degeneracy is broken, and each of the 27 4 1 states have a slightly
different energy. This phenomenon is known as Zeeman splitting. Transition between

two non-degenerate states is possible by absorption or emission of a photon of energy:
AE = 2 hyB (2.1)
= o Y Do .

where h is Planck’s constant (6.63 x 1073% J s71), v is a nuclei-specific constant of pro-

portionality known as the gyromagnetic ratio (4257 Hz G~! for 'H), and B, is magnetic

field strength. A hydrogen nucleus, for example, has I = % and can take one of two

energy levels (:I:%) A Zeeman diagram for this nucleus is shown in Figure 2.1.

Figure 2.1: Zeeman diagram for a spin—% nuclei. The lower energy state is slightly
more populous than the higher energy state. Absorption or emission of a photon of the
appropriate energy is required for transition between the two states.
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Zeeman splitting is responsible for the manifestation of NMR on a macroscopic level, as
it is the difference in energy level populations that is detectable. Thus NMR signal can
only be received for nuclei with I # 0. While several common nuclei such as 2C, 14N and
160 cannot be studied using NMR for this reason, most such nuclei do have an isotope
which is NMR active. These isotopes tend to have low natural abundances (for example
only 1.07% of carbon naturally exists as '*C), which renders the signal-to-noise ratio of
the experiments problematic. In the present thesis, only 'H and F will be considered,
both of which exhibit natural abundances of 100%.

For a system with I = %, the population of spins in either state at thermal equilibrium

is given by a Boltzmann distribution:

N_1/2 —AE/KT
/2 _ o 2.2
Nija (2.2)

where k is Boltzmann’s constant (1.38 x 10723 J K71), and T is absolute temperature.
The majority of experiments in the present thesis are performed at 9.4 T (equivalent to a
proton resonance frequency of 400 MHz) and 20 °C. Under these conditions equation (2.2)
predicts a relative difference in high and low energy populations of approximately 1x1075.
While this population divide is very small, and imposes an inherent limit to the sensitivity
of NMR experiments, the large number of molecules in a sample (one teaspoon of water

contains on the order of 3 x 10?3 protons) renders a net signal detectable.

2.1.2 Bloch vector model

As we are considering a signal averaged over a large ensemble of spins, the net magnetic
moment may be considered to be a vector, and described in classical terms. Analogous

to classical angular momenta, the bulk magnetisation vector may be described as:

dM
S _Mx~B 2.3
7 X 7y (2.3)

where B is a magnetic field vector and ¢ is time. This description of spin precession is
known as the Bloch vector model. For a static field, By, equation (2.3) may be rewritten

as:

wo = 7By (2.4)
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where wqy is known as the Larmor frequency. This is the basic equation of NMR, and
reflects that spin precession frequency about a magnetic field is directly proportional to
field strength.

In NMR, a strong, static magnetic field, which in the present study is always aligned
with the vertical z-axis, is used for spin polarisation as described above. The NMR sig-
nal is detected by electromagnetic induction in a coil surrounding the precessing spins
(as described in more detail in Section 2.1.3). For signal detection, therefore, it is neces-
sary that the spin precession contains some transverse plane component such that there
is motion of the net magnetisation vector with respect to the receiver coil. In order to
generate this transverse plane magnetisation, the spins must be disturbed from thermal
equilibrium with the polarisation field. This is achieved by application of a second mag-
netic field (in practice a pulse of radiofrequency radiation), which will be referred to
as Bi. It is important that B; oscillates in resonance with the precession of the spins
about By, such that the simultaneous precession about B; tips the magnetisation vector
into the transverse plane. These short bursts of By are hereafter be referred to as ‘r.f.
pulses’. It is convenient to consider the effect of r.f. pulses in a frame of reference where
the observer is rotated about the axis of the polarisation field at the Larmor frequency.
In this so-called ‘rotating frame’, an r.f. pulse is seen to induce a circular precession
about the axis along which the pulse was applied. The concept of the rotating frame is

demonstrated in Figure 2.2.

Figure 2.2: The behaviour of the net magnetisation vector, M, in different reference
frames. a) In the laboratory frame M precesses about B, at the Larmor frequency.
b) Upon application of an r.f. pulse, By, M precesses simultaneously about both B; and
By in the laboratory reference frame. c¢) In the rotating frame the precession about B
can be viewed in isolation of that about By.

By carefully controlling the duration of an r.f. pulse the extent of the precession about B
can be limited, and it is possible to control the final position of the magnetisation vector

such that the angle of rotation from the polarisation axis is given by 0 = vBitpuse. A
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pulse which tips the vector through some angle 0 < 6 < 180°, such that some component
of the magnetisation is contained in the transverse plane, as shown in Figure 2.3 a), is
known as an excitation pulse. In quantum mechanical terms, this pulse provides the
energy AFE necessary to induce a transition between spin states for some spins in the
system, with the subsequent release of energy corresponding to the return to thermal
equilibrium (known as relaxation, which is discussed with regard to the vector model in
Section 2.1.4). Subsequent to an excitation pulse, a pulse which tips the vector through
180°, as shown in Figure 2.3 b), is known as a refocusing pulse, which is useful for the

formation of ‘echoes’, as discussed in detail in Section 2.1.5.

C) A

Figure 2.3: Demonstration of a) a 90° ‘excitation’ pulse and b) 180° ‘refocusing’ pulse.

2.1.3 Signal detection

Following an excitation pulse, M precesses freely at the Larmor frequency in the trans-
verse plane. In the laboratory frame, and in the absence of relaxation effects (described

in Section 2.1.4), this precession may be described for a 90° pulse as:
My () = My cos wot + 1M sin wyt (2.5)

where M, is the bulk magnetisation at thermodynamic equilibrium. Note that complex
notation has been used as it is a convenient method of describing motion in a 2D plane.

Equation (2.5) may be rewritten as:

M, 4 (t) = Mye! (2.6)
This precession induces a voltage (directly proportional in magnitude to My ) in a coil
surrounding the sample. This signal is heterodyned with two reference signals 90° out
of phase with each other such that both ‘real’ and ‘imaginary’ components of M, , are

sampled (known as quadrature detection), and only an offset frequency Aw = wy — w;
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need be considered (effectively transforming the acquired signal into the rotating frame).

The NMR signal is therefore given by:
S(t) o< Mye'@rel®et (2.7)

where ¢, is the (arbitrary) receiver phase. For the identification of resonant frequencies
present in a sample it is convenient to transform the time-domain signal to the frequency

domain via a Fourier transform:

S(w) = / S(t)e?™tdt. (2.8)
For a simple experiment consisting of a single excitation pulse, the magnetisation decays
exponentially, as discussed in Section 2.1.4. The induced signal in this case is known as
a free induction decay (FID). A so-called ‘pulse-sequence’ diagram for the acquisition of

an FID, and the corresponding spectrum are shown in Figure 2.4.

Fourier transform
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Figure 2.4: A pulse sequence diagram for a simple pulse-acquire experiment, which leads
to the generation of an FID. This signal may be Fourier transformed to yield a frequency
distribution.

In practice the NMR signal must be digitally sampled at a given rate. The time between
sampling each complex data point is known as the dwell time (t4), which corresponds to
frequencies sampled over a window (known as the ‘spectral width’) of 1/t4. In accordance
with the Nyquist-Shannon sampling theorem, the spectral width must be at least twice
the maximum frequency present in the signal under detection. It is common to repeat
the acquisition of a signal multiple times in order to improve the signal-to-noise ratio
(the signal scales with the number of experiments, n, while the noise scales with \/n).
In performing this signal averaging it is possible to vary the phase of the r.f. pulses and
receiver for the removal of some NMR artefacts. This process is known as phase cycling,

and is discussed in Section 2.1.7.
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2.1.4 Relaxation

In quantum mechanical terms, an excitation pulse provides the energy AFE necessary
to induce a transition between spin states, with the subsequent release of this energy
corresponding to the return to thermal equilibrium. The mechanisms of the release of

this energy are known as relaxation.

Spin-lattice relaxation

Excited spins return to alignment with the polarisation field via a process known as T}
or ‘spin-lattice’ relaxation, which describes the exchange of energy between the spins and

surrounding molecules. This mode of relaxation is described by:

dM,  —(M, — M)
dt T,

(2.9)

where M, is the z component of the magnetisation and 7} is a time constant describing

the rate at which M, relaxes. The solution of equation (2.9) is:

M,(t) = M,(0)e™ /™ + My (1 — e /7). (2.10)

Following a 90° excitation pulse (M,(0) = 0), the time-constant 7} represents the time
for 63% of the magnetisation to return to equilibrium with By. Spin-lattice relaxation is
related to the rate of molecular tumbling within the sample, with the motion of each in-
dividual spin generating a local magnetic field that interacts with the surrounding spins.
Those molecules tumbling close to the Larmor frequency, therefore, interact more strongly
with spin precession. For this reason, 77 is seen to decrease with an increasing rate of
molecular tumbling, and therefore decreases with increasing temperature, and is smaller
for liquids than solids. Additionally, the introduction of paramagnetic ions to a system
(that is, ions with a valance band structure that generates a permanent magnetic dipole)
also decrease T7 as these ions generate strong localised magnetic fields during molecular

tumbling. Further discussion of the physics underlying 7} relaxation is given by Levitt [7].

The T} relaxation constant may be quantified using a variety of methods, which are
well reviewed by Fukushima and Roeder [9]. The most common approach is known as
inversion-recovery. This technique employs an initial 180° pulse to invert the magnetisa-
tion, followed by a 90° pulse to return the magnetisation to the x — y plane after some

time 7. Upon application of the initial condition equation M,(0) = —M, and evaluated
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at t = 7, equation (2.10) reduces to:
M,(1) = My (1 —2e77/1). (2.11)

Thus, for a series of FIDs acquired at different values of 7, equation (2.11) may be
fitted to provide a value of T;. A pulse-sequence for the inversion-recovery technique
is given in Figure 2.5. Prior to each measurement, it is important that all longitudinal
magnetisation is allowed to recover to equilibrium. According to equation (2.11) a time of
5T is sufficient for this, which provides a recovery of 98.7% of M,. An interesting feature
of this technique is that 77 may be obtained from a single point measurement from the
time at which the signal changes from negative to positive (i.e. M,(7) = 0) [6]. At this
point, equation (2.11) gives that 77 = 1.4437. Known as inversion-nulling, this method
provides a reasonable estimate of T}, however it relies upon the accurate generation of
a 180° pulse and becomes convoluted for multicomponent spectra. It is important to
note that inversion-null also forms the basis of a signal suppression technique, wherein
magnetisation of a certain nuclei can be saturated by application of a 180° pulse at a

time 0.69317} prior to the imaging sequence.

180°

‘ 'N/\/\/\/\ .
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Figure 2.5: The inversion-recovery pulse sequence used for the measurement of 77. FIDs
are measured for several values of 7 such that equation (2.11) may be fitted to determine
T;.

Alternatively, T} may be measured by the saturation recovery sequence, which employs
a train of 90° pulses such that no net magnetisation exists at t = 0. The evolution of
M, may then be observed by application of an additional 90° pulse at a time 7. The
principle advantage of the saturation recovery is that it removes the necessary waiting
period between each measurement as all longitudinal magnetisation is destroyed at the
beginning of the sequence. Applying the initial condition M,(0) = 0 to equation (2.10)

provides:

M,(t) = My (1 —e /7). (2.12)
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Spin-spin relaxation

While T relaxation governs the return of M, to thermal equilibrium, the transverse
plane components of the magnetisation, My and M, also undergo relaxation. Known as
T, or ‘spin-spin’ relaxation, this phenomenon is caused by the slightly different Larmor
frequency exhibited by each individual spin, as each nuclei is exposed to a local magnetic
field influenced by the tumbling of surrounding molecules. This has the influence of
dephasing spin precession for the ensemble of spins, and leads to a decay of the net

transverse plane magnetisation:

d X,y X,y
Mey M 2.13
dt T (2.13)

where T5 is a time constant describing the rate of coherent magnetisation decay due to

spin-spin relaxation. The solution to equation (2.13) is:
My (t) = My (0)e™"/™, (2.14)

Note that T, relaxation is irreversible, and always occurs at a rate faster than 77 as
only the z-component of the magnetic fields generated by molecular tumbling influence
T:, whereas T5 is affected by both transverse plane components. An additional source
of T; style dephasing exists in that, in practice, it is difficult or impossible to render
By perfectly homogeneous, and thus spins in different spatial locations will be subject
to different Larmor frequencies. A time constant T, can be identified with the rate of
dephasing due to B, inhomogeneity, which allows the total apparent dephasing to be
defined as:

1 1 1

—_— = —. 2.15
Ty T3 * 15 ( )

For a homogeneous field, T approaches T;. The rate of T decay can be estimated for
a single peak from the frequency-domain line width for a pulse-acquire experiment, as
it is predominately this factor which generates a distribution of frequencies around the
resonance frequency. Assuming the peak to approximate a Lorentzian distribution (i.e.
that it is the Fourier transform of only an exponential decay), T can be calculated using:

15 = L (2.16)

TAv

where Av is the width of the peak at half of its height. A technique for measuring 75 in

isolation of 75 is described in Section 2.1.5. Including the effects of signal attenuation
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due to Ty, the NMR signal given in equation (2.7) becomes:

S(t) oc Myeeitete /15 (2.17)

2.1.5 Echoes

Spin echoes

Relaxation times are important parameters for consideration in planning any NMR ex-
periment as they dictate the total time available for signal encoding and acquisition.
In particular, 735 can impose challenging short timescales. In practical NMR experi-
ments it is common to manually manipulate By using a secondary ‘shim’ magnetic field
to minimise the degree of magnetic field heterogeneity, however, it is often difficult or
impossible to render By homogeneous for samples which contain many phase interfaces
between materials of different magnetic susceptibility (which therefore generate signifi-
cant By heterogeneity). This is a potential problem for application of NMR and MRI
to bubbly flow, as there exists a strong magnetic susceptibility difference between water
and air [10].

An important tool in NMR, which somewhat overcomes this problem, is the spin-echo.
Spin-echoes were discovered accidentally in 1950 by Hahn [11], who was experimenting
with the effects of multiple sequential pulses in NMR. A spin-echo is achieved by ap-
plication of a 180° refocusing pulse at a time 7 subsequent to the initial 90° excitation.
This second pulse rotates the magnetisation about the axis along which it was applied
into the opposite half of the transverse plane; inverting the in-phase components of the
magnetisation vector while maintaining the position of the dephased magnetisation vec-
tors relative to each other. Whilst the magnetisation is now a mirror image of what
it was prior to the refocusing pulse, the magnetic field inhomogeneities responsible for
the dephasing effect are not altered. Thus, the inhomogeneity now acts to rephase the
magnetisation, and after an additional period 7, the magnetisation regains coherence and
an echo is produced. The period of 27 between initial excitation and echo formation is
know as the echo time. This procedure is illustrated in Figure 2.6 together with a pulse

sequence for the generation of a spin-echo.
Using spin-echoes it is possible to measure the rate of 75 decay in isolation of 73. This

is achieved by measuring the signal attenuation associated with echoes of varying echo

time. This approach, however, assumes that the By inhomogeneity experienced by any
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Figure 2.6: a) Pulse sequence for the formation of a spin-echo and b) demonstration of
the behaviour of the magnetisation vector during this pulse sequence. The magnetisation
is disturbed from thermal equilibrium (1) by an excitation pulse, which tips it into the
transverse plane (2) where it precesses at the Larmor frequency. Due to off-resonance
effects (By inhomogeneity and chemical shift) the magnetisation dephases over time,
which can be thought of as a broadening of the magnetisation vector (3). At some time 7
after the excitation pulse, a refocusing pulse is applied, which imparts a 180° phase shift
to the spins (4). The off-resonance effects act on the dephased magnetisation in the same
manner as they did before the refocusing pulse, which now rephases the magnetisation (5).
At a time 27 after the excitation pulse, the magnetisation regains phase coherence (6),
before beginning to dephase again. The signal that is formed during this magnetisation
refocusing is known as a spin-echo.

30



given spin does not change during the echo time. If the molecules move within By (due
to either convection or diffusion), the rephasing following the refocusing pulse will not
exactly cancel the dephasing prior to the pulse, resulting in a net signal loss. This
problem is overcome using the CPMG sequence [12, 13|, which uses a train of 180° pulses
with a very short echo-time such that the magnetisation is continuously being refocused.
A pulse sequence for a standard CPMG experiment is shown in Figure 2.7. While the
echo-time is held constant for this experiment, the total time for dephasing is varied by
changing the number of echoes, N. Thus, following a 90° pulse (M ,(0) = M,), T5> may
be quantified by application of equation (2.14):

M, (2NT) = Mye N7/, (2.18)

— e e e s s« Refocused N times
T T T T T T

Figure 2.7: The CPMG pulse sequence. A train of refocusing pulses is used to contin-
ually refocus off-resonance effects, while maintaining a short echo time such that signal
attenuation due to diffusion or flow is minimised. The total time for 7T, dephasing can
be varied by the number of refocusing pulses, V.

It is important to note that echo formation is not limited to 180° refocusing pulses, but
may be instigated by a pulse of almost any size. This occurs as a distribution of tip
angles are imparted to a spin ensemble following any pulse, and some of these will lead
to magnetisation refocusing. While the Bloch vector model begins to break-down in sit-
uations such as this, where the net magnetisation vector is no longer representative of
individual spins, an interpretation of the behaviour of the vector is provided by Hen-
nig [14]. The formation of echoes from any combination of pulses is an important factor
for consideration in the design of pulse sequences which make use of multiple sequential
pulses, as any combination of these pulses can give rise to the formation of echoes. These
echoes are often undesirable, and must be actively suppressed by either phase cycling
(see Section 2.1.7) or spoiling (see Section 2.2.3) to prevent them from interfering with
the desired signal. The formation of these echoes can be tracked by construction of a

phase coherence diagram, as discussed by Keeler [15].
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Stimulated echoes

A stimulated echo is a special case of multiple-pulse phase coherence. It is formed fol-
lowing the application of three sequential 90° pulses. As shown in Figure 2.8, a 90°
excitation pulse is followed by a 90° refocusing pulse and some time 7. This has the
effect of storing the z component of the dephased magnetisation along the longitudinal
axis. This process does not lend itself to depiction with the vector model depiction, as
the phase of the spins is preserved despite the net magnetisation vector being aligned
with the longitudinal axis. While stored in this state, the magnetisation will not dephase
any further due to off-resonance effects. This magnetisation can be held like this for some
period of time T, during which it only undergoes relaxation only due to 77. This is
useful for situations in which 7} > T;. This stored magnetisation can be returned to
the transverse plane by application of an additional 90° refocusing pulse. Note that as
the magnetisation is stored in its dephased state, following the final refocusing pulse it
will rephase over a period of 7 for the formation of a ‘stimulated echo’. A complication
exists in that spin-echoes can also form from any combination of the three pulses used
for the stimulated echo. For this reason it is common to dephase all transverse plane
magnetisation following the first refocusing pulse using a spoiler gradient (described in

Section 2.2.3), as shown in Figure 2.8.
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Figure 2.8: The formation of firstly a stimulated echo from three 90° pulses. The mag-
netisation is disturbed from equilibrium with an excitation pulse, after which it dephases
in the transverse plane under the influence of off-resonance effects. By application of an
additional 90° pulse some component of the magnetisation is returned to the longitudi-
nal direction in a dephased state. Note that the retention of phase information for spins
aligned with the longitudinal axis is difficult to represent with the vector model. After
some storage time, Tyioe, during which the system only undergoes T relaxation, the
magnetisation can be returned to the transverse plane by application of a final 90° pulse.
This dephased magnetisation then rephases to form a stimulated echo. It is common to
suppress spin-echo formation in this process using a spoiler gradient prior to the third
pulse.
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2.1.6 Chemical shift

Atoms in different parts of a molecule may be subject to different chemical environments.
These effects are extremely subtle, with slight changes in the number and position of
orbiting electrons having an influence. The effect of this slightly different chemical en-
vironment is to slightly alter the Larmor frequency of not only elements but specific
functional groups. This effect renders NMR a very useful tool for chemical analysis, as
each functional group and molecular arrangement holds a unique chemical finger-print.
As the present study focuses only on systems containing a single resonant frequency,
the effect of chemical shift will not be dwelt upon. The interested reader is directed to

standard texts on NMR spectroscopy, such as that of Keeler [15].

2.1.7 Phase cycling

Phase cycling is an NMR technique by which the pulse and receiver phases are varied
over several repeat experiments (in which the signal is averaged) to allow some sources of
NMR artefacts to cancel themselves out. While phase cycling has not been extensively
employed in the present thesis (signal averaging was not possible due to the highly tran-
sient nature of the systems being examined), it remains an important consideration in
the application of many NMR and MRI measurements. The principle of phase cycling
is best demonstrated by description of a basic phase cycle. Consider, therefore, a simple
two-step phase cycle used for correction of a direct current (D.C.) offset artefact. This
artefact is generated by the real and imaginary components of the signal being acquired
with different, non-zero baselines. These baselines have the effect after Fourier transfor-
mation of generating a high intensity pixel at the zero-frequency point at the centre of the
spectra. The two-step phase cycle simply acquires two signal averages with a 180° offset
in both receiver and pulse phases, as shown in Table 2.1. The signal between these two
scans therefore adds constructively, while the baseline (which is generated by the elec-

tronics, and therefore independent of pulse phase) is cancelled out between the two scans.

Table 2.1: Phase cycle for the removal of a D.C. artefact.
Scan Pulse phase Receiver phase
1 0° 0°
2 180° 180°

Another common phase cycle is known as cyclically ordered phase sequence (CYCLOPS) [16],
which removes the quadrature artefact caused by imbalances between real and imaginary

channels. It achieves this by acquiring four scans with an increment of 90° in both pulse
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and receiver phase, such that both real and imaginary components of the magnetisation
are sampled equally by both receiver channels. This phase cycle is summarised in Ta-
ble 2.2.

Table 2.2: Pulse and receiver phases for the CYCLOPS phase cycle.
Scan Pulse phase Receiver phase

1 0° 0°
2 90° 90°
3 180° 180°
4 270° 270°

The final phase cycle which is commonly used in imaging is known as exorcycle [17]. This
phase cycle is used with spin-echo based measurements, and greatly minimises the effect
of imperfect excitation or refocusing pulses caused by B heterogeneity, which can lead to
the formation of an FID from the refocusing pulse. Over four signal averages, exorcycle
increments the refocusing pulse phase by 90°, while inverting the receiver phase, as shown
in Table 2.3. This has the effect of preserving only magnetisation excited by the original
90° pulse.

Table 2.3: Pulse and receiver phases for the exorcycle phase cycle.
Scan  90° pulse phase 180° pulse phase Receiver phase

1 0° 0° 0°
2 0° 90° 180°
3 0° 180° 0°
4 0° 270° 180°

Note that different phase cycles can be ‘nested’ within each other to combine effects.
Phase cycling is a powerful tool, and can be used to great effect in both imaging and

spectroscopy. The interested reader is directed to the review of Kingsley [18]

2.2 Principles of MRI

The present study is primarily concerned with the production of images by NMR, which
is a field known as magnetic resonance imaging (MRI). MRI is enabled by applying
a magnetic field gradient such that the precession frequency of spins in the sample is
spatially dependent, and thus the frequency distribution of the received signal (obtained

by Fourier transform) reveals the position of the spins. In the presence of a constant
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gradient, equation (2.4) may be written as:
w(r) = 4(Bo + (G 1)) (2.19)

where G = VB and r is the position vector [z y z]. A demonstration of this principle is

shown in Figure 2.9.

b) G.=G,=0
¢©) G.=0,G, 20 d) GZ¢O,GX=O
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Figure 2.9: The basic principle of MRI. Consider: a) a phantom of two half-filled test
tubes. b) In the absence of magnetic field gradients only the distribution of frequencies
(generated by Ty relaxation) about Larmor frequency is present in the measured fre-
quency distribution. If, however, B is rendered variable in ¢) = or d) z directions, the
frequency distribution reveals a one dimensional projection of the sample. Note that the
same line broadening effect seen in b) is present in the spatially encoded images. In this
way, an unencoded spectra can yield a point spread function for an image.

After equation (2.7), the signal detected from an element of volume dV" at position r is:
dS(G,t) o p(r)dV e ! (2.20)

where p(r) is defined as the spin-density distribution. For the signal intensity to be
quantitatively representative of the number of spins it is necessary to determine the
constant of proportionality, which may be achieved using reference scans of a sample of
known volume. For convenience, we shall presently neglect this constant. Additionally,
we will assume the signal to be heterodyned at a reference frequency of vBy. Equation

(2.20) may then be integrated over the entire sample volume to yield:

_ / / / p(r)e " gy, (2.21)
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Mansfield and Grannell [4] recognised that this equation is of the form of a Fourier
transform. They thus introduced the concept of k-space, which has developed into a
useful and powerful tool for the design of imaging protocols. The reciprocal space vector,
k, is defined as:

Gt
k=L (2.22)
27
or in the presence of a time-varying gradient:
2
k G(t)dt. (2.23)

"o

Substituting equation (2.22) into equation (2.21) gives:

S(k) = / / / p(r)e?™ T dr (2.24)

with the equivalent Fourier pair:

p(r) = / / / S(k)e2m™eT k. (2.25)

Hence by sampling k-space, a map of spin density (i.e. an image) may be produced by
inverse Fourier transform. Equations (2.24) and (2.25) do not account for relaxation,
which can have a strong influence and introduce (either desirable or otherwise) contrast
to an image. Note that this image is complex: the magnitude of the signal present in each
pixel is given by the image modulus, while the argument contains any phase information
(other than that used for image encoding) accrued by the spins. The image argument, or
‘phase image’, therefore provides a very useful basis for encoding additional information
into an MRI image. In particular, it can be used for velocity encoding for the quantitative

imaging of flow, which is discussed in Section 2.3.

2.2.1 Image encoding and k-space

At first glance, k-space seems an abstract concept. In this section, the subtleties of k-
space, and its usefulness in planning an MRI experiment are explored. k-space represents
the mathematical domain in which MRI signals are acquired; images are reconstructed
from k-space by Fourier transformation. The same number of Fourier coefficients must
be sampled in k-space as will be present in the final image, and it is common practice to

sample images to an 2V x 2™ grid, such that images may be reconstructed in a compu-
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tationally inexpensive manner using a fast-Fourier transform (FFT) [19]. Figure 2.10 a)
shows an example of a k-space raster, with the corresponding b) modulus and c¢) phase
images. The slight variation across the phase image is due to the presence of By hetero-
geneity. As k-space is the reciprocal of true space, the field-of-view (FOV) of an image is
determined by the spacing between adjacent points in k-space while the image resolution
is determined by the breadth of k-space that sampled. If the sampling increment in k-
space is too large, and hence the image FOV too small for the sample under examination
(i.e. the Nyquist-Shannon sampling theorem is being violated), aliasing will occur, with
the signal outside of the FOV being misregistered to the opposite side of the image, as
shown in Figure 2.10 d). This is known as the ‘fold-over’ artefact, which imposes a limit
to the minimum FOV of MRI images. The centre of k-space contains all low resolution
information (i.e. the bulk of the image intensity) while the edges of k-space contain high
spatial frequency data (i.e. image edges). This is demonstrated in Figure 2.10 e) and f),
where images reconstructed from only the low and high spatial-frequency coefficients are

reconstructed.

For the sampling of all Fourier coefficients in a k-space raster, k-space must be traversed
to the location of each coefficient and the NMR signal acquired. In accordance with equa-
tion (2.23) the two parameters which may be varied for the navigation of k-space are t and
G(t). Applying a known gradient for a fixed period of time has the effect of imparting a
spatially-dependent phase shift to the spins (i.e. dephasing the net spin ensemble, which
is only totally in-phase at the centre of k-space). This is known as ‘phase encoding’.
Sampling the NMR signal following a phase encode allows a single Fourier coefficient to
be measured. To sample the entire k-space raster in this way is time-consuming, and it
is possible to acquire continuously during the application of an image encoding gradient;
sampling Fourier coefficients at the spectral frequency of the image. This is known as
‘frequency encoding’. A mixture of phase and frequency encoding are often employed,
with each technique used to encode separate, perpendicular directions. By convention,
the phase encoding is used in the ‘phase direction’, and frequency encoding is used in the

‘read direction’.

A ‘gradient echo’ is a k-space sampling strategy wherein an entire line of k-space is sam-
pled using frequency encoding. For the formation of a gradient echo the magnetisation
is initially dephased (k-space is traversed to its outer edge) and subsequently rephased
and dephased again while complex Fourier coefficients are sampled at t; intervals. This

concept is demonstrated with the corresponding pulse sequence in Figure 2.11 a). The
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Figure 2.10: a) An example k-space raster with the b) modulus and ¢) phase of a two-
dimensional Fourier transform of these data. d) The same image reconstructed using
only every other Fourier coefficient in one direction. This has the effect of halving the
field-of-view, which leads to aliasing of the spatial frequencies. e) the modulus image
reconstructed using only the 100 central k-space points, and f) all but the 100 central
points. This reflects that the majority of image intensity is contained in the centre of
k-space, while progressively further in k-space must be sampled to enable higher spatial
resolutions. These data are from M. Lustig’s open source sparse MRI reconstruction
package [20].

final tool used for motion in k-space is the spin-echo. As discussed in Section 2.1.5, the
refocusing pulse associated with a spin-echo applies a 180° phase shift to all spins in
the sample. This has the effect of flipping spatial encoding to the opposite quadrant of
k-space, as shown in Figure 2.11 b). Note that while the refocusing of off-resonant effects
associated with a spin-echo occurs independent of position in k-space, it is common to
time pulse sequences such that the spin-echo refocusing coincides with a gradient echo
refocusing, such that the highest power signal contains minimal phase artefacts, and to

apply a convenient apodisation function to the edges of k-space.

Many MRI techniques, or ‘pulse-sequences’, exist which make use of varying combinations
of the above tools. For example, the spin-warp sequence [21], which is routinely used in
medical applications, samples k-space using spin-echoes, as shown in Figure 2.11 b), with

slice selection performed on the refocusing pulse (described in detail in Section 2.2.2).
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Figure 2.11: a) Pulse sequence and k-space raster for acquiring a line of k-space using a
gradient echo. The magnetisation is initially dephased, prior to being re- and dephased
again during signal acquisition. b) Pulse sequence and k-space raster for acquiring a
line of k-space using a spin echo. The magnetisation is dephased, prior to a 180° phase
shift being imparted by the refocusing pulse. The line of k-space is then read-out using
a gradient echo. The refocusing of the spin-echo is timed to coincide with sampling the
lowest spatial frequency Fourier coefficients.

Alternatively, the sequence ‘fast low angle shot” (FLASH ) [22], uses only gradient echoes,
as shown in Figure 2.11 a), with slice selection performed on low tip angle excitation pulses
(FLASH is discussed in detail in Section 2.4.1). The field of view of images acquired in
a rectilinear fashion such as this is given by the reciprocal of the sampling increment in

k, and is therefore equivalent to:

2
FOVipa = ———— 2.26
¢ ’YGreadtd ( )

in the read direction, and:

2

FOV, ase — — ~ 5
ol ’yGinctp

(2.27)
in the phase direction, where G,..q is the gradient strength used in the read direction,
Ginc 1s the increment in gradient strength used in the phase direction, and ¢, is phase
encoding time. There exist many other pulse sequences, each with their own benefits and
disadvantages. A discussion on the most appropriate pulse sequence for application to

bubbly flow is presented in Section 2.4.
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2.2.2 Slice selection

In all earlier discussion of excitation and refocusing r.f. pulses, it has been assumed
that the pulse affects all spins in the sample identically. This is achieved in practice by
application of a short duration (and hence wide bandwidth), high-power ‘hard’ pulse.
It is, however, desirable to also be able to selectively excite a small frequency range
of spins. This is useful for exciting spins with a certain chemical shift (for chemically
selective NMR), or, if a magnetic field gradient is used simultaneously to the r.f. pulse to
render precession frequencies spatially dependent, for excitation of a specific slice of the
sample. A so-called ‘soft’ pulse is of relatively low power and long duration, such that
only a narrow band of frequencies, Aws, are excited. The thickness of the excited slice is

then given by:

B Aws
G

Az (2.28)

where Gy is the gradient strength used for slice selection.

The gradient used for slice selection will also act like an image encoding gradient, and
begin to dephase any magnetisation that exists in the transverse plane. For slice se-
lective excitation pulses, it is therefore necessary that this magnetisation be rephased
before continuing with the pulse sequence. In doing this, it can be assumed that the
magnetisation reaches the transverse plane half-way through the soft excitation pulse.
The change in k due to the slice gradient from this point must therefore be balanced by
a slice refocusing gradient. In practice, it is common to simply include a gradient of half
the duration and equal magnitude, but opposite direction, to the slice encoding gradient.
An example refocused slice gradient for a soft excitation pulse is shown in Figure 2.12 a).
An additional slice refocusing gradient is commonly not necessary for a refocusing pulse,
as the dephasing that occurs during the first half of a refocusing slice gradient is balanced
by the refocusing that occurs when the magnetisation undergoes a 180° phase inversion.
For this reason, some 180° pulses are said to be ‘self-refocusing’. An example waveform

for a slice selective refocusing pulse is shown in Figure 2.12 b).

The shape of the excited slice can be controlled by applying a pulse with the form of the
appropriate Fourier pair. It is commonly desirable to obtain a rectangular slice excitation
profile, the Fourier transform of which is a sinc function. It is, in practice, impossible
to apply a perfect sinc pulse, however, as the sinc function never completely decays to

zero, and it is necessary to truncate it at some point. The effect of this truncation is to
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Figure 2.12: Slice gradients with refocusing for a) an excitation pulse and b) a refocusing
pulse.

introduce side lobes to the slice excitation profile. Several other mathematical functions
have been suggested to provide rectangular excitation profiles: in particular the pulses
generated from Hermite functions may be used for excitation, and the Mao [23] function
is suitable for refocusing pulses. If the slice excitation profile is not important, it is

common to simply use a Gaussian pulse, for which the Fourier pair is also Gaussian.

2.2.3 Spoiler gradients

In some situations it is desirable to destroy the coherent transverse magnetisation present
in a sample. This particularly occurs during the use of spin echoes, where imperfect re-
focusing pulses can generate an undesirable FID, and stimulated echoes. It is possible to
dephase magnetisation, and hence prevent it from contributing to the signal emitted by
the sample, simply by applying a gradient in order to encode all present transverse plane
magnetisation outside of the examined region of k-space. This is known as a spoiler, or
crusher gradient. The necessary gradient strength and duration to fully dephase the mag-
netisation can be calculated using equation (2.22). For destroying the transverse plane
magnetisation prior to the final pulse of a stimulated echo (where all desirable magneti-
sation is stored in the longitudinal direction, and will not be dephased), a gradient can be
simply applied as shown in Figure 2.8. For spoiling the FID associated with a spin-echo,
however, it is necessary to prepare the desirable magnetisation such that it is unaffected
by the spoiler gradient. This is achieved automatically for some slice-selective 180° pulses
(which are self refocusing: see Section 2.2.2), where a spoiler can be applied simply by
symmetrically lengthening the slice selection gradient, as shown in Figure 2.13 a). For
non-slice selective 180° pulses, however, it is necessary to apply a separate dephasing
gradient prior to the r.f. pulse, such that the desirable magnetisation is rephased simul-
taneously to the undesirable being dephased. This combination of gradients is shown in
Figure 2.13 b).

41



2) 180° b) 180°

e S L]

slice [ ; T slice e | [
b o |

— ! —
) Lol Lspoil ) Looit + Lspoil
time spoi spoi time spoil spoi

Figure 2.13: Gradient waveforms for a) slice selective refocusing pulses and b) broadband
refocusing pulses.

2.3 Flow measurement using MRI

One of the great advantages of MRI is the broad spectrum of information it can reveal.
In addition to the spatial position of the spins, contrast can be introduced on the ba-
sis of chemical selectivity and relaxation rates. Further, MRI can produce quantitative
measurements of flow. To understand the basis of these measurements, consider two
subsequent spatial encoding gradients, of equal strength and duration but applied in op-
posite directions, separated by some small time, A, as shown in Figure 2.14 a). In the
absence of flow, the first gradient will dephase the spins in the direction of its application,
which will then be perfectly rephased by the second gradient. If, however, some coherent
motion of the spins exists in the direction of the gradient, the dephasing due to the first
gradient will not be perfectly undone by the rephasing of the second, as the (dephased)
spins have now shifted with respect to the (second) applied gradient. This phase shift
due to molecular displacement is preserved through the Fourier transform (together with
phase accrued due to off-resonance effects), and is present in the argument of the fre-
quency domain data, hence allowing a measurement of displacement (or velocity as the

time A is known) to be obtained.
More formally, the MRI signal, given in equation (2.21), can be rewritten as:

S(6,1) = / / / p(r)eedr (2.29)

where the phase of the signal is given by:

¢:fyr/G(t)dt+fy%/tG(t)dt+... (2.30)

The first term in equation (2.30) represents the position dependent (or zeroth moment)

phase used for spatial encoding. The second term in this equation (first moment phase)
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is proportionate to velocity, and is the source of flow artefacts in MRI images when
accrued incidentally during image encoding or may be purposely applied for velocity
measurements. Higher order motions (e.g. acceleration) will also contribute a phase
shift, however these will be assumed to be negligibly small in comparison to the first
moment phase shift. The deliberate impartation of first moment phase is known as flow
encoding. For simplicity it is common to keep flow and image encoding separate, thus
it is desirable to identify gradient waveforms which can impart a first moment phase
shift to the spins in a system, without changing the zeroth moment phase. The simplest
way of achieving this is using a bipolar gradient pair, two variations of which are shown
in Figure 2.14. These combinations of gradients are commonly known as pulsed field
gradients (PFG). Note that the flow encoding gradients surrounding a refocusing pulse,
shown in Figure 2.14 b), are applied in the same direction due to the 180° phase shift
imparted by the pulse. These gradients are also of the same form as those used for the
spoiler shown in Figure 2.13, reflecting that this gradient waveform may serve the dual

purpose of flow encoding and spoiling the FID generated by a refocusing pulse.
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Figure 2.14: Gradient waveforms for flow encoding: a) bipolar gradient pair and b) using
a refocusing pulse.

For the bipolar gradient pair given in Figure 2.14 a), equation (2.30) may be expressed

A+6 A+6
¢ = /( dt+’y%/ clter/A (A)dt+7a/ (A)dt  (2.31)

where A is the flow encoding gradient strength per unit length, 0 is the flow encoding

as:

time and A is the flow contrast time. Equation (2.31) evaluates to:

¢= ’Y—A(SA (2.32)

For a bipolar gradient waveform the accrued phase is thus proportional to the fluid ve-
locity. For quantitative velocity measurements it is generally necessary to consider the
difference between two measurements with an increment in the amount of velocity encod-

ing present. In this way, sources of first moment and off-resonance phase accrual other
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than the flow encoding are removed, as are phase effects generated by eddy currents in
the system. The bipolar gradient pair is the fundamental building block of flow encoding
with NMR: it preconditions the spins to have a velocity sensitive component. It is pos-
sible to apply spatial encoding subsequent to flow encoding, such that spatially resolved
velocity measurements are contained in the argument of the Frequency domain image.

The combination of flow encoding and ultrafast MRI imaging is discussed in Section 2.4.4.

2.3.1 Propagator measurements

In NMR spectroscopy a phase distribution generated by the differing Larmor frequencies
of dissimilar nuclei is Fourier transformed to yield a frequency distribution that reflects
the chemical identity of those nuclei. In MRI, the phase distribution is rendered spatially
dependent, such that the frequency distribution reveals the position of the nuclei. If
therefore, a phase distribution can be rendered velocity proportionate, it may be Fourier
transformed to produce a velocity distribution of the system. Such a measurement is
known as a propagator. For the measurement of a propagator it is common to acquire
phase distributions with several increments in the velocity encoding gradient, G,. By
analogy with k-space, Karger and Heink [24] defined a reciprocal space vector which
depends only on displacement:
G0

— ) 2.33
4 2T ( )

The behaviour of g-space is identical to that of k-space, with the field of flow (FOF": the
range of velocities observable without incurring fold-over) set by the increment in flow

encoding. Thus, if the encoding time is held constant:

1 27

FOF = q_ = m (2.34)
Propagators are useful because, unlike measurements based upon a single increment in
velocity encoding (which reveal only the velocity averaged over the flow contrast time for
that measurement), the full range of velocities present in a system are represented, which
can be insightful for the characterisation of complex flow systems. A slight variation
to the propagator technique enables the measurement of molecular self diffusion. These
measurements are performed based on PFG with the phase distribution generated only by
molecular self-motion. For a spatially averaged measurement, this phase distribution will
lead to net signal attenuation. The theory of Stejskal and Tanner [25] is then employed

for the quantification of a diffusion coefficient. This technique is sensitive enough to
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distinguish hindered from free diffusion, and has found applications in bubble and droplet
sizing in foams and emulsion [26, 27|, and in the characterisation of molecular transport
in catalyst particles [28]. Diffusion measurements are, however, not the focus of this
work, and will not be further considered. The interested reader is directed to several

comprehensive reviews in the literature [29, 30, 31].

2.3.2 Flow compensation

Just as a pair of flow encoding gradients can impart a first moment phase shift to a spin
ensemble, so can any other gradients present in the pulse sequence. As mentioned above,
it is common to acquire two measurements with an increment in flow encoding, such that,
by considering the difference between the two, the phase shift due to flow encoding can
be viewed in isolation of other sources of phase accrual in the system. For temporally
resolved measurement of non-steady state flows, however, this practice cannot remove
first moment phase, as any two scans will be exposed to differing velocity fields. To
this end, it is necessary to prevent the accrual of undesired first moment phase in the
first place. This may be achieved by designing gradient waveforms such that their first
moment is zero while still performing their desired task. Velocity compensated waveforms
for several common pulse-sequence objects are given by Pope and Yao [32]; those for slice

selection gradients (both excitation and refocusing) and a spoiler are given in Figure 2.15.
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Figure 2.15: Gradient waveforms for flow compensated a) slice selective excitation pulse,
b) slice selective refocusing pulse and c¢) spoiler for a broadband refocusing pulse.
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2.4 Ultrafast MRI protocols

In this section we examine in detail those pulse sequences by which bubbly flow might
successfully be imaged. Conventional MRI sequences, (such as spin-warp; discussed in
Section 2.2.1) typically require several minutes for image encoding, and are clearly inca-
pable of producing temporally resolved images of a highly dynamic, non-periodic systems.
To minimise temporal blurring, image encoding must be applied as quickly as possible.
In this respect, we are limited to the so-called ‘ultrafast’ imaging techniques, which are
capable of sub-second image acquisitions. The three most common ultra-fast techniques
are presently considered: ‘Fast, Low tip Angle SHot’ (FLASH) [22], ‘Rapid Acquisition
with Relaxation Enhancement’ (RARE) [33], and ‘Echo-Planar Imaging’ (EPI) [5].

2.4.1 FLASH

FLASH is a technique which samples k-space using only gradient echoes, with each line
of k-space being acquired from a fresh slice-selective excitation, as shown in Figure 2.16.
Each line of k-space can generally be acquired within 1 ms, giving the technique a tempo-
ral resolution (in milliseconds) approximately equivalent to the number of phase encode
steps. As FLASH uses no spin-echoes, off-resonance effects are not refocused and the
signal is therefore weighted by 75 rather than 7,. Despite this, the technique remains
highly robust to By homogeneity due to the high bandwidth with which each line of

k-space is sampled.
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Figure 2.16: Pulse sequence and k-space raster for FLASH. Note that the slice gradient
can be replaced with a velocity compensated waveform, as shown in Figure 2.15.

The high temporal resolution of FLASH is enabled by the use of low tip angles (typi-
cally a < 10°), which allows rapid repeat excitations without relaxation weighting. A
significant decrease in the signal-to-noise ratio is unavoidable in the use of low tip angle

excitations, and particularly in situations were the repetition time, T}, is significantly
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less than the time required for full 77 relaxation. In these cases, the magnetisation
reaches some equilibrium saturation value, the optimum of which can be determined by

calculation of the Ernst angle [6]:
cosag = e /T, (2.35)

It is important to note that when not allowing full transverse plane relaxation that spin
and stimulated echoes can form from the combination of repeat excitation pulses. In order
to avoid these undesirable coherences it is common in FLASH to use an extended read
gradient, which acts to spoil all transverse plane magnetisation remaining after signal

acquisition is complete.

2.4.2 RARE

RARE is an extension of spin-warp imaging (described in Section 2.22), wherein a train
of 180° pulses are used to repeatedly refocus the magnetisation for each line of k-space
sampled. A pulse sequence and k-space raster for single-shot RARE are shown in Fig-
ure 2.17. In RARE, the spins are dephased in the read direction and a 180° pulse is
applied prior to dephasing the spins in the phase direction. A line of k-space is then
read-out, and the phase direction is rephased. Following this, another 180° pulse can
be applied for the refocusing of off-resonance effects during the acquisition of the next
line of k-space. The repeated use of 180° pulses ensures that phase shifts due to By
heterogeneity and chemical shift are refocused for every line of k-space. In the general
application of RARE, the number of times the magnetisation is refocused per excitation
pulse can be varied (the ‘RARE factor’), however in the present thesis we will consider
only single-shot RARE.

While it is impossible, in practice, to apply perfect 180° pulses (principally due to B; het-
erogeneity), RARE is designed to utilise the magnetisation from refocusing pulses with
any distribution of tip angles. The repeated use of imperfect refocusing pulses creates
many coherence pathways, as the distribution of tip-angles gives rise to a broad array
of spin and stimulated echoes. The interaction of these echoes is complicated, however
it can be considered as follows. The first line of k-space acquired using RARE contains
only signal generated by a spin echo, with some magnetisation stored in the longitudinal
direction. Some amount of this stored magnetisation will be returned to the transverse
plane by the next imperfect 180° pulse, and will refocus to form a stimulated echo. This

stimulated echo forms concurrently with the spin echo during the acquisition of the sec-
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Figure 2.17: Pulse sequence and k-space raster for RARE. The number of repeats of the
highlighted section of the sections depends on the RARE factor, which for single-shot
imaging is set to the image dimension, N.

ond line of k-space. While every subsequent line of k-space contains a progressively more
complex mixture of spin and stimulated echoes, those echoes which have undergone an
odd number of refocusing pulses add coherently to form a single ‘parity echo’, as do
those which have undergone an even number of refocusing pulses [34]. For a single line of
k-space both odd and even parity echoes occur simultaneously. It is important to return
to the same point in k-space prior to the application of each refocusing pulse, such that
signal from both spin and stimulated echoes contain identical spatial encoding. Because
the parity echoes with which RARE samples k-space are a mixture of spin and stimulated
echos, RARE images experience a mix of 7} and 75 relaxation weighting. This can be
advantageous for systems where 77 > T5, and it is common to encourage the formation
of stimulated echoes (and hence increase the amount of 77 weighting) by using soft refo-

cusing pulses.

As each line of k-space sampled with RARE contains a mixture of odd and even parity
echoes, any phase preconditioning (i.e. flow encoding) applied before the imaging se-
quence is lost. This can render phase-contrast velocity measurements based on RARE
difficult. The problem can be overcome by acquisition of multiple images using phase
cycling, such that the real and imaginary components of the magnetisation are preserved
in separate images (thus allowing the reconstruction of a phase angle) [34, 35, 36]. This
approach comes at the expense of halving the temporal resolution of the technique. Two
techniques have recently been proposed for single-shot RARE velocity measurements.
Firstly, the sequence ‘FLow Imaging Employing Single-Shot ENcoding’ (FLIESSEN) [37]
imparts flow encoding immediately prior the dephasing of each line of k-space. The flow

encoding is then undone by the opposite bipolar gradient pair immediately after read-out
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and k-space rephasing. By applying and undoing flow encoding for every line of k-space
individually in this way (which can be thought of as the dephasing and rephasing g-
space; analogous to the rephasing of k-space prior to every refocusing pulse) the flow
encoded phase is prevented from being lost to the odd/even echo effect. Additionally,
FLIESSEN introduces velocity compensation to the phase gradients. The strength of
FLIESSEN lies in its careful control of the signal phase. This control comes at significant
cost to acquisition time, however, and favourable relaxation times (75 > 1 s) are necessary
for single-shot acquisitions. An alternative single-shot imaging technique which largely
preserves the temporal resolution of RARE was recently implemented by Sederman et
al. [38]. This technique shifts the time domain sampling window for every other line of
k-space, such that odd and even components of the magnetisation form gradient echoes
at separate points in time. In this way, the odd and even echoes can be separated, and

phase information retained.

2.4.3 EPI

EPI was among the earliest demonstrations of MRI, and remains the fastest imaging
technique available today. In general, EPI refers to the acquisition of all of k-space using
only read gradients following a single excitation, with much freedom existing to decide
the manner in which k-space is traversed. We will presently focus upon blipped-EPI,
referred to herein simply as EPI, which is the classic implementation of the technique,
and is routinely used in functional MRI and cardiac morphology studies. Alternative EPI
sampling strategies are examined in Chapter 4. EPI acquires the entire k-space raster
in a rectilinear fashion following a single excitation, while using a spin-echo to ensure
that off-resonance effects are refocused when the centre of k-space is acquired, as shown
in Figure 2.18. Note that the variant of EPI shown here uses a hard refocusing pulse,
and includes flow compensated slice refocusing, and a flow compensated spoiler. These
modifications render the original technique more robust to the presence of flow. Following
an initial dephasing in both directions, and a refocusing pulse, EPI traverses the first
read direction as quickly as possible in high-gradient strength bursts, while incrementing
the second read direction with short, periodic blips (as EPI is a pure frequency encode
technique, it does not possess a phase direction). The use of a high spectral width is
necessary with EPI such that Fourier coefficients are sampled in close succession during
the rapid traversal of k-space. In general, EPI is capable of producing only relatively low

resolution images as the total imaging time is limited by 7.

It is well known that the high temporal resolution of EPI comes at the expense of robust-
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Figure 2.18: Pulse sequence and k-space raster for EPI. Note that the sequence shown
here is a slight variant of the original EPI sequence, which uses a slice selective refocusing
pulse, a broadband refocusing pulse and velocity compensated spoiler, which render the
technique more robust to the presence of flow.

ness to off-resonance effects, and a tendency to accrue other artefacts. The most common
artefacts associated with EPI acquisitions are demonstrated in Figure 2.19. This figure
shows images acquired of a magnetically homogeneous phantom (i.e. Ty ~ T5). A refer-
ence scan acquired using RARE is given in a), with the two most common artefacts that
afflict EPI images shown in b). Firstly, Gibb’s ringing is evident in the ‘onion peel’ rings
radiating into the sample in one direction. This effect is caused by the truncation of each
line of k-space caused by non-ideal gradient behaviour as the corners of the zig-zag path
shown in Figure 2.18 are rounded off. This artefact can be corrected by time domain
apodisation of each gradient echo with a windowing function (i.e. smoothing), however
this comes at the expense of image resolution. The so-called Nyquist ghost is also visible
in this image, where a shadow of the phantom, half the field of view out of alignment,
can be observed. This artefact is caused by a misalignment of the points sampled in
odd and even gradient echoes (which are acquired while traversing k-space in opposite
directions). The Nyquist ghost can be corrected by acquisition of a reference image with
no blips in the second read direction, which allows the gradients to be ‘trimmed’ such
that all echoes are in alignment. Figure 2.19 c¢) shows an EPI image with the Nyquist

ghost corrected.

While Gibb’s ringing and the Nyquist ghost are manageable, other, more serious, prob-
lems also impact upon EPI images. Figure 2.20 shows the same phantom as above,
however now with the inclusion of either a plastic bead of differing magnetic susceptibil-

ity (i.e. a localised source of By heterogeneity) and a tube of ethanol. Reference images
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Figure 2.19: Artefacts common to the EPI pulse sequence. a) RARE image of a resolution
phantom for reference. b) An EPI image displaying Nyquist ghosting and Gibb’s ringing.
c) An EPI image with these artefacts corrected. These images were acquired at a 'H
resonance frequency of 400 MHz, and at a spectral width of 200 kHz, with a field of view
of 20 mm x 20 mm.

acquired using RARE are given in a) and c¢). The adverse effect of By heterogeneity on
EPI images is demonstrated in Figure 2.20 b), where localised image distortion and sig-
nal misregistration is evident. This occurs as the majority of k-space is sampled without
off-resonance refocusing in EPI, and hence the images are strongly 75 weighted. The
effect of chemical shift on EPI images is demonstrated in Figure 2.20 d), where the signal
from the ethanol is seen to displace in the second read-direction. Three shadows of the
original tube are apparent because of the differing chemical shifts associated with the
three peaks of an ethanol spectra. The shift is only seen in one direction because each
line of k-space is sampled rapidly in the first read direction, whereas sampling of the
second read direction is spread over the entire acquisition period. The bandwidth of the
image in one direction (200 kHz in the first read direction, but only 3125 Hz (mean) in
the second) is therefore of the same order of magnitude as the chemical shift separation of
the ethanol peaks relative to the on resonance water peak (2116 Hz for the hydroxyl peak,
1424 Hz for the methylene quartet and 444 Hz for the methyl triplet at a 'H frequency
of 400 MHz). This leads to the signal from the three ethanol peaks being displaced in
the second read direction by 68%, 46% and 14% of the field of view of the image.

2.4.4 Ultrafast flow imaging

Flow imaging using MRI is now a well established technique; a comprehensive review
of the subject is provided by Fukushima [39]. The earliest instances of flow imaging
were ‘time-of-flight’ measurements [40], wherein a reference grid of saturated magneti-
sation was prepared, and subsequently imaged as the grid deformed under flow. These
techniques have now been largely superseded, however, by so-called ‘phase contrast’ ve-

locity imaging [41]. As mentioned in Section 2.3, this technique involves imparting a
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Figure 2.20: The effect of off-resonance spins on EPI images. a) and c) show RARE
scans of a phantom with a source of By heterogeneity and an NMR tube of ethanol. b)
and d) show EPI images of the same systems. The adverse effect of By heterogeneity on
EPI images is evident, as is a chemical shift artefact in the phase direction.

first moment phase shift to spins undergoing coherent motion, prior to the application
of an imaging sequence for spatial resolution. One of the major goals of this thesis is
to obtain temporally resolved measurements of velocity fields in the presence of highly
unsteady flow. To this end, we seek to combine velocity encoding with a single-shot
ultrafast imaging technique. As discussed in Section 2.4.2, single-shot RARE velocity
imaging is rendered difficult because of the complicated phase accrual associated with
the imaging sequence, however measurements have been successfully performed [37, 38|.
Velocity imaging using FLASH is much more readily achieved, and is used routinely for
measurements of arterial blood flow [42]. For observation of the most highly transient
flowing systems, EPI must be employed. Single-shot EPI velocimetry has been success-
fully demonstrated several times in the literature [43, 44, 45|, and most recently, an EPI
based technique known as Gradient Echo Velocity and Acceleration Imaging Sequence
(GERVAIS) was described by Sederman et al. [46].

GERVAIS is a technique by which three component velocity vectors can be measured. A
pulse sequence diagram for GERVALIS is shown in Figure 2.21. Following a slice selective
excitation pulse (for which the slice gradient is velocity compensated), GERVAIS uses a

train of spin-echoes, with a complete k-space raster sampled during each one. Velocity en-
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coding is applied around each refocusing pulse, and also acts as a spoiler for these pulses,
as described in Section 2.2.3. This velocity encoding is applied in three perpendicular
directions, for three sequential images. In this way, as long as the fluid does not move
significantly over the course of the acquisition, an ‘instantaneous’ three-component veloc-
ity vector may be reconstructed. Note that hard 180° pulses are used, which allows the
excited slice to be refocused irrespective of where it has moved to in the coil: effectively
allowing GERVAIS to produce Lagrangian measurements of fluid flow. Two GERVAIS
acquisitions are generally acquired: one of the flowing system under examination, and
one of a static fluid reference image. Subtraction of the reference image allows both phase
shifts due to eddy currents (which are generated by the velocity encoding gradients) and
other sources of phase accrual to be removed. After acquisition each sequential image
contains the velocity encoded phase information of all previous images, which has been

inverted following each refocusing pulse.

| |
slice ! :
| J | |
velocity Ml :

time — Repeated for each subsequent image

Figure 2.21: Pulse sequence for GERVIAS. A number of sequential velocity encoded EPI
images are acquired, using a spin-echo to refocus the magnetisation between each image.
For three component velocity vectors, typically three images, velocity encoded in different
directions are required.

For three sequential images, velocity encoded in z, x, and y, after subtraction of the

reference image the phase of each is given by:

b1 = ¢,
¢2:¢X_¢z
¢3:¢y_¢x+¢z-
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The velocity proportionate phase in each direction is then given by:

¢z:¢1
¢X:¢2+¢1
¢y:¢3+¢2-

Therefore it can be seen that the velocity proportionate phase for each image can be
isolated simply by adding the phase of the preceding image. A particular problem associ-
ated with the application of EPI based sequences to flowing systems is that the imaging
gradients accumulate significant amounts of first moment phase (because EPI traverses
k-space unidirectionally in one dimension). In the original application of GERVAIS this
problem was avoided by only examining systems in which the transverse plane velocity
components would generate errors of less than 5%. For application of EPI to a more
heavily mixed system, such as bubbly flow, the effects of first moment accrual during
imaging become more problematic. The application of EPI velocimetry to such systems
is the subject of Section 3.3.

2.5 Compressed sensing

There are several reasons why the acquisition of MRI images is slow: the application of
phase encoding is time consuming, acquisition speed during frequency encoding is com-
monly limited by the bandwidth of the analog-to-digital converter, and magnetisation
relaxation must be allowed before repeat excitations. The latter problem is avoided for
RARE and EPI by the use of single-shot image encoding, and through the use of low-tip
angle excitations for FLASH. The two former constraints, however, can only be addressed
by sampling fewer points in k-space. The Nyquist-Shannon sampling theorem states that
for a digitised signal to be a true representation of the underlying continuous signal, the
digital signal must be sampled at twice the highest frequency present in the continuous
signal. For images, the sampling rate is set by the desired spatial or temporal resolu-
tion, and the Nyquist-Shannon theorem may be translated to state that the number of
complex Fourier coefficients sampled must be equal to the number of pixels in the image.
Adherence to this principle is important in MRI to prevent a wide range of undersampling
artefacts. These artefacts can range from spatial aliasing if only every other data point
is sampled (see the demonstration of ‘fold-over’ in Section 2.2.1) to incoherent noise if

the distribution of sampled points is random.
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It is well known that MRI acquisition times can be decreased by undersampling. Lustig et
al. [47] state that there exists three conventional approaches to mitigating undersampling
artefacts. Firstly, some techniques sacrifice the signal-to-noise ratio of an image, and aim
to produce only incoherent undersampling artefacts [48, 49]. Secondly, it is possible to
make use of redundancies in the acquired signal, such as in partial-Fourier imaging [50],
where the Hermitian symmetry of k-space is exploited to allow the reconstruction of im-
ages from only half a k-space raster. Lastly, some techniques make use of redundancy in
either spatial or temporal characteristics of an image [51, 52]. An alternative approach is
to consider more sophisticated image reconstruction strategies by which undersampling
artefacts can be eliminated. Compressed sensing is the broad title given to an auspicious
approach to this problem, which has recently been successfully demonstrated on MRI
data [53].

The fundamental idea of compressed sensing is the exploitation of sparsity in an image.
That is, if all features of an image can be represented in relatively few data points (i.e. the
image is ‘sparse’), it is possible to separate the true image from undersampling artefacts.
While some images are naturally sparse, in general it will be necessary to obtain a sparse
representation of the image in some other mathematical domain. For example, a sinu-
soidal signal is represented in the frequency domain by a single point (i.e. the frequency
domain is very sparse). If, by some artefact, other frequency components are present in
this signal, the original waveform can be separated from the artefact by transforming to
the sparse domain, and applying a threshold before performing the inverse transforma-
tion. Clearly, it is important that undersampling artefacts are incoherent, such that they
do not form structures which may also be sparsely represented. The use of sparsifying
transforms and thresholding is well established in the field of image compression, where it
is common to store data in a sparse domain such that fewer coefficients need be retained

and, as a result, file sizes are smaller.

To mathematically quantify sparsity it is common to employ [, space. The [, norm of a

vector X is defined for p > 1 as:

n 1/p
1xlp = (Z \%!”) (2.36)
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and for 0 <p <1 as:

1%y = (Z \%!”) , (2.37)

where in this convention 0° = 0. That is, the [, norm of an image represents the number
of non-zero pixels present, while the /; norm represents sum of pixel magnitudes and the
[y norm the root sum of squares. Sparsity may be enforced by minimisation of the [y
norm, however this is well recognised as being a computationally-expensive approach to
solving the problem [54]. Candes and Wakin state that the minimisation of the [; norm
also promotes sparsity, however can be expressed as a linear program, and thus solved in
a computationally efficient manner [55]. Using [, notation, a generic compressed sensing

algorithm can be expressed as [53]:

minimise : | M1

subject to : |FM — K]z < €

where the matrix M is the reconstructed image, 1 is a sparsifying linear operator, F
is a Fourier transform operator, K is the sampled k-space points, and € is a threshold
level which can be readily set to the noise level of the image. Many approaches have
been proposed for solving this minimisation problem, however in the present work we
will only apply that of Lustig [20]. Figure 2.22 shows an example of the application of

image reconstruction from 50% undersampled data using compressed sensing.

Compressed sensing is one of the most promising avenues of current research by which
the speed of MRI acqusitions is being improved, and it is an important tool to be aware
of for the imaging of highly transient systems. In the present work, undersampling with
a compressed sensing reconstruction will be employed if a fully sampled k-space raster

cannot be acquired within the time scales of motion of the systems under examination.
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Figure 2.22: Demonstration of a compressed sensing reconstruction from an undersam-
pled data set. Data and compressed sensing algorithm from Lustig sparse MRI pack-
age [20]. a) A fully sampled image with b) coresponding k-space. ¢) The undersampled
k-space is generated by multiplication with a random distribution of pixels. Note that
the centre of k-space remains fully sampled as the high power Fourier coefficients in this
region are critical for any reconstruction to be successful. d) The image with undersam-
pling artefacts. e) The undersampled image rendered sparse by wavelet transform. From
this domain it is now possible to solve an optimisation problem that maximises sparsity
while minimising deviation from the original k-space points. f) After optimisation the
undersampling artefact is largely removed, and the original image recovered.
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