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Abstract

In this thesis, higher derivative theories and constrained dynamics are investigated in de-
tail. In the first part of the thesis, we discuss how the Ostrogradski instability emerges in
non-degenerate higher derivative theories in the context of a one-dimensional point particle
where the position of the particle is a function only dependent on time. We show that the
instabilities can only be removed by the addition of constraints if the original theory’s phase
space is reduced. We then generalize this formalism to the most general higher derivative
gravity theory where the action is not only linearly dependent on the Ricci scalar but also
the quadratic curvature invariants in four-dimensional spacetime. We find that the insta-
bilities can be removed by the judicious addition of constraints at the quadratic level of
metric fluctuations around Minkowski and de Sitter backgrounds while the dimensionality
of the original phase space is reduced. The constrained higher derivative gravity theory is
ghost free as well as preserves the renormalization properties of higher derivative gravity,
at the price of giving up the Lorentz invariance. In the second part of the thesis, we study
the spherically symmetric static solution of a class of two scalar-field theory, where one of
them is a Lagrange multiplier enforcing a constraint relating the value of the other scalar
field to the norm of its derivative. We find the spherically symmetric static solution of the
theory with an exponential potential. However, when we investigate the stability issue of
the solution, the perturbation with the odd type symmetry is stable, while the even modes

always contain one ghostlike degree of freedom.
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Chapter 1
Introduction

Since Newton decided to write the second law of motion as F' = mg, all theories of funda-
mental physics are based on equations of motion with, at most, second order time deriva-
tives. In the language of Lagrangian formalism, this means that there is no more than sec-
ond order time derivative terms in the Lagrangian which cannot be removed with integration
by parts. The reason why the higher derivative theories are not adopted is because of the
accompanying instability, which can be summarized by Ostrogradski’s theorem: “Any non-
degenerate' theory whose dynamical variable is higher than second order in time derivative
there exist linearly unstable degrees of freedom." [1]

If we consider a theory based on an equation of motion in fourth order time derivatives,?
since we need four initial conditions to solve the equation, the phase space in the Hamilto-
nian formalism is four-dimensional. Ostrogradski’s theorem states that the extra degree of
freedom is a linearly unstable one and the Hamiltonian of the theory is not bounded below
along the direction of the extra dimension of the phase space. The theorem is very powerful
and can be easily applied to all non-degenerate higher derivative theories.

Even though the powerful Ostrogradski’s theorem exists, higher derivative theories have
been studied in an attempt to modify the fundamental theories in order to render them com-
patible with the phenomenology or invent theories with better characteristics. An old ex-
ample of higher derivative theory is the Abraham—Lorentz equation of motion, where the
energy of the charged particle during acceleration is dependent on the time derivative of its
acceleration. The equation is later stated in the context of generalized classical electrody-

namics and again derived by Fokker, Feymann, and Wheeler [2].

'Non degeneracy is a technical term states that the highest time derivative of the variable can be written as
a function of canonical coordinates and momenta, we will discuss it later.

%In order to have an integer number of degrees of freedom, the number of initial conditions of an equation
of motion must be even. We will illustrate this in Chapter 2.
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There are also several higher derivative modifications of the theory of gravity. The sim-
plest modification is the f(R) gravity [3-5], which is a higher derivative extension of general
relativity and does not suffer from the Ostrogradski instability because of its degeneracy.
The instability in f(R) gravity is a gauge degree of freedom and the physical Hamiltonian is
bounded from below if we choose a suitable gauge. However, the general higher derivative
modification of general relativity, such as Weyl gravity or Stelle’s higher derivative theory,

admits universal instability, as the Ostrogradski instability is omnipresent.

On the other hand, the dynamics of the constrained systems have been studied for more
than 150 years because of the considerable development of gauge theories. The Dirac analy-
sis is now viewed as the standard formalism to investigate the constrained dynamical system
[6], encoding the information about the constraints into the generalized Poisson bracket, and
one can treat the theory as unconstrained once the new bracket (Dirac bracket) is found. The
Dirac analysis of the constrained system is the main methodology employed in this thesis,

which will be discussed in Section 1.2.

One should note that, even though the Ostrogradski instability is universal, there is an
important condition for its existence — non-degeneracy. This is the blind spot on which we
are going to focus. In this thesis, we will demonstrate a standard formalism to introduce
constraints for non-degenerate higher derivative theories in such a way that the unstable
degrees of freedom are removed while the healthy degrees of freedom as well as the positive
characteristics of the higher derivative theories are retained.

In this chapter, we will first review the higher derivative gravitational theories in Sec-
tion 1.1. We will discuss the motivation of modifying gravity, the f(R) gravity, and the
general higher derivative gravity up to the quadratic level in curvature invariants in four-
dimensional spacetime. We then review in detail the Dirac analysis of constrained Hamilto-
nian systems in Section 1.2, introducing all of the technical terms and the analysis we will

employ in this thesis. We close this chapter by presenting the thesis outline.

1.1 Higher derivative gravity

The general theory of relativity and quantum field theory are usually viewed as the most
important accomplishments in the field of fundamental theoretical physics in the 20th cen-
tury. While the quantization of gauge field theories was understood in the 1970s, the general
theory of relativity was first proposed by Albert Einstein in 1915 and, 100 years later, it still

amazingly retains its original form without any modification, i.e., the field equation written
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by Einstein

Guv = 8:—4GTHV, (1.1)
still provides the best model for describing spacetime on a large scale [7-9]. In eq. (1.1),
Gy 1s Einstein’s tensor, T,y is the stress-energy tensor, G is Newton’s constant, and c is the
speed of light. Through using this equation, we can study the evolution of our Universe, the
behavior of black holes, all of the structure in the Universe from the solar system up to super
clusters of galaxies, and the gravitational waves produced by the Big Bang. By comparing
simulations with experimental data, we find that the general theory of relativity is supported
from the solar system to binary pulsars observational data with an extremely high degree of
accuracy.

Even though the general theory of relativity is so powerful at the macroscopic scale,
many alternative theories are still being investigated. A famous example of the modification
of the general theory of relativity is conformal gravity [10—12], where the action is invariant
under the Weyl transformation. Based on Weyl’s work, Sakharov proposed a theory of mod-
ified gravity, whereby the Einstein-Hilbert action — from which Einstein’s field equation
can be derived — is the first approximation of a more complicated fundamental action [13].
In his approach, the perturbations of spacetime lead to corrections to the Einstein-Hilbert
action, and the corrections refer in general to the higher power of the curvature or to higher
order derivatives. In 1977, Kellogg Stelle [14, 15] proved that the theory is renormalizable
at the one-loop level but suffers from the universal Ostrogradski instability. Due to this
undesirable characteristic, people usually study the special class of this theory where the
Ostrogradski instability is protected by gauge symmetry, i.e. f(R) gravity.

One main reason why we investigate the modification of gravity is the “dark universe
scenario". If the general theory of relativity governs the evolution of our Universe, there
must be a substantial amount of dark energy in our Universe which causes the apparent
accelerating expansion of the Universe. On the other hand, more than 30 years of data
show that there should be dark matter haloes surrounding the galaxies in the Universe. It
seems that more than 95% of the Universe consists of energy densities which do not emit
radiation [16], which is very strange for the human beings living on earth. This weird
energy composition suggests the possibility that, at the largest scale, general relativity might
not be the final theory which governs the evolution of the Universe. In order to develop a
better understanding of the dark universe, we might need theories of modified gravity. For
example, in projectable Hotava—Lifshitz gravity, the dark matter component can be related
appears as an integration constant [80].

In this section, we briefly review a class of modification of general relativity — higher



4 Introduction

derivative gravity. We start by introducing the conventions and notations we use in this thesis
in Section 1.1.1, and introduce the simplest modification of general relativity, f(R) gravity
and its cosmological consequence in Section 1.1.2. We will then discuss further the general
higher derivative gravity up to the quadratic level in curvature invariants in four-dimensional

spacetime and the issue of the Ostrogradski instability in Section 1.1.3.

1.1.1 Conventions and notations

In this thesis, we will use the spacelike convention for the metric, i.e. in Minkowski space-

time, the line element is
ds* = nuvdx”dx" = —di? +dx’* + a’y2 +dZ. (1.2)

We will choose to write spacetime indices using the Greek alphabet and space indices using
the Latin alphabet; we will also use units such that the speed of light is equal to 1 throughout
most of the thesis. For de Sitter spacetime, we write the line element in the Friedmann-
Lemaitre-Robertson-Walker (FLRW) metric

ds* = a*(t) [—dt* + dx* + dy* +dz*] , (1.3)

with the understanding that the Hubble parameter is a constant in de Sitter spacetime, 1.e.

N\ 2
H?= (9> _A (1.4)
a 3

where the ‘"’ denotes the derivative with respect to physical time and A is the cosmological
constant in the action. Since there is no ambiguity in Sections 3.5 and 3.6, we will use 7 to
denote ‘conformal time’ in these sections.

For the curvature terms, we adopt the convention of Misner, Thorne and Wheeler where

the Christoffel connection, Riemann and Einstein tensor read

1
Iy = Egaﬁ(augvﬁ +Jvgup — Ip8uv), (1.5)
R, p = el = 9pTva +Toal Vg — T sTVs, (1.6)
1
Guv =Ryv — EguvR, (1.7)

where Ryy = RY,, and R = Rg. Einstein’s field equation (1.1) can be derived from a

variation of the Einstein-Hilbert action with respect to the metric tensor, where the action is
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defined by ,
M
Spi = /d4xs/_—g (TPR+£M> , (1.8)

where g is the determinant of the metric tensor g,y and the stress-energy tensor is defined

by
2 8Ly

Tuv == 5 quv-

In Chapter 4, we define the most general form of spherically symmetric static back-

(1.9)

ground metric by
Zuv = diag(—e**") 2P 2 y26in? g). (1.10)

The covariant derivatives are denoted by either a semicolon or V ;. The four-dimensional
d’ Alembert operator will then be defined as (1 = g, V¥ V",

1.1.2 f(R) gravity

In this section, we review the most enduring theories of modified gravity — f(R) gravity —

[4, 5, 17], which are derived from the easiest generalization of Einstein-Hilbert action

/d4x\/_f /d XLy (guv, Pur)- (1.11)

The field equations can be derived by varying the action (1.11) with respect to the metric

tensor g, v

1
f (R)Ruy — > T8y — VuVuf' (R) + guvOf (R) = - (1.12)

where f'(R) means that the functional derivative of f(R) with respect to R, and 7,y is the
stress-energy tensor defined by a variation of the matter action with respect to g,y in the

usual way.

One can see if f(R) = R, eq. (1.12) reduces to Einstein’s field equations, while in all
other cases, the equations are fourth order in terms of their derivatives. The existence of
the higher order derivative terms might raise concerns about the Ostrogradski instability.
However, the f(R) gravity is free from the instability because the gauge constraints auto-
matically remove the unstable degrees of freedom. We can see that the theory is stable by

reformulating the action as general relativity with a minimally coupled scalar. We start by
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introducing a new field y and a dynamically equivalent action [18]

2
Sor =" [@'xy =g (W) + FDR=W] + [dslugu ). (113)

If /() # 0, the variation of the action with respect to ¥ will give us the equation y = R,
which reproduces eq. (1.11). The action can now be written in the scalar-tensor form

M2
Ssr =0 [ dxy/=glOR-V(@))+ [ d*sLur(guv. W), (1149
with the definition ¢ = /() and the potential

V(o)=vw(0)p— flw(e)] (1.15)

The action (1.14) can be cast into the Einstein frame by defining the conformal metric
gk, = ¢guv and the field redefinition ¢ = exp(4/2/(3M3)¢), with the action describing

general relativity with a minimally coupled scalar

SST—/dx { —LPRE 1(V<p ] /d4x,cM (@)8hy:¥u), (1.16)
where
_ MpVg(9)]
U(@)—W. (1.17)

One can see from the matter action that the scalar field ¢ is directly coupled to matter in
the Einstein frame. If we assume that there is no other fields from the matter Lagrangian
in eq. (1.16), f(R) gravity is nothing but general relativity with a minimally coupled scalar,
where the scalar field has the right sign of its kinetic term, and it is stable if we choose its

potential bounded from below.

Cosmological solutions

Most of the interest in f(R) gravity emerges from the study of the accelerating expansion
of the Universe, inflation and late-time accelerating expansion. Here, we review how to use
this class of higher derivative gravity to model these phenomena. We start by writing down
the line-element for the flat FLRW metric

ds? = —dt®> +a*(t)dx>. (1.18)
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The Friedmann equations with the action (1.11) can be written as

»  87G (Rf'— f—GHRf"
H? = = < 27 ) (1.19)
2H +3H? = —&;—,G lef"’+2HRf”+Rf”+%(f—Rf’) , (1.20)

where f’ denotes the derivative of f with respect to the Ricci scalar. One can identify the
effective energy density and pressure parameters by analogy to the Friedmann equations of

general relativity and find

Rf'— f —6HRf"

Peff = ! fzf, / ; (1.21)
Rz /”—i—ZHR "—I—R //_|_l —R{

Puys— A f f/f 3 (f f)y (1.22)

where p, s has to be non-negative in a spatially flat FLRW spacetime due to the requirement

in eq. (1.19). The effective equation of state can thus be found

B 2[RZf///+2HRf//+Rf//+%(f_Rf/)}
Weff = Rf’—f—6HRf”

. (1.23)

From eq. (1.23), in general, if we want to use it to mimic the de Sitter solution with w, s =

—1, it must be

f/// RH — R
Inflationary dynamics
Consider the model with )
R
fR)=R+ 5, (1.25)

where the constant M has a dimension of mass. This is the famous Starobinsky model which
can generate an inflationary period while the inflation is eventually ended by the presence
of the linear term R [3]. This model is the simplest extension of Einstein Hilbert action, and
one might think that the theory is coming from the first and second order of expansion of
general f(R) gravity with respect to the derivatives, and thus is a effective theory. However,
if we take this point of view, we assume that the first term in eq. (1.25) is larger than the
second term, and since we know that an action dominated by the Einstein Hilbert term

cannot generate a period of inflation, this will not work. Therefore, if we want to have
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inflationary dynamics, we assume that the Starobinsky model is a given model describing

our universe.

The Friedmann equations (1.19) and (1.20) of this model can be written as

72

LOHE 1, .
H— "+ _M?H= —3HH 1.2

2H+2 3HH, (1.26)
R+3HR+M*R = 0. (1.27)

During the inflation, we assume that the slow-roll parameters are small i.e.

_H
e= — > <1,
€]
=—x1
nl= 4 <L

and we can thus neglect the first two terms in eq. (1.26) and solve

2

M

H:Hi—?(t—ti), (1.28)
MZ

a~ a;exp [H,-(t —1;) — (E) (t— ti)z] : (1.29)

R~ 12H* — M?, (1.30)

where H; and a; are the Hubble parameter and the scale factor at the beginning of the infla-
tion (¢ = t;). The solution is an attractor solution while the accelerated expansion continues
if

M2

~ —— < 1. 1.31
€~ o3 < (1.31)

If we transform this theory into the corresponding scalar-tensor theory, one can find in

Einstein’s frame that it corresponds to a scalar field ¢ with potential
3M2M 2 e
V(q)):TPl (l—e 3MP1) . (1.32)

The potential is displayed in Figure 1.1, where the slow-roll inflation occurs in the region

¢ > Mp; and reheating occurs during the oscillations around the minimum of the potential.
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Fig. 1.1 The field potential in the Einstein frame corresponding to eq. (1.32). Inflation is
realized in the regime ¢ > Mp; [4].

1.1.3 Higher derivative gravity up to quadratic curvature invariant in

four-dimensional spacetime

In the previous section, we considered theories which generalize the Einstein-Hilbert action
by replacing the Ricci scalar R with an arbitrary function f(R). In this section, we further
generalize this by considering the action not only dependent on R but also the quadratic
contractions of the Riemann curvature tensor: R,yR*Y and RyyspR*V°P. In this thesis,
we are interested in the theory where the action is dependent up to the quadratic curvature

invariant
L=yx""V=gR+aR*+ BRuyyR"’ + YRyvopR*'OP), (1.33)

where «, B, and Y are constants. This model can be further simplified if we realize that,
in four-dimensional spacetime, the Gauss-Bonnet term of the curvature invariants is a total
divergence

4R, vR*Y — R — RuvepRMYCP = total divergence, (1.34)

which is a boundary term that has no effect on the equations of motion, and so can be

ignored. The action is thus reduced to

M2
S = TP/d4x\/_—g(R—2A—l— oR? + BRyyR"Y), (1.35)
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where we add the cosmological constant term and choose ) such that the theory reduces to

GR when the linear term dominates.

This model was first studied by Stelle in 1977, where the theory was proved to be power
counting renormalizable at the one-loop order [14]. The main reason for this is because the
equations of motion are fourth order derivatives and the gravitation propagators thus behave
like k= for large momenta. The integral of each Feynman diagram is suppressed by the

extra k—2 compared with the gravitational propagators in GR, which behave like k2.

On the other hand, there is an extremely severe problem associated with this model
— the inescapable Ostrogradski instability. The theory contains eight degrees of freedom
which include the usual massless spin-2 excitation (the graviton), as well as the new massive
spin-2 and scalar excitations. Of these, the massive and massless spin-2 excitations always
have different signs for their kinetic terms, and one of them thus has a negative spectrum.
This fact can be seen by first parameterizing the perturbations around the Minkowski metric

and substituting them into the action; after some field redefinition, the action becomes

2 2 2

§= @ /d4x [EE(%V) — Le(Wuv) + % (wuvw’” —y; w,é’) = %8;1@8“@ - B%dﬂ :

(1.36)

where ¢y, Yy, P are the massless spin-2, massive spin-2, and massive scalar excitations

respectively, with | X

m%:—2(3a+ﬁ) and m%:—B,

are the mass of the scalar and the spin-2 excitations. The linearized Einstein Lagrangian is
defined by

(1.37)

1 1 1 1
Lg(Quv) = Z%VDWW — Z¢%D¢,’)’ + 5(()“"8“8\,@% — §¢“Vapav¢ﬁ- (1.38)

One can see from eq. (1.36) that the massless spin-2 and massive scalar excitations have the
“right" signs of the kinetic terms while the massive spin-2 excitation has the “wrong" sign

of the kinetic term and thus has a negative energy spectrum.

One of the main issues in this thesis is to specify this instability in different helicity sec-
tors and introduce suitable constraints for removing the unstable degrees of freedom while
keeping the stable degrees of freedom as well as preserving the improved renormalizable

properties.
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1.2 Analysis of constrained Hamiltonian systems

Gauge invariance—Constraints

Every gauge theory contains at least one dynamical variable which is specified by the “ref-
erence frame" which cannot be determined at every instant of time. This implies that we
cannot find a unique solution to the equation of motion with an initial condition in a gauge
theory, since a future change in the reference frame might induce a change in the variable
(i.e. a gauge transformation) while keeping the initial condition fixed. We can thus conclude
that the general solution to the equation of motion in a gauge theory contains arbitrary func-
tions of time and, since the physically important variables should not depend on the choice
of reference frame, they should be gauge invariant.

In this section, we will introduce a thorough analysis of gauge systems through the
Hamiltonian formalism — the Dirac analysis. It will emerge from the discussion that the
arbitrary functions of time in the general solution are related to the fact that not every canoni-
cal variable is independent. We will find that all gauge theories are constrained Hamiltonian
systems but that the converse is untrue. The constrained Hamiltonian systems are more

general and we will demonstrate how to apply the analysis to all types of constraint.

1.2.1 The Lagrangian and primary constraints

We start by studying the action principle of the action

15}
S= dtL(‘]n»‘]n)v I’l:l,"',N, (1.39)
1
where the Lagrangian is only dependent on the position ¢, and the velocity ¢, of the one-
dimensional point particle. The classical motions of the system are those where the action
is stationary under arbitrary variation 8¢, and the conditions that need to be satisfied are the

Euler-Lagrange equations
d [ JL dL
— (=)= =0. 1.40
di (M”) aq" (149
Equation (1.40) can be expanded into

m 0L 0L . J’L
4q aqmaqn - aqn 4q aqmaq'rﬂ

(1.41)

and the accelerations §" can be uniquely solved by the positions and velocities if and only if
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the matrix % is invertible, i.e. the determinant of it is not zero and the theory is called
non-degenerate. If the determinant is zero, the acceleration cannot be uniquely determined,
so we cannot solve the equations of motion with initial condition gg, §o. There is at least
one gauge degree of freedom in the theory and we will see that this is related to constraints

in the phase space.

In order to study the problem with the Hamiltonian formalism, we first define the canon-

ical momenta of the theory
dL

Pn= 8_q” (1.42)

If the matrix % is noninvertible, which implies that not all of the velocities ¢,, can be
expressed by the canonical momenta p,,, i.e. not all of the momenta p,, are independent,

there are some relations between the canonical coordinates
Oon(q,p) =0, m=1,2,--- M. (1.43)

These relations (1.43) are called primary constraints in this theory, and they define a sub-
manifold that is smoothly embedded in the 2N-dimensional phase space where the physical
degrees of freedom live on. If there are M independent primary constraints, the submanifold
would be (2N — M)-dimensional.

For example, consider the following Lagrangian

L==(41—¢)*, (1.44)

| =

where N = 2 in this case, and the manifold is four-dimensional. The canonical momenta
can be found by eq. (1.42)

P1=q1—q2,
P2 = q2—q1,
with one primary constraint (M = 1)
¢:p1+p2=0, (1.45)

.

here we introduce the notation ‘> to denote “functional form given by”. One can see in
Figure 1.2 that the mapping from the phase space (g, p,) to the configuration space (g,, ¢,)

is multivalued. Every point in the (g, ¢,) space is mapped on the straight line p; + p, =0,
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and every point on the straight line §» — §; = ¢ is mapped to a single point in the phase
space. This is because the manifold in the phase space is (2N — M)-dimensional, which is

smaller than the manifold in the configuration space (2N-dimensional).

q2 p2

QR-ql=c

/ p=pl+p2=0
/'M al i

q—space p-space

Fig. 1.2 The figure shows the configuration space and the phase space of the theory with
Lagrangian L = %(q’l —¢»)?, which is an example of a theory with primary constraints.
One can see the transformation ¢ — p is neither one-to-one nor onto mapping, so we cannot
invert and write ¢ as a function of (g, p).

1.2.2 The Hamiltonian

The second step in the formalism is to introduce the Hamiltonian. The canonical Hamilto-
nian is defined by
H=¢"p,—L, (1.46)

which is a function of positions and the canonical momenta. We can vary the Hamiltonian

with respect to the positions and the canonical momenta

JdL oL
O6H = q"6pn+64"pn— 661”8 n qna n
q q
JdL
=q"0pn—84¢"5 7. (1.47)
q

If the theory admits primary constraints, the 0 p, in eq. (1.47) are not all independent but
restricted in order to preserve the primary constraints ¢,, = 0. In this case, the canonical
Hamiltonian is only well defined on the submanifold where the primary constraints are

satisfied, but can be extended arbitrarily off the manifold, i.e. we can extend the Hamiltonian
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as
H — Hr =H+u"(q,p)0n(q,p), (1.48)

with m arbitrary functions 4™ (g, p), but retain the dynamics of the physical degrees of free-
dom. From now on, we will refer to the new Hamiltonian Hr as the total Hamiltonian. With

this extension, eq. (1.47) can be written as

OH L ,00.\ ., (OH . .00 .
(9q”+3q”+u 961”)6q +<8pn o apn>5p”+(p’"5” =0 (149

where we have used the fact that the primary constraints vanish throughout the whole phys-
ical phase space. The equations of motion are the evolution in which the Hamiltonian is

invariant under arbitrary variations 84", d p,,, 6u™

a  OH 00,

. O0H 00,

pn__aq”_u a—qn, (1.51)
®m(q,p) =0, (1.52)

where we have used eqs. (1.40) and (1.42) to replace 59_an by p,. The equations of motion of
arbitrary function of phase coordinates F(g,, p,) can be generated by the total Hamiltonian

with the Poisson bracket
dF (Qnapn>

PP [F,Hrp, (1.53)

where
0F G JF 0G

~ 94 pi Ipidg’

We can thus generate the time evolution of any functions of g, p with the total Hamiltonian.

[F,G|p (1.54)

1.2.3 Secondary constraints

The constrained theory always admits primary constraints. If the theory is consistent, we
need the primary constraints to be preserved with time evolution, i.e. if we take the F in
eq. (1.53) to be the primary constraints, we would expect ¢,, = 0 for a consistent theory.

This requirement generates the so-called consistency relation

O = [ @, Hr)p = (@, H]p + 1" [ @, o] ~ 0. (1.55)
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Here, we introduce the weak equality symbol ~ to emphasize that the quantity is numeri-
cally restricted to zero but does not vanish throughout the phase space; the equality is only
satisfied on the submanifold defined by the constraints.

Usually, three possible relations emerge from equation (1.55). The first case is that
the relation can be independent of ™, but involve only g, and p™. In this case, if the
relation is independent of primary constraints, we will find that the theory admits further
constraints xx(q,p) =0, (k=M +1,--- ;M + K), which we call secondary constraints. We

can iteratively generate more constraints through
[k Hr]p ~ 0 (1.56)

until the relation is dependent on ™ or the primary constraints. The second case of eq. (1.55)
is that the relation can be dependent on ™, which we can use to find the expression of u™.
Finally, in the third case, if eq. (1.55) is dependent on primary constraints, it would be an
identity.

After we have found all of the constraints through the consistency relation, operationally,
there is no difference between the primary and secondary constraints, which we will com-
bine as

pi~0 j=1,--- M+K=J. (1.57)

1.2.4 First class and second class constraints

The more important classification of constraints is the concept of first class and second class
constraints. A function F (g, p) is said to be first class if the Poisson bracket of itself with

every constraint vanishes weakly,
[F.oilp~0, j=1,-.J. (1.58)

If a function of the canonical variables is not first class, it is said to be second class, i.e.
if F(q,p) is second class, there is at least one constraint ¢; such that the Poisson bracket
[F, @1]p # 0.

First and second class constraints are different in physics. Second class constraints are
“physical” in the sense that the solutions to the equations of motion differ according to
whether or not the constraints are present — e.g. a train restricted to move on a fixed rail-
track enforces a second class constraint. Operationally, the second class constraints always

emerge in pairs, which means that there is at least one redundant degree of freedom g;, p;
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that can be removed from the Hamiltonian by using a pair of second class constraints. On
the other hand, first class constraints are associated with some gauge freedom in the theory,
i.e. the solutions of the equations of motion contain some arbitrary functions of time and
hence describe physically equivalent systems. We can view the first class constraints as the

generators of gauge transformation.

Proof: First class constraints generate gauge transformations

Considering a Lagrangian L(q,¢) with constraint

¢(g,p) =0. (1.59)

The Hamiltonian can be derived from the Legendre transformation, and we can write the

Lagrangian in the first order form

L(q.q,p) = pg—H(q,p), (1.60)

which can be cast into the original form if we replace p in eq. (1.60) by the definition of

canonical momentum. We consider the following transformation with an arbitrary function

o(t)
5q= a(0)lq(t). 9(q. p)lp = a(r)%‘;’p), (1.61)
8p = at)p(t), 0(q,p)lp = — (1) 22LLP). (1.62)

which we claim to be a gauge transformation. If this is the case, it will not change the action;
we thus substitute egs. (1.61) and (1.62) into the action

Slg.p) = [ dt L(a.d.p.p). (1.63)

The change in the action can be derived by

58 = /dt {—a%‘é’p)q’%—p% (a%?) +a[<p,H]p}

_ /dt o {—aq’éqq’p)q— a¢(§(;p)p+ [(P,H]p:|
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:/dta{—%ﬂ(pﬂ]zv : (1.64)

If the constraint @(g,p) is not explicitly dependent on time, we can use the Hamiltonian
(1.53) to reach the conclusion 65 = 0 and hence finish the proof.

One should notice here that we assume that the theory only contains one constraint and
it is thus a first class one. For the second class constraint [@;, ¢]p % 0, one can prove that
eq. (1.64) still vanishes, but the transformation generated by ¢; (eqs. (1.61) and (1.62))
does not preserve the constraint ¢, ~ 0. The transformation generated by a second class
constraint will make the theory inconsistent and the transformation is not a gauge transfor-

mation.

1.2.5 Second class constraints and the Dirac bracket

In order to continue analyzing the constrained system in the Hamiltonian formalism, we
need to generalize the Poission bracket to the Dirac bracket, which is well-defined for the
constrained systems. The spirit of the Dirac bracket is as follows: if the theory is con-
strained, the constraints reveals that some of the degrees of freedom are unimportant and so
should be discarded in the modified Poisson bracket. The Dirac bracket is thus defined in
such a way that it removes all of the virtual degrees of freedom from the Poisson bracket.
Following this, there is no longer any ambiguity in the theory and we can set all of the
constraints strongly equal to zero before evaluating the bracket.

Let us begin the Dirac analysis of the constrained system. For simplicity, we assume
that there are only second class constraints in the system. The prescription of the first class
constraints will be discussed in the next subsection.

We first define a matrix C,p, = [@,, @p|p. With this definition, we would like to prove the
following theorem

Theorem: If detC,;, ~ 0, there exists at least one first class constraint among the @,s.

Proof: If detC,;, ~ 0, one can find a nonzero solution A4 such that A“C,;, ~ 0. We can
thus find a constraint A%, to be first class, which proves the theorem.

If the theory only contains second class constraints, the matrix C,; possesses an inverse
C whereby

CupCP = 8. (1.65)

The Dirac bracket is defined by

[F,Glp = [F,Gp — [F, 9a] pC* [, G p. (1.66)
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One can prove that the Dirac bracket has all of the good properties we need in the

Hamiltonian formalism for the constrained system (see, e.g. [23])

[F,G]p = —[G,F|p, (1.67)
[F,GR|p = [F,G|pR + G|F,R]p, (1.68)
[[F,G|p,R]p+ [[R,Flp,Glp+ [[G,R]p, F]p = 0. (1.69)

Moreover, for any second class constraint ¢, and arbitrary function F'
[¢a, F]p = 0, (1.70)
and for a first class function y and arbitrary function F
[F,x]p =~ [F, x]p- (1.71)

We can see from eq. (1.70) that the second class constraints ¢, can be set to zero before
or after the evaluation of the bracket. From eq. (1.71), since the total Hamiltonian is first

3

class,” we can conclude that the total Hamiltonian along with the Dirac bracket generates

the correct equations of motion for arbitrary function F, where
F = [F,Hr]p, (1.72)

and all of the second class constraints ¢, = 0.

1.2.6 First class constraints and gauge fixing

We have mentioned that the presence of first class constraints indicates that there is gauge
freedom in the theory and that a physical state can be represented by more than one set
of canonical variables. In practice, we usually impose further constraints on the canonical
variables to eliminate ambiguity, which is the so-called “gauge fixing". The geometric de-
scription of the process of gauge fixing can be seen in Figure 1.3, where the gauge fixing
hypersurface should intersect every gauge orbit once and only once.

The gauge fixing conditions are a set of functions of canonical variables which are re-
stricted to zero. After we choose a gauge, there should be a one-to-one mapping between

each value of the canonical variables and the physical state. The gauge fixing functions are

3This fact comes from the requirement of the consistency relation: egs. (1.55) and (1.56).
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Gauge Gauge Orbits
Fixing

Fig. 1.3 In a gauge theory, all points that lie on a given gauge orbit (solid lines) can be
mapped with each other via a gauge transformation and correspond to the same physical
state. A good set of gauge fixing conditions (dashed lines) should intersect all of the gauge
orbits once and only once[24].

in general like

Cj(q,p) = 0. (1.73)

A satisfactory gauge fixation must satisfy two properties:

(a) The chosen gauge must be accessible. That is, for any set of canonical variables,
a gauge transformation must exist which maps the given set onto a set which satisfies
eq. (1.73). This requirement guarantees that eq. (1.73) does not affect the physics of the
system but only imposes a restriction on the gauge freedom. Since the transformation gen-
erated by the first class constraints is of the form «'[F, ¢;]p and the number of independent
parameters o' is equal to the number of first class constraints @;, we conclude that the num-
ber of independent gauge fixing conditions eq. (1.73) cannot exceed that of the independent
first class constraints.

(b) The gauge fixation eq. (1.73) must fix the gauge completely. That is, there is no
longer any gauge transformation other than the identity which preserves eq. (1.73). This
means that, if the equation

o'[Cj, ¢i]p ~ 0, (1.74)

this must imply
a =0, (1.75)

which only happens when the number of independent equations is equal to or greater than
the unknown parameters . From (a) and (b), we conclude that the number of independent
gauge fixing conditions must be equal to the number of independent first class constraints.

The Poisson brackets [¢;,C;|p thus form a square matrix, which must be invertible in order
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for eq. (1.74) to imply eq. (1.75) and thus the condition
det[Cj, (p,-]p # 0. (1.76)

However, this condition implies that ¢;, C; are second class constraints, so we conclude
that, following complete gauge fixing, there is no first class constraint left and all of the
constraints are second class. We can thus use the Dirac formalism in Section 1.2.5 to analyze
the system, and at this point can treat the system as free of constraints since all of the
constraints can be regarded as identities which express some canonical variables in terms of

others.

1.2.7 Counting the degrees of freedom

We summarize this subsection by counting the physical canonical variables of a theory

containing first and second class constraints:

. (Number of physical) B (Nurnber of independent)

degrees of freedom canonical variables
(Total number of ) (Number of original )

canonical variables second class constraints
(Nurnber of first ) (Number of gauge)

class constraints fixing conditions
(Total number of ) B (Number of original ) oy (Number of first )

canonical variables

(1.77)

second class constraints class constraints

As the number of the second class constraints is always even, the number of independent
canonical variables is also even, which corresponds to an integer number of physical degrees

of freedom.

1.3 Outline of the thesis

In this dissertation, we examine the higher derivative theories with constraints by using
Dirac’s analysis of constrained systems; we apply these methods to study the higher deriva-
tive gravitational theory with quadratic curvature invariants in four-dimensional spacetime.
We also apply a similar methodology to a class of constrained scalar field theory and find a

classical spherically symmetric static solution. The outline of the thesis is as follows.
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In Chapter 2, we study higher derivative theories in the context of a one-dimensional
point particle where the position of the particle is a function only dependent on time. We
show that the inevitable linear instability, the Ostrogradski instability, exists in all of the non-
degenerate higher derivative theories and can only be removed by introducing appropriate
constraints if the original theory’s phase space is reduced.

In Chapter 3, we study the most general higher derivative gravitational theory with the
action containing quadratic curvature invariants in four-dimensional spacetime perturba-
tively. This theory was first studied by Stelle [14, 15] in the 1970s and is interesting because
of its renormalizability. However, like all of the other non-degenerate higher derivative the-
ories, it suffers from the Ostrogradski instability. We generalize the method developed in
Chapter 2 and apply it to the linearized version of higher derivative gravity. We show that,
given suitable parameters, the instability in different helicity sectors can be removed at the
same time if the effective dimensionality is reduced, which confirms the conclusion outlined
in Chapter 2. The constrained higher derivative theory retains the renormalization properties
of higher derivative gravity at the cost of the Lorentz symmetry being explicitly broken.

In Chapter 4, we investigate a new class of two scalar-field theory, where one of them
is a Lagrange multiplier enforcing a constraint relating the value of the other scalar field to
the norm of its derivative. The fluid can possess non-zero pressure while the energy always
flows along timelike geodesics, same as normal dust [25]. The theory is known to admit a
cosmological solution whereby the effective equation of state evolves from 0 to —1 and thus
can unify dark energy and dark matter into a model with one degree of freedom. Motivated
by the cosmological solution, we study the spherically symmetric static solution of this
theory and show that this can be found with appropriate exponential potential. By using
Regge-Wheeler-Zerilli decomposition, we also study the perturbation around the solution
and conclude that the modes with even symmetry are unstable.

We conclude in Chapter 5 and present the technical details in the appendices.






Chapter 2

Higher derivative theories with
constraints: exorcising the Ostrogradski

ghost

We begin our study of higher derivative theories by investigating the one-dimensional point
particle case, whereby the variable ¢(¢) is the position of the particle and a function only
dependent on time. In this chapter, we prove that the linear instability in a non-degenerate
higher derivative theory, the Ostrogradski instability, can only be removed by the addition
of constraints if the original theory’s phase space is reduced.

2.1 Introduction

When Newton wrote his second Law of Motion

4= %, 2.1)
i.e. motion is described by an equation second order in the time derivative of the fundamen-
tal dynamical variable position g, he chose wisely. As is now well-known, almost 200 years
later, Ostrogradski [1] proved a theorem which showed that, in any non-degenerate theory
whose fundamental dynamical variable is higher than second order in time derivative, there
exists linear instability.

Consider the possibility that, Newton had, instead, chosen the fourth order theory

g =" (2.2)
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with V being some function of ¢, i.e. a potential. This equation of motion can be obtained

from a higher derivative action of the following form

S= /dt (%(jz—V(q)) : (2.3)

Since eq. (2.2) is fourth order, the phase space is four-dimensional. Without going into too
much detail here — we will get there soon enough — we can describe the phase space by a

pair of canonical variables and their momenta (P;,Q;) and (P>, Q>), with the Hamiltonian

P2
H=P0r+ 5 +V(Q1)- (2.4)

One can always choose V(Q;) to be some function which is bounded from below, say
V(Qr) = Q%. More problematic, however, is the first term which signals the famous Os-
trogradski linear instability. The word “linear” in “linear instability” refers to the linearity
of the P; in this term — since Pj is free to roam the phase space, there is no barrier prevent-
ing some degrees of freedom of the theory from probing arbitrarily negative energies. In
other words, the Hamiltonian is not bounded from below.!

This instability per se is no bad thing, but it becomes severe when interactions with
other degrees of freedom, whose Hamiltonians are bounded from below, are introduced.
The presence of these negative energy states means that there exists a vast phase space
where the Hamiltonian is negative; hence the modes will begin to populate them by entropic
argument alone while, through the conservation of energy, thereby creating an equally large
number of positive energy modes in the interacting degrees of freedom [26, 27]. This is the
onset of the instability. Note that, while this is a classical instability, in quantum theory,
negative energy modes are particularly sick — attempts to quantize them canonically will
either lead to negative norm (and hence undefined) states or negative energy states (and
hence runaway particle production). Since negative norm states are often called “ghosts” in
quantum theory, higher derivative theories are often called “ghost-like”.?

Recently, there has been a resurgence of interest in higher derivative theories, particu-

larly within attempts to modify gravity [15, 17, 28-37]. It is well-known that higher deriva-

ITechnically, it is single side boundedness that is important; a Hamiltonian that is bounded from above is
equally good — one can simply flip its sign.

ZHowever, the Hamiltonian of the non-degenerate higher derivative model is bounded neither from be-
low nor above. With suitable canonical transformation, the unstable degree of freedom can be “ghosts” or
“tachyons”. This may be checked from the wave function of the theory. If the wave function is oscillatory
(exponentially growing/decaying), it is a ghost (tachyon). The difference between ghosts and tachyons is
discussed in Appendix A.
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tive theories of the f(R) form are secretly healthy as they are degenerate — a technically
important distinction which means that the highest derivative term cannot be written as a
function of canonical variables and the theory is thus constrained. The naive unstable de-
gree of freedom is rendered harmless by a gauge constraint. In fact, f(R) can be recast as
an (interacting) theory of a scalar and two graviton modes (see Section 1.1.2 or references
[3-5, 38—41]).

Furthermore, there is also great interest in the so-called “higher derivative” scalar field
theories, such as Galileon or Lovelock gravity [42-47] which, when coupled non-trivially
with the metric, result in interesting scalar field dynamics which cannot be reproduced by
simple f(R)-type modifications. These theories, while naively looking like “higher deriva-
tive” theories (in the sense that, in the Lagrangian, there are terms of second order and
higher in time derivatives), are secretly completely healthy non-higher-derivative theories;
their equations of motion are second order in time derivatives and so the phase space of the
theories are two-dimensional. These properties have been achieved by the addition of struc-
ture in the Lagrangian — usually by the clever cancellation of higher derivative terms in the
equations of motion — as seen in Galileon theory. We do not consider this class of theories
as higher derivative theories and they do not suffer from the Ostrogradski instability.

On the other hand, in true non-degenerate higher derivative theories, the Ostrogradski
instability is ubiquitous — as we will review below (also see [41, 48]). Theories employing
curvature invariants such as Ry, yR*Y, R, voyRMVY [14, 32-35, 49-53] or the Weyl invariant
CNVGYC“"‘W [37, 54, 55],3 are non-degenerate higher derivative theories and hence suffer
from the problem of Ostrogradski instability. The generic non-degenerate higher derivative
theories are inevitably unstable and often avoided in the literature. Since Ostrogradski’s
theorem is so simple to prove and requires very few initial assumptions, it is incredibly
powerful [26, 57-611.4

One way to deal with the instability of the generic non-degenerate higher derivative
theories is to impose boundary conditions in such a way that the unstable modes vanish. For
example, the modes with the wrong sign of the kinetic terms are “turned off” by imposing
suitable boundary conditions [54, 65]. However, this is not a satisfactory solution: as we

explained above regarding the simple example of Newton’s law of motion, in the presence

3In 4D, the Weyl invariant Cyy5pCH*V°P can be written as §(RuvR*Y — 1R?) because the Gauss-Bonnet
term /—g(RuvopRMVP — 4R,y R*Y + R?) is a total divergence if the coupling is fixed by demanding a con-
dition on the asymptotic curvature [56]. The boundary term does not contribute to the classical equations of
motion.

4There are further exceptions: the higher derivative theories can be made degenerate by interacting with
extra fields [62], or the theories with infinite order time derivatives (i.e. the nonlocal theory) are free of the
Ostrogradski instability [27, 41, 63, 64]
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of higher order interaction terms beyond the quadratic power of the field, the vacuum states
will rapidly decay (even classically) into states with positive and negative energy modes by
the entropic argument [26, 27, 41, 66]. The “removed" instability is thus revived.’

On the other hand, one might try to eliminate the instability by imposing constraints
(for example, those suggested by [25, 27, 70]), i.e. one selectively restricts the trajectories
of the degrees of freedom such that the Hamiltonian becomes bounded from below. The
implementation of constraints into the theory requires the introduction of auxiliary variables
and hence the enlargement of the total phase space (the dimensionality of the reduced phase
space is still the same or smaller since the trajectories are constrained). As a consequence,
one may hope to change the orbits of the trajectories of the theory to a degree which is

sufficient to cure it of instability.

Using the fourth order theory example above, one can imagine a modification

1
s= [ar (32 -vi+2raaa). 25)

where A is an auxiliary field which enforces the constraint f(g,q,4) = 0. We emphasize
that the action (2.5) is a different physical theory from the action (2.3) provided that the
constraint cannot be gauged away. Can we cleverly choose the function f such that this
theory, despite being a higher derivative theory, is free of linear instability?

In this chapter, we will prove that, in order to remove the instability through the impo-
sition of constraints, the constraints must reduce the effective dimensionality of the phase
space of the original theory. For example, an unstable theory with a six-dimensional phase
space can be rendered stable by reducing the phase space to dimension four or less by em-
ploying Lagrange multiplier or auxiliary fields.

This chapter is organized as follows. In Section 2.2, we review Ostrogradski’s theorem
in the context of the famous Pais-Uhlenbeck oscillator. We demonstrate how the Ostrograd-
ski instability appears in this particular model and this result can be generalized to the most
general non-degenerate higher derivative model. In Section 2.3, we show that, for the sim-
ple case of a second order (in the action) theory, the addition of Lagrange multipliers which
do not reduce the original phase space makes the theory unstable. In Section 2.4, we prove
in general the previous statement in the context of the Nth order higher derivative theory
with M auxiliary variables. In Section 2.5, we show how an unstable non-degenerate higher

derivative theory can be rendered stable by reducing the dimensionality of the original phase

>In the literature, some authors claim that, under special initial conditions, the self-interacting higher
derivative theory (Pais-Uhlenbeck oscillator) is stable [67].
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space. In Section 2.6, we apply the general procedure of the stabilization of non-degenerate
higher derivative theory to the Pais-Uhlenbeck oscillator as a final example. A summary is
provided in Section 2.7.

In Appendix A, we demonstrate how the technical difference between the tachyon and
the ghost.

2.2 Ostrogradski’s theorem: an example

Ostrogradski’s theorem [1, 41] can be stated as follows:

If the higher order time derivative Lagrangian is non-degenerate, there is at least one
linearly unstable degree of freedom in the Hamiltonian of this system.

As noted in Section 1.2, non-degeneracy is a technical term which states that there
1S a one-to-one mapping between the configuration space (¢q,q,---) and the phase space
(Q,P,---), which also means that the highest time derivative term can be expressed in terms

of canonical variables. For example, in a theory with Lagrangian

1, 1,
L=—-¢ —— 2.6
24— 59 (2.6)
the canonical momentum is
oL
P=-— =g, (2.7)
04

which allows us trivially to invert ¢ = F (P, Q) = P and the theory is non-degenerate.

(V) as a func-

In a Nth order higher derivative theory, this translates into expressing g
tion of the canonical variables Q; and P,. Degenerate theories, on the other hand, are non-
invertible and either stable on their own or may be made stable through the introduction of
constraints [41] — such theories will not be discussed in this chapter.

A famous example of a non-degenerate higher derivative theory is the Pais-Uhlenbeck
(PU) oscillator [71]. Here, we demonstrate the characteristic of this model by following the

discussion in [68, 69]. The PU action is given by

Spu = / diLpy = %// dt [ — (Wi +w3) ¢* +wiwig’], 2.8)

where ¥, wy, and w, are positive constants and, without any loss of generality, we assume

w1 > wp. The equation of motion of the Pais-Uhlenbeck oscillator containing terms up to
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the fourth time derivative is

dq
dr*

+ (Wl + 24 22 =0 2.9
1 Wz)dtz +wiwyg =0, (2.9)

and hence requires four initial value data (qo, go, o, q(()3)), allowing us to solve ¢(t), to

obtain
w3qo + dio wo+q)
q(f) = — ﬁCOS(WlI) A Y Sln(Wlt)
wi—w; w1 (Wl _WZ)
2 -- 2. (3)
+ —I;IO ZO cos(wat) + % sin(wyt). (2.10)
Wi—wa wa (Wi —w3)

Since the solution depends on four initial value data, the phase space must be four-

dimensional, and Ostrogradski’s choice for the canonical coordinates is

oL ]
Q=g+ P = 52[] = —y(W +w3)g— g
oL JdL
Q=g Pp=—22 = _ 2.11)

0 g 14

Non-degeneracy implies that § can be inverted and written as a function of the canonical
variables Q; and P, — here, this is clearly the case. On the other hand, a degenerate model is
always guaranteed to have constraints. For example, if the model is degenerate, say if P, =
OLpy /84 is an arbitrary function f(q,q) but not dependent on ¢, then, from the definition
of canonical coordinates in eq. (2.11), there will be a primary constraint P, — f(Q1,0>) =0,
which will reduce the number of physical degrees of freedom and the final phase space will

be smaller.

The Hamiltonian of the Pais-Uhlenbeck oscillator is, as usual, obtained by Legendre

transforming

Hpy = Pig+ P — Lpy

PZ
= PQ+ 52 + L (wi )03 - Tutuicl, .12)

Y 2 2
where the time evolution of any function of canonical variables F(Q;, P;) are generated by
the Hamiltonian via the Poisson Bracket F(Q;,P) = [F(Q;,P),Hpylp. As we discussed
in Section 1.2, the evolution equations in this Hamiltonian formalism reproduce the Euler-

Lagrange equation in the Lagrangian formalism, so it is the right Hamiltonian of the system.
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The Hamiltonian is conserved if the Pais-Uhlenbeck Lagrangian is not explicitly dependent
on ¢, thus we can view the Hamiltonian as “energy."

As in eq. (2.12), the Hamiltonian is linearly dependent on P; and it signals that the
system is unstable. The P;Q; term can be arbitrarily negative when P; — —oo, Q> > 0, or
vice versa, and the Hamiltonian is thus unbounded from below, which means that there is no
well-defined vacuum state in the theory. Ostrogradski’s result is that all of the Hamiltonians

of non-degenerate higher time derivative theory suffer from the Ostrogradski instability.

2.3 Constraints do not cure Ostrogradski’s instability if

the dimensionality is not reduced

In this section, we will show that the Ostrogradski instability in general cannot be cured by
adding constraints to the theory if the dimensionality of the phase space is not reduced by the
constraints, i.e. one can only possibly selectively constrain the unstable degrees of freedom
and remove them from the physical phase space if the dimension of the phase space is less
than that of the original unstable higher derivative theory. We will introduce the constraints
through auxiliary variables A; in such a way that there is no time derivative on A; in the
Lagrangian and primary constraints are thus introduced through their canonical momenta,
Py, = 0. We will use Dirac’s method introduced in Section 1.2 to analyze the higher order
theory with constraints [6, 23, 72-74].

First, we will show that the most general non-degenerate second time derivative La-
grangian with one extra auxiliary field (and hence a pair of second class constraints) does
not cure its instability without the dimensionality of the phase space being reduced. We then
apply this result to the Pais-Uhlenbeck model. We generalize our result to any Nth order
non-degenerate higher derivative theory in Section 2.4.

2.3.1 General second order non-degenerate theory with second class

constraints

In this subsection, we will show that the general second order non-degenerate theory with
a pair of second class constraints is unstable. As discussed in Section 1.2, we can “gauge
fix” theories with first class constraints and these ‘gauge fixing” functions appear as new
(primary) constraints in the theory and, once introduced, the original first class constraint

and the new gauge fixing constraint both become second class constraints. Hence, when
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considering instability, it is clear that, once a general proof for second class constraints is

shown, it is complete — physics does not depend on gauge choices, after all.

The most general second order time derivative Lagrangian with one auxiliary field, A, is
given by the Lagrangian
L=f(q.9,G,7). (2.13)

The equations of motion of this Lagrangian are

of

=0 (2.14)
of d [(df\  d* [df\ _
aq di (a?,) T <a—q> =0 (1)

where we assume that the theory is non-degenerate and we can solve ¢(¢) and A(¢) with
six initial value data (qg, qo, Go, qg’), Ao, ).0). The phase space is thus six-dimensional and,

following Ostrogradski’s spirit, the choice of canonical variables is

SL  dof Of

oL 0
= <—>P25—“:—]f 2.17)
04 9§
SL
=7 Ps=—=0, 2.18
03 — P 5 (2.18)

where @ : P; = 0 is the primary constraint, as in section 1.2, we introduce the notation *:’ to
denote “functional form given by”. We can invert § = h(Q1, 0,03, P>) by using eq. (2.17)
and the total Hamiltonian H7 of this system is defined by

Hr = PiQ> + Poh(Q1,02,03,P) — f(Q1,02,03,h) +u1 91, (2.19)

where ] is a function of canonical variables which can be found later,® but since we are
only interested in the stability of the physical degrees of freedom on the reduced phase space

where ¢; = 0, we will not write u; explicitly.

With the same procedure we introduced in Section 1.2, we can use the consistency rela-

tions to find further secondary constraints. In this case, only one further secondary constraint

®That is, by imposing the consistency relations.
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exists as expected, which is

@2 : (@1, Hrlp = Z(

i

(9([)1 8HT B 8HT 8q)1
dQ; dP,  JQ; IP;

oh  oh af] of
905 ' 905 {aq i O g,
0
= % (Q1>Q27Q37h) ~ 0. (220)
A=03

As in Section 1.2, “x" is the weak equality. If ¢, is dependent on Q3, [@1, ¢2]p % 0, then
both ¢ and ¢, are second class constraints and there are no further constraints from the
consistency relations; further consistency relations only tell us the form of the arbitrary
function u;. Using the two second class constraints, we can rewrite (Q3, P3) as functions of
other canonical variables (Q3 ~ Fi(Q1,0>,P), P; = 0). The reduced Hamiltonian Hg of

the physical degree of freedom becomes

Hg = PLO>+ Poh(Q1,02, F1(Q1,02,P), P>) — f(Q1,02,h, F1). (2.21)

The reduced Hamiltonian is always linearly dependent on P; for any conceivable Lagrangian
L= f(q,q,4,A), which is the signal of instability.

On the other hand, if ¢, is not dependent on Q3, ¢ and ¢, commute with each other.
In this case, we can find further constraints from the consistency relations (and hence a
reduction in the effective dimensionality of the phase space) and we should check whether
the constraints are first or second class after we find them all. We will provide examples in
the following sections.

Even in this simple example, one can quickly see that the only possible way to cure the
instability comes from the further constraints generated by the consistency relation (¢3 and
¢4). The instability’s root cause is the pesky linear term P; Q> and, to fix this instability, one
must find a constraint where O, must be some function of P; — although it is clear that,
when generating the constraint ¢, with the consistency relation, Py never enters the equation
(2.20).

2.3.2 The Pais-Uhlenbeck model with constraint

We will now apply the above result to the Pais-Uhlenbeck model as an example. We consider
the constraint > = ¢ to present a flavor of how instability is unavoidable if the dimension-

ality is not reduced. In this case, the dimensionality of the phase space remains the same
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(i.e. 4), with or without the constraint term.

Constraint: §> —§*> =0

The Lagrangian of Pais-Uhlenbeck model with constraint > — ¢> = 0 is given by

A
Leve = 21 = (w}+w3)d +whidq?] + 5 (@ — ). (222)

This model is an example where ¢, is dependent on Q3.
The equations of motion generated from varying the action with respect to A and ¢

becoming differential equations of both variables

G —¢*=0, (2.23)
d'q d’q > od
Vg YO Fwd) s ywing + 5 (A4) + - (A4) = 0, (2:24)

and the functions ¢(¢) and A () can be solved with four initial value data go, go, Ao, and Ay.
The phase space of the physical degrees of freedom is thus dimension four. Following the

same procedure employed in the last section, the choice of canonical variables is

SL .

Q=g P=5=—(r+ Vg™ = Ai— A +y(w +wd)lg (2.25)
. oL .

Q25q<—>P255—q:(y+7L)q (2.26)

Q3E)L<—>P3E§—§::0. (2.27)

From eq. (2.26), we can invert § = P> /(Y+ Q3), and the total Hamiltonian is
2

_ P 1 2, 202 Y o2 22
Hpycr = P1O> + 27+ 03) + 2[Q3 +y(wi +w3)]03 2W1W2Q1 +u ;. (2.28)

The primary constraint is ¢; : P; = 0, and there is only one secondary constraint

o — (o1 Hyl _l{ P _Qz}
e ey T
P

— 4 ~0. 2.29
0 ) TR (2:29)

Here, the constraint algorithm bifurcates, and we choose P»/(y+ Q3) — Q> ~ 0 instead of
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Py /(y+ Q3) + Q> ~ 0 — one can check that choosing the other branch does not change the
results.” The constraints are both second class and we can use them to rewrite Qz, P; as
the functions of other canonical variables. The reduced Hamiltonian of the Pais-Uhlenbeck

model with primary constraint > — ¢? is thus

Hpycr = PIO2+ P02+ %/(w% +ws—1)03 — %W%W%Q%. (2.30)

This Hamiltonian remains linearly dependent on P; and P, hence it still suffers from the

Ostrogradski instability.

2.4 Nth order theory with M auxiliary variables

It is straightforward to generalize our result from the previous section to an Nth order deriva-

tive theory (with N > 2) with M auxiliary variables.

When we introduce constraints with M auxiliary variables into an Nth order theory,
it is clear that, since the M variables are non-dynamical, they will not enlarge the effective
dimensionality of the original unconstrained phase space, which is 2N. We consider the case

where the number of constraints generated by M auxiliary variables is 2M in Section 2.4.1.

2.4.1 M auxiliary variables with 2M constraints
Consider the most general Nth order theory with M auxiliary variables

Ly = f(q,d4,d,-,q™, A1, 22, Awn). (2.31)

There are M + 1 Euler-Lagrange equations from varying Ly with respect to A, and ¢

aIf

S =0 (a=1.2....m) (2.32)
¢ dyiof .
1_20(—5) g 0 (i=0,1,2,...,N). (2.33)

The total (unconstrained) phase space is 2(N + M )-dimensional, and the canonical vari-

Bifurcation simply means that more than one constraint surface exists that is associated with the same
variable. Operationally, one chooses a bifurcation by specifying initial conditions.
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ables are chosen as follows

N4 of
= — - Jfl
Qi=q«— P = ,;( i) 940 (2:34)
Nood. .. 9df
— (i-1) ), — SRR W ot S
0i=q +— P = Z ( dt) 940 (2.35)
_ of
— (N—-1 _
Oni1 =A< Pys1 =P, =0 (2.37)
QN+M = )LM — PN+M = PXM =0. (238)

(V) as a function of Py

The non-degeneracy assumption means that we can solve for ¢
and Q;, i.e. q(N) =h(Q1,...,ON,ON+1,---,ON+Mm,Py). The total Hamiltonian takes the

form

Hr =PiOy+---+Py_10nv+Pvh(Q1,...,On+m, BN)
—f(O1,...,Ontm, h) + ua@q, (2.39)

where @, : Py4, = 0 are M primary constraints, with 1 < a < M. We use the consistency
relation to find the associated secondary constraints

5 . 9f _
@a = [@a,Hr]p : o ~ 0. (2.40)

;La :QN+a

If [@y, Pplp # 0 for 1 < a,b <M, both ¢, and @, are second class constraints and thus
there are no further constraints which can be generated by using consistency relations —
we will consider in the next section the case when further constraints are present. We can
reduce M pairs of canonical variables On,, Pv+q by using the constraints, i.e. Ony, =
F,(Q1,...,0n,PN), Pvtq = 0 and the reduced Hamiltonian on the 2N-dimensional phase
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space becomes

Hr =P Q2+ +Py_10N +Pvh(Q1,...,ON,Fa,-..,Fu,Py)
_f(Q17"'7QNah7Fa7"'7FM)7 (241)

which is linearly dependent on Pi,...,Py_; and thus necessarily unstable. Therefore, we
conclude that the Ostrogradski instability survives if the auxiliary variables do not introduce
enough constraints to reduce the dimensionality of the phase space. Since each auxiliary
variable generates here only a pair of constraints, the dimensionality of the reduced phase

space is the same as that for the original theory without constraints

Total 2(N + M) — 2M Constraints = 2N. (2.42)

An example of this case is considered in Section 2.3.2 above.

2.5 Exorcising the Ostrogradski ghost by reducing the di-

mensionality of the phase space

In the last section, we demonstrated that the Ostrogradski ghost® could not be exorcised
unless the effective dimensionality is reduced. In this section, we demonstrate that such a
reduction can render the theory stable. We will first introduce an example of higher deriva-
tive theory which is stabilized by the constraints, then demonstrate under which general

conditions such stabilization can occur.

2.5.1 An example of stable non-degenerate higher derivative theory

Consider the following Lagrangian

(2.43)

8Le., instability.
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which is a non-degenerate higher derivative Lagrangian but secretly stable, as we will now

show. As usual, the canonical variables are defined by

Oi=q+—P=4—q?+21 (2.44)
O3=A<«+— P=0, (2.46)

where @, : P; = 0 is the primary constraint, and the total Hamiltonian is

2 2

R
Hr =PiQ,+P03+ 5T +ur . (2.47)

The secondary constraints are again generated by the consistency relation ¢; = [¢;, Hr] =~ 0;

the secondary constraints of the theory are thus

0 : —P,~0, (2.48)
Q3: P—0,=0, (2.49)
Q4. — 03— P ~0. (250)

One can check that all of the constraints are second class. Now, if we use (¢1, ¢4) to reduce

(Q3,P3) and use (¢, @3) to reduce (Qy, P»), the reduced Hamiltonian will become

which is bounded from below and hence is free of the ghost. One can see that the effective

dimensionality of the phase space is reduced from four (Q1, Q», P, P») to two (Q1, Py).

2.5.2 General conditions for the stabilization of a class of non-degenerate

higher derivative theory

It turns out that the above procedure is not general — a willy-nilly reduction of the phase
space does not necessary lead to a stable theory. In this section we will find the condition

such that the ghost is removed.

Consider the most general second order derivative theory with an auxiliary field A

L=AA§, (2.52)
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where A;; are functions of g and . Note that, here, we have used subscripts, i.e. A;j,
to label the functions, and superscripts on variables, i.e. Al to denote their power. We
will use Einstein summation convention. In principle we can investigate the conditions for
the stabilization of the theory with i, j run from O to arbitrary finite integers. However,
for j > 2, the mapping from the configuration space to the phase space is a many-to-one
mapping, we thus need the intial conditions to specify which branch we are studying, since
all the consistent theory needs to be one-ro-one mapping from the configuration space to the
phase space. Similarly, we choose i < 2, in order to prevent the bifurcation of the constraint
algorithm.® Therefore, for simplicity, we restrict ourselves to the case where the auxiliary
fields are, at most, quadratic, i, j = 0,1,2, which guarantees a one to one mapping from
the configuration space to the phase space without any intial conditions. Again, we follow

Dirac’s analysis of constrained systems, by defining the canonical variables

oL JL dJL

0r =g+ P, =AgA +24pA % (2.54)
O3=A+—P=0. (2.55)

We can invert ¢ in R.H.S. of eq. (2.54) as a function of canonical variables

. P —A; Q!
G=h(01,02,03,P) = ——2 : 3 (2.56)
2A 1205
The total Hamiltonian thus becomes
Hr = PiQ> + Poh(Q1,02,03,P>) +u1 91
—Aij(01,02) Q51 (01,012,053, Py), (2.57)

where @ : P; = 0 is the primary constraint of this theory and generates a secondary con-

straint ¢, by the consistency relation,
¢1 = [P5,Hrlp~0

oh 1,
= — [Pz—ZlAleéhlll ——l—Zl‘Al’ngilh] ~0
il

aQ3 ij

% Again, this can be fixed by the initial conditions
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= @1 Y iA;;O5 Th = Ay jh! + 245,030 ~ 0. (2.58)
ij
From the second to the third weak equality, the coefficient of dh / d Q3 vanishes, by virtue
of eq. (2.54).

Rendering the theory stable requires a reduction in the dimensionality of the original
phase space. To ensure this, the consistency relations must continue to generate constraints
beyond the first pair, which algebraically requires ¢, to be independent of Q3. The stable
theory hence needs to obey the condition d¢,/d Q3 =0, i.e.

P . g
IR Al + jkA 0L —0, (2.59)

hk—lﬂ —
203 203

where

oh 1 ;
90~ TR0 [(Ajp03)(A11 +2A2103) + (P — A 05) (A12 +24203)].  (2.60)

From eqs. (2.59) and (2.60), one can see that d¢,/dQ3 is a quadratic function of P,. In
order to obtain vanishing d¢,/dQ3, we set the coefficients of PZO, le, and P22 at zero. This

leads to the following most general conditions on A;; one can have with ¢, independent of

03

A B a
Al'j: C j:\/4ab 0 ,
b 0 0

where A, B,a,b,c are all functions of Q; and Q. Furthermore, the coefficient a is non-
vanishing by construction or else the Lagrangian will not describe a higher derivative theory.

The most general Lagrangian with more than two constraints can now be written as
L =A+Bij+ai* +cA+bA* £ V4abAg, (2.61)

where all of the coefficients are functions of g and ¢, and the “acceleration” § can be inverted

by the definition of canonical momentum P using eq. (2.54)

_Pb—-BFv 4abQs

"
9 2a

(2.62)
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The total Hamiltonian (2.57) and the secondary constraint ¢, can now be rewritten as

Hr = PyQy + Pyh — A — Bh — ah* — cQ3 — bQ3 T V4abQ3h + u ¢y, (2.63)

P,—B
@0 : c+Vdab( 22a

)~ 0. (2.64)

Since the instability comes from the linear term P;Q>, to fix this instability, we need to
generate a constraint whereby O, must be some function of P;. To develop a nontrivial
theory, we need P; to enter the constraint equations either at @3 or ¢4.'° We will now show
that the latter condition will not lead to a stable theory, and then show the condition for the

former leading to stability.

Py entering ¢4 does not lead to a stable theory

To pick up P; in the constraint ¢4 requires P» to be in ¢3 but not before, i.e. ¢, has to
be independent of . This can be achieved by specifying b = 0 such that ¢, : ¢ =~ 0 and
h = (P, — B) /2a. Using the consistency relation, ¢3 thus becomes

dc dc (P,—B)
8Q2 2a '

(2.65)

If dc/d 0, = 0, we will be unable to pick up P at ¢4, which means that the reduced Hamil-
tonian is either unstable (no constraint picks P; up) or trivial (theory with six constraints,
all of the variables are constants). We thus require dc¢/dQ; # 0 in order to have a possibly
stable theory, with P appearing in ¢4. One can see that this requirement also applies for Q3

to be in ¢y, since ¢4 can be generated again by the consistency relation

a3 ( 0A 0B da
(2 1

dc a3 X0
—— P — — h— h? — Q3) +—0+=—h=0. (2.66)
P, 90y dQ J0» IO 0, 90>

Using @1, @3, and @4 to eliminate P3, P> and Q3 and then substituting them into the total

Hamiltonian (2.63), the semi-reduced Hamiltonian becomes

Hsg = F(Q1,02) + P <Q2 - %) : (2.67)
90,

101f P enters the constraint equations @5 or @, there will be six constraints, through which all of the
canonical variables will be some constants, and thus a trivial theory.
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If we substitute the last constraint ¢» = ¢ ~ 0 which relates O to some function of Q;, we

will have the final reduced Hamiltonian

Hr = Fi(Q1) +PiF(Q1), (2.68)

where Fj, F> are functions of Q1 only. It is clear that the final reduced Hamiltonian is always
unstable unless F; = 0, implying ¢ = Q>F3(Q1), which means that the Lagrange multiplier
constrains O to be a constant and the theory is thus trivial. We conclude that, if we wish Py

to appear only in the constraint ¢4, the theory is either unstable or trivial.

Py entering ¢z and the conditions for stability

Finally, we consider the case where P; enters at (3. This means that P, enters at ¢, which

requires that b # 0. Replacing /4 in the total Hamiltonian (2.63), we get

(P, — BF \/4abQ3)?
da

which we can use to calculate the awkward looking @3

Hr = P10, +

—A—cQ3— b} +ur 9, (2.69)

05 % (7B) (R=B) 5~ 200: 30 )
b 2A OB
a(2Q2(P2— )aQ —4b(P1 8Q +Q23Ql))
+2(Py )\/_ — +4an\/_ 0, (2.70)

which is always independent of Q3 and, because a,b # 0, we can use @3 to express P as

other canonical variables on the constraint surface,

P~ o)) 8a_cQ2\/% db +aQ2 dc
YU\ ovaaor T 22 901 Vab 90
JA 0 JB > 9b c dc
20, 290, T4 00, 2090,

+ (2.71)

If we use ¢ and @, to eliminate P3 and P, in the total Hamiltonian, we can write the semi-

reduced Hamiltonian as 2

Hop =P ——A 2.72
SR 1Q2+4b (2.72)

The last step in finding a stable reduced Hamiltonian for the physical degrees of freedom
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is to reverse eq. (2.71) as O, = g(Q1,P;) and substitute it into eq. (2.72). Since there are
five arbitrary functions (A, B,a, b, and c), we simply have to choose them as functions of ¢
and ¢ such that the reduced Hamiltonian is stable. For example, in Section 2.5.1, we chose
A=Q3/2,B=c=0,anda=b=1/2.

2.6 Anexample of a stable constrained non-degenerate Pais-
Uhlenbeck oscillator

In this section, we demonstrate how to use this procedure to stabilize the Pais-Uhlenbeck
model by introducing constraints in such a way that the dimensionality of the phase space is

reduced. We consider the Lagrangian of the Pais-Uhlenbeck model with the auxiliary field
A

Y. .
L=71g"— (Wi +w)d* +winwiq’]
+ 27427 4+ y(wi +w2)*Aq? +2yAqq, (2.73)

and the canonical variables are chosen by

01 =g P =YY +2(A¢+Aq)] — y(wi +w3)g (2.74)
O =g+— P,=vj+2YAq (2.75)
O3=A+—P;=0, (2.76)

where the primary constraint is ¢ : P; = 0, and the total Hamiltonian is

2

P, Y Y
Hr = PiQa+ 5 — 5 wiwi0i + (Wi +w3)0;
— y(w1 +w2)?Q203 —20,03P> +u1 9y. (2.77)

The secondary constraints are generated by the consistency relation

0 : y(wi ~|—wz)2Q1 +2P, ~0 (2.78)
03 : Y(wy —w2)?0r+2P, ~ 0 (2.79)
@4 1 16w w203 — (W] — 6wiw3 +wj) ~ 0. (2.80)



42 Higher derivative theories with constraints: exorcising the Ostrogradski ghost

One can check that all of the constraints are second class. Now, if we use (¢1, ¢4) to reduce
(Q3,P3) and use (¢, @3) to reduce (Qy, P»), the reduced Hamiltonian will become
Hp = LWZP% + Z(W% +w%)(w% +4wiwy + w%)Q%,
(Wl — Wz) Y 8
which is positive definite. One can see that the effective dimensionality of the phase space
is reduced from four (Q;, 0>, P;,P>) to two (Q1, Py).

2.7 Conclusion

In this chapter, we proved that the linear instability, i.e. Ostrogradski ghost, in a non-
degenerate higher derivative theory can be exorcised by the addition of constraints, at the
cost of reducing the dimensionality of the phase space. We show this procedure in a class of
second order time derivative theories with one Lagrange multiplier to illustrate how this is
possible in principle. Generalization to arbitrary higher order derivative theory with multiple
Lagrange multipliers is straightforward and we will explore how it may be generalized to

higher derivative gravity in the next chapter.



Chapter 3

Stabilization of Linear Higher Derivative

Gravity with Constraints

As emphasized in the two preceding chapters, all of the non-degenerate higher derivative
theories suffer from the Ostrogradski instability. In this chapter, we will investigate the Os-
trogradski instability of higher derivative gravity models with quadratic curvature invariant
aR’>+BR wvR*Y perturbatively and show that the instability can be removed by the judicious
addition of constraints at the quadratic level of metric fluctuations around Minkowski/de Sit-
ter background. By making a suitable parameter choice, we find that the instability of the
helicity-0, 1, and 2 modes can be removed while reducing the dimensionality of the orig-
inal phase space. To retain the renormalization properties of higher derivative gravity, the

Lorentz symmetry in the constrained theory is explicitly broken.

3.1 Introduction

We have seen that every non-degenerate higher derivative theory suffers from the Ostro-
gradski instability (see Chapter 2 and the references [1, 41, 48, 58, 66]).

In this chapter, we will consider the following action first investigated by Stelle [14]!

M2
S = 7”/614%/—3,(1%2/\4r aR* 4+ BRyyR*Y). (3.1)

This action with mass dimension —2 parameters o and 3 in general contains eight degrees of

freedom [15]. By expanding it around Minkowski spacetime, we can see that two of which

'Here we have turned on the bare cosmological constant since the theory admits a constant curvature
background solution with R;;y = Agyy.
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correspond to the massless graviton in general relativity, five of which correspond to the
massive graviton, and the last one is a massive scalar. As we will see later in section 3.3.1,
the helicity-2 sector is a non-degenerate higher derivative theory and thus suffers from the

Ostrogradski instability.

Nevertheless, this action is interesting, as it is power-counting renormalizable [14] —
the presence of higher derivative terms in the action means that higher spatial derivatives
exist in the propagator of the graviton modes. These spatial derivatives suppress the UV
divergences in the loops, rendering the theory naively renormalizable. The price we pay
for this is the presence of the higher time derivative terms which leads to the Ostrogradski

instability.

One way to take advantage of this insight is to impose different scaling dimensions on
the time and space coordinates — a stratagem utilized by Horava [75-80]. The low energy
limit of this theory is then a generic first order time derivative graviton action with higher
order Lorentz violating spatial derivative terms, which is both stable and power-counting

renormalizable.

In this chapter, we pursue a different track, and ask whether we can selectively remove
the linear instability by imposing constraints on the theory. This idea is motivated by the
proof outlined in Chapter 2 [66], that the linearly unstable phase space can be excised from
the theory through the judicious choice of additional constraints (i.e. the final dimensionality
of the phase space will be smaller). We will show that, at least in the linear theory, we
can stabilize the theory with additional constraint terms, while simultaneously preserving
its improved renormalizable features. Roughly speaking, we add a constraint whereby the
higher timelike derivative terms in the equation of motion are constrained to some lower

timelike derivative or higher order spacelike derivative term, i.e.
g~ 9% 9%, (3:2)

We will show that the final form of this constrained theory is, at least linearly, that of a
second order time derivative equation of motion with higher order spatial derivatives that
are very similar in spirit to the Hofava model, at the price of relinquishing the Lorentz
invariance. Such an artificial addition of constraints changes the dynamics and thus the
general theory. However, as we have simply worked in linear theory, we are unaware of
what the non-linear completion of the theory would be. One possibility which we plan to
explore in future work is that the full non-linear theory suffers from no such technical issues

or at least that they appear in a more natural way.
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This chapter is structured as follows. In Section 3.2, we show how to perturb the action
up to second order in metric perturbation in the general background, which will be used
in the Minkowski/de Sitter backgrounds. In Section 3.3, we obtain the action quadratic in
the metric fluctuation by parameterizing the metric fluctuation around the Minkowski back-
ground. Since, up to the quadratic order, the action can be separated into the helicity-0, 1,
and 2 sectors, we demonstrate how the instability appears in each sector. In Section 3.4, we
show how the helicity-0, 1, and 2 instability can be rendered stable by introducing suitable
constraints. In Sections 3.5 and 3.6, we study the behavior and how to remove the instability
in the de Sitter background. We hasten to add that we have chosen different constraints for
the two different backgrounds considered in this work (Minkowski and de Sitter) — while
it is possible to stabilize the theory with the same constraints, in the helicity-0 mode in
the de Sitter background, we encounter the difficulty that the resultant action is non-local.
This non-locality could be a pathology that arises because we are dealing with linear theory
and may be resolved when a full non-linear completion is obtained, but we will postpone
its resolution for future work. We conclude and conjecture a possible way of making the

procedure viable in the full non-linear theory in Section 3.7.

3.2 Higher derivative gravity: quadratic action

In order to study how the instability appears in action (3.1) at the quadratic order in the
metric fluctuation, it is necessary to expand every curvature invariant up to the second order

in the metric perturbation /4y, which is defined by

guv = &uv +hpuv, (3.3)

where g,y at this stage can be a general background metric and s,y < gyv [81]. The inverse

metric up to the second order in / can be written as

gt =g — Y L WP Ry + O (1) (3.4)
Assuming a constant curvature background of either Minkowski (A = 0), de Sitter (A > 0),
or Anti-de Sitter (A < 0), we compute the second order action

M2 4 2A
S—= _Tp/d4x —gh*Y [(1 +8aA+ gﬁA)Qﬁanﬁ (Dgﬁv - ?guvRL>
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+(B +2a)(§uvm—vuvv +Aguv)RL ) (3.5)

where [ is the d’ Alembert operator and the linearized Ricci tensor, Ricci scalar, and Ein-

stein tensor are defined by?
1 - - _ _
RL - g,U.VRﬁV _Ruvh'uv,

1
Guiv = Rizy = 58uvRL — Mgy (3.6)

Note that the indices are raised and lowered by the background metric gy .

3.3 Quadratic action around the Minkowski background

In this section, we will study how the instability appears in the action at the quadratic level
of perturbation around Minkowski background (A = 0). We parameterize the metric fluctu-
ation by

ds* = —(142)dt? + 2B;idx‘dt + [(1 — 2y)§;; + 2E;;|dx'dx’ (3.7)

where E;; is a symmetric, traceless tensor and the index i, j are raised and lowered by &;;.

We can further decompose B; and E;; into the helicity-0, 1, and 2 modes

Bi=0,B+B] 3.8)
Eij = 040)E + OE}, + Eyj', (3.9)

where B and BiT are longitudinal and transverse parts of vector B, ElT 1s transverse, and EiET

is symmetric, trace-free and transverse, and the angled bracket indices component
1
8<i8j>E = 8,-8]-E — §5ijV2E (310)

is trace-free. Through this decomposition, we can separate the action into the helicity-0, 1,

and 2 sectors since, at the quadratic level, there is no mixing between different helicities.

2gee, for example, [82]
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3.3.1 Helicity-2 sector

The second order action of the helicity-2 sector is

/d4 (B ETT +2ETTijV2Ei1}T+(V2Ei1}T)2}

+HEM?+ETIVIESTY (3.11)

which describes two massless helicity-2 degrees of freedom originating from the massless
graviton and two massive helicity-2 degrees of freedom emanating from the quadratic in-
variant term BR;,yR*Y. Since there is no first class (i.e. gauge) constraint in the helicity-2
modes, there are four helicity-2 degrees of freedom in the theory. Note that only the 8 term
contributes to the helicity-2 sector, since R is a class of f(R) gravity and can be written

as an extra scalar field which only contributes to the helicity-0 sector.

Ostrogradski’s choice of canonical coordinates is the pair of canonical variables (E;;, ;)

and (g}, pij), defined by

Elj = ETT RN 77:” 2ETTij+ﬁ(_2E:TTij+4V2ETTij)
qij EE;ET p ZZﬁETTij. (3.12)

One might notice that, in Ostrogradski’s formalism, the two canonical variables E;, g;; have
different dimensionalities: the field E;; is dimensionless while g;; has a mass dimension of
1 and thus the dimension of canonical momenta are different. The dimensionality is not
particularly important — in principle, one can rescale g;; = Mp E; j to place the two canonical

variables on the same footing.

Using the Legendre transform, we construct the Hamiltonian following the usual method

/d3 (p D + il — 2Bq' IV qi; — 'l qi; — BVEUV2E; — EVV2E;; ).
(3.13)
It is easy to check that the Hamiltonian (3.13) generates the equations of motion for the
4 canonical variables via the Poisson Bracket d(-)/dt = [-,H]. It is important to note that
the Hamiltonian is linearly dependent on 7'/ in the second term and hence unbounded from

below — the 7'/ g; j term can be arbitrarily negative when ¢g;; > 0, m'/ — —oco or vice versa.

As noted in Chapter 2, this instability is a ghost. In order to see this, we can explicitly



48 Stabilization of Linear Higher Derivative Gravity with Constraints

diagonalize the Hamiltonian by the following canonical transformation
o= 3 (=)
0ij = V2 (—% —i—ﬁVinj —l—Eij>
i = % (7' —2BV34"), (3.14)

in which case the Hamiltonian becomes

o 1\%;, /d3x PoiiPy  9yV*OU ([ pyiiry WiV wyyl (3.15)

2 2 2 2 28 /|’

where the (Y, py) pair is ghostlike. In the classical theory, the Hamiltonian is clearly un-
bounded from below since the arbitrary choice of (¥, py) in the phase space renders the
second term in the Hamiltonian (3.15) arbitrarily negative.? In quantum theory, while this
instability does not prevent us from identifying a vacuum state and then constructing the
Fock space of many particle states, the imposition of positivity in the energy of all of the
particle states will lead to some states possessing negative norms, i.e. ghosts. One can fur-
ther excise these unphysical negative norm states from the Fock space, but this generically
leads to violations of unitarity. For a review of the quantization issues associated with such

theories, see Appendix B.

3.3.2 Helicity-1 sector

The second order action of the helicity-1 modes can be written by the gauge invariant vari-
able v; = v/ —V2(Bl — ET)*

M2 . | .
S= TP / d*x g <v‘,-v" + v VA Evivl) : (3.16)

3The choice B < 0 corresponds to the oscillating ghost while B > 0 corresponds to the exponential ghost.
See Appendices A and B on the difference between the tachyon and the ghost quantum mechanically.

4One should not be unduly worried by the appearance of the non-local square root of the Laplace operator.
Recall that the Laplace operator —V? has zero or positive eigenvalues A, e.g. —V2>¢, = A ¢y with A > 0.

Formally, v —VZu =Y, cklkl/zq)k (as long as both u and ¢ vanish at the boundary), i.e. u = Y cx @.
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The action describes a vector with mass m% = —113 and the sign of B also decides the overall

sign of the action, i.e. if B < 0, the helicity-1 modes are ghostlike. The Euler-Lagrange

d2
[B <dt2 Vz) - 1} vi =0, (3.17)

which can be solved by the Fourier transform, and the solutions are harmonic oscillators

with frequency wlz, =p>— é The canonical momentum conjugate to v; is, as usual, defined

by

equation of action (3.16) is

Dvi = 3—”.9 = Bvi, (3.18)
5\/,'

and, since we use the gauge invariant variable to write the action, there is no constraint in

the helicity-1 sector and the Hamiltonian is

M 1
p/d3 (Pwpv_gvivzvz_zvl,v). (3.19)

If we choose B > 0, then m% < 0, which means that the theory is tachyonic. On the other
hand, if we choose 8 < 0 in eq. (3.19), the Hamiltonian will be negative definite and thus
ghostlike. One can see that, if B < 0, we can perform a canonical transformation of the vari-

ables into “canonically normalized” form /—Bv; — v;, (—[3)’% Pvi — pvi with the Hamil-
tonian
M 1
P /d3 ( lepv 2 Vzvl + %vl ) ’ (320)
where the mass of the helicity-1 ghost is m% = —%. In summary, the helicity-1 modes are

either tachyonic (8 > 0) or ghostlike (8 < 0).

3.3.3 Helicity-0 sector

The second order action for the helicity-0 modes is more complicated. With the help of two

gauge invariant variables

®=¢+B-FE,

1
¥ = W+§V2E, (3.21)
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the action can be written as

M3 . . . .
S= 7” / d*x [(—6¥? — 2PV + 4PV2D) +4(B +3a) (3P + 4P VAP + 29V D)

+2(3B +8a)(V2P)? +2(B +2a)(V>*®)* —4(B +40) V2PV .
(3.22)

There are two scalar functions in the action and, because of the second order time deriva-
tives on W, there are naively three degrees of freedom.> One degree of freedom will even-
tually be removed by a gauge constraint and the helicity-0 modes sector in general consists
of two degrees of freedom. Note that all of the second order time derivatives appear on the
first line with the coefficient (B + 3a) — it is the well-known fact [14] that, if we choose
B +3a = 0, the massive scalar will be frozen and removed from the theory because of its
infinite mass. The only degree of freedom in this sector is the helicity-0 mode of massive

graviton.

On the other hand, we know that B = 0 is simply an f(R) type theory which is degenerate
and hence also ghost-free — this fact is not manifest in eq. (3.22) above, if we simply set

B = 0. However, when 8 = 0, the action can be rearranged as

M3 : .
S = 7” / d*x [(—6¥? — 29V + 4PV2D) + 4 (3P —2V2W + VD), (3.23)

where we have suggestively written the second term in the action (3.23) as a complete

square. By varying ®, we obtain
2 l 2 .o
Vb = g +2V7 | ¥ -3VY. (3.24)

Inserting eq. (3.24) back into the action (3.23), we obtain the action of a single non-ghostlike

massive scalar field
M? : 2
S = 7” / d*x (6‘1’2 +6PVAY — a‘I’Z) : (3.25)

as we would expect for f(R) type theories. It is clear that, since the action is only dependent
on ¥ and P, there is only one ghost-free degree of freedom. Notice that, if @ < 0, this scalar

is a tachyonic unstable degree of freedom, which is consistent with the general f(R) gravity

3As in eq. (2.3), an extra time derivative in the action will generate two further dimensions of the phase
space, i.e., one more degree of freedom.
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theory, approaching general relativity limit at high curvatures, where we require f”(R) > 0
to avoid tachyonic instability [4, 20, 21, 83]. By setting @ — 0, the mass term blows up
and thus renders this degree of freedom non-dynamical, i.e. it reduces to simple General

Relativity.

Harking back to the action for general a and f3, eq. (3.22), Ostrogradski’s choice of

canonical coordinates is

P=P+— pp=0

S

¥Y=¥<— = —

Py 5P
X=V¥— py =8(B +30)(3¥ + V20), (3.26)

where the choice 8 + 3o = 0 means that p,, = 0 becomes a primary constraint instead of an

additional degree of freedom.

The Hamiltonian can be expressed by the canonical coordinates

2 2
H:M—I%/d3x Py PV
2

pwx + - ® + (61> + 29V ¥ — 49V2D)
48(B +3a) 3

—16(B +3a)x V% —2(38 +8a)(V*¥)? +4(B +4a) V¥V D — ?(v%p)l’ :
(3.27)

The primary constraint is ¢ : pp = 0 and all of the constraints can be generated by the

consistency relation

4
@ : V? (%"+4\P—4(ﬁ +4a)vzlp+?ﬁv2q>) ~ 0, (3.28)

where ~ means “weak equality” (i.e. the equality is numerically restricted to be satisfied
but not identically valid throughout the whole phase space.) — see [23] for a discussion on

this point.

Since ¢y, @, are second class,® we can use them to reduce the phase space (®, pe ), and

®Note that, in the case of B = 0, the constraints ¢; and ¢, are not second class and the theory will contain
two more constraints. The reduced phase space is then two-dimensional and the Hamiltonian is bounded
below if & > 0, as in the conclusion of the full f(R) theory.
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the reduced Hamiltonian is

M3 +2a 1
He="2 [ {pui+ 5 520kl (B 40

16B(B +3x) B
642 480\ ooy, 320(B+30) o2
+5Y (10+ 3 NPV 4 3 (V2P)
+6x% —16(B + 3oc)xV2x} . (3.29)

The linear dependence of py again renders the Hamiltonian unbounded from below.
In order to see the mass content of the helicity-0 modes, we will need to further diago-

nalize the Hamiltonian by the following canonical transformation

01=\3 (”—" _8(p+3a) +3°‘)v2\1’+2‘P> ,

6 3
]
1 /pw 2
= (5 8B +30)Vy),
P = 1 <—p—‘P+8(ﬁ+3a)V2x—6x>. (3.30)
VAN

The diagonalized Hamiltonian is then

M3 P 1 1
H :_P/d3 Ly -0,Vv? — 0>
R 5 X[ 5 +2Q1 Q1+2[3Q1
P; 11

1 2 2
"‘7 - Esz O+ Esz} . (3.31)

The reduced Hamiltonian of the helicity-0 sector contains two massive degrees of freedom.

One is a massive ghost coming from massive graviton with mass m, 2 _ P and the other

1 7
2(B+3a)”

Let us combine the results from all sectors. In Section 3.3.1, we saw that there are

is massive scalar with positive definite kinetic energy, with mass m(z) =

four helicity-2 degrees of freedom, two of which suffer from ghostlike instability. In Sec-
tion 3.3.2, the two helicity-1 degrees of freedom are either ghostlike or tachyonic, depending
on the sign of B. In Section 3.3.3, one of the two scalar degrees of freedom is ghostlike.
With B < 0, one can see that the unstable modes in the helicity-0, 1, and 2 sectors are

massive with mass m% = —%, which corresponds to the massive graviton. This result is de-

7 Again, the sign of B would change (Q;,P;) from a massive oscillating ghost to an exponential ghost,
while the sign of (8 4+ 3a) would change (Q», P») from the normal mode to the tachyonic mode.
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rived by Stelle in his seminal work on higher derivative gravity [15] using an auxiliary field
methodology. Here, we rederive the results using the usual Hamiltonian formalism and the
equivalence between the two formalisms is given in Appendix C.

There are two special choices of parameter in the linearized theory. With @ # 0,8 =0,
the massive graviton sector gains an infinite mass and hence becomes non-dynamical. In
this case, the theory consists of one massless graviton with one massive scalar field (i.e. an
f(R) theory). On the other hand, by taking the limit 8 4+ 3a = 0, the massive scalar field
becomes infinitely massive and hence non-dynamical. In this case, the theory’s particle
content is reduced to one massive and one massless graviton. With the latter choice and a
total minus sign, at the linear level, one can have a theory with a healthy massive graviton
[65], since this choice is consistent with the Fierz-Pauli tuning. However, one should expect

that the Boulware-Deser ghost [84] would enter at the nonlinear level.

3.4 Stabilization by constraints in the Minkowski back-

ground

In this section, we will demonstrate how to remove the unstable degrees of freedom by in-
troducing constraints via auxiliary fields. As shown in [66], this will result in the effective
dimensionality of the phase space being reduced. Roughly speaking, we impose the con-
straints such that the auxiliary fields are related to the second order time derivative of the
unstable fields, resulting in the final equations of motion being second order in time deriva-
tives yet up to fourth order in spatial derivatives. The advantage of preserving the spatial
part of the “higher derivative” component is that we retain the improved renormalization
properties of such theories, at the price of relinquishing the Lorentz invariance.

One might ask: what if we remove the instability without explicitly breaking the Lorentz
invariance? Here, we emphasize that we can insert constraints to remove the higher spatial
as well as the higher time derivatives by treating them on an equal basis, with the end result
being a stable second order theory in both space and time derivatives. For example, the

unconstrained helicity-2 action (3.11) can be written as
Mp [ 4 TT\2 | pTTijpTT
S:T/d x [BOET)? 4 ETTIOEST)

Without the full theory, we do not know how to impose constraints by introducing the aux-

iliary field A into the action without breaking the Lorentz invariance while removing the
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highest time derivative in the equations of motion. The best thing we can do is to couple
A;j with OJE;;, and the Lorentz invariance is not explicitly broken by extra terms. We can

mOdlfy the action as
S 14[’2 14 B DEIT y 2 ETT” DEIT )

The choice a = 1 corresponds to forcing 4;; coupling to every [JE;; while the choice a =0
corresponds to forcing A;; only coupling to those [E;; where the [J cannot be removed

through integration by parts. The equations of motion of the theory are

84 2B(CENT — A1) +aEIT =0,
8E : 2BO(TEST — Aij) + (OEST —al") + DEST =0,

which can be written as a single equation of Ej;

2
T 4 oTT _
2(1—a)DEl-j __ZBEU =0.

The solution to the equation of motion is either trivial if @ = 1 or a travelling wave solution
to the Klein-Gordon equation with mass m?> = a®>/4B(1 —a) if a # 1. In both cases, the
equations of motion will have the same order of time derivatives and spatial derivatives and
the improved renormalization properties will not be retained.

For notational simplicity, from now on we drop the traceless notation BiT, ETT, which

should be clear from the context.

3.4.1 Helicity-2 sector

We begin by introducing a helicity-2 auxiliary tensor field 4;; into the action (3.11)
Mp [ 4 i 2 g2 25 3\2
§= T/d x {BI(Eij — Aij)* +2EVV E;j + (V°Eij)°]
—l—EijEij+EijV2Eij+4ﬁ/lijV2Eij}, (3.32)

where 4;; is transverse traceless, which also explicitly breaks Lorentz invariance. The

canonical coordinates are

Eij = Ejj — 1 =2EV 4+ B(—2F"Y +2A7 +4V2EY)
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qij = Eij +— p =2B(EV =AY
Aij = Aij +— pli =0, (3.33)

and the Hamiltonian is
_ M% 3 ij 1 ij ij VZVZ VZ
H==F[dx |n 4iit 357 pij—EY (B +V7)E;;
=" (1+2BV?)gij + A" (pij — 4BV7Eij) | (3.34)
The Poisson bracket of a pair of transverse traceless canonical coordinates can be found as

Eij(x), mu(y)lp = /A\ij,kla(s) (x—y), (3.35)

where /A\,- .k 18 the transverse traceless projection operator defined by Ai ik =1 /2( é,-kéﬂ +
éil éjk — éi j ékl)’ while éi =06 — % is the transverse projection operator. Since the equa-
tions of motion in the Hamiltonian picture are generated by the Poisson bracket, the projec-

tion operator will preserve the transverse traceless characteristic.

It is clear that p,;; = 0 is a primary constraint as it is an auxiliary field. Via the consis-
tency relation, we can generate further (traceless and transverse) secondary constraints as

follows

¢1:paij =0,
O pij_4BV2Eij ~ 0,
¢3: W —2qi; ~ 0,

@1 : 2(BVAVEHVIE;; — = pij+2(—1+2BV?)A; = 0. (3.36)

We can use the constraints ¢y, @4 to eliminate the degree of freedom (A, p; ), and use @,
@3 to eliminate (g, p). The coefficients in the action (3.32) are chosen such that there are
at least four constraints in the theory and there is no V2 in @3 which will generate nonlocal

terms in the reduced Hamiltonian.

Using the constraints, (g;;, pij) can be written as follows
E
2 )
pij = 4BV2E;;, (3.37)

qij =
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and the reduced Hamiltonian becomes
M> 1 N
Hp = TP/d?’x L—tnm — 2BV m;; 4+ EY(-V* 4 3BVV2)E;; | . (3.38)

To check whether the reduced Hamiltonian is bounded from below, we will explicitly quan-
tize the theory. Similar to quantum electrodynamics in the Coulomb gauge, one can follow
Dirac’s method to quantize the constrained system. We first write down the generalized ver-
sion of the Poisson bracket (i.e. the Dirac bracket), which generates the time evolution of
any fields in constrained theory while preserving all of the constraints. We then promote all
of the fields to operators and the commutators of two fields now become i times their Dirac
bracket.

To write down the Dirac bracket, we first define a matrix C,p, = [@4, @p]p,

00 0 -—-a
00 —a 0] 4

Cabiijj(X,y) = 04 0 —b Aij,kl6(3)(X_Y>7
ao b o0

where 4 and b are two operators @ = 2(—1+428V?) and b = 2(BV3V2 + V% —1/B). The

inverse of Cgp, 18

Cfl;ab;ij,kl —

and the Dirac bracket of two fields X, Y is defined by
X, Y]p = [X,Y]p = [X, @ajlpC "M [y 4o, Y.

Equipped with the Dirac bracket, one can use the reduced Hamiltonian to write down the

equations of motion of this system

. 1
Eij = [Eij,Hr]p = 5 (3.39)

(—2V2 +6BV?V?)
(—1+2BV?)

7ij = [mij,Hrlp = Ej;. (3.40)
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Using egs. (3.39) and (3.40), we find

(—V2+3BV2V2)E“
(—142BV2)

Ej= (3.41)

which is the Euler-Lagrange equation of the action (3.32). We can solve eq. (3.41) by taking

the Fourier transform

d3p ipXf
Ejxn)= [ G ¢ E(p.0) (3.42)
where E;;(p,t) satisfies
& (P+ 3Bp )] g
— = 5~ =0. 3.43
For any p, E; i(p,?) is a harmonic oscillator with frequency
24 3B8p4
(p°+3Bp*) (3.44)

Wp = ,
PV (1+2BpY)
where WIZ) is positive definite if § > 0.

In order to quantize the theory, we write E;;, 7;; as a linear summation of the creation

and annihilation operators apT, ay,

d’p +

Eij(x) = (27)] TWP 28,] ape®* +arfe~'P)
d? . .

ma) = [ 55 i hﬁl):sauw@4é“X—a§é***x 345
(2m) 2~

where the coefficients S{j(p) are chosen in such a way that they solve the equations of
motion eqgs. (3.39) and (3.40), and the superscript r labels the polarizations. The symmetric

transverse traceless tensor 8 satisfies p 8 i = 84 sl-rj =0, and is normalized as

6}’5’
€ ehi( = 3112802 3.46
L5(P 21+ 2% A0
with the completeness relation
2 Ajj
Z pel(p) = — i) _ (3.47)

= 2(1+2Bp%)



58 Stabilization of Linear Higher Derivative Gravity with Constraints

The operator A;j ;(p) is defined by replacing all of the V2 in the transverse traceless projec-
tion operator by —p2. One can calculate the Dirac bracket of (E;;, m;) and the commutator

of the two operators is thus

[Eij(x), T (Y)|p = —iMiju { ( !

= | &B®x=
—1+2ﬁV2)]6 (x—y). (3.48)

With the normalization eq. (3.46) and the completeness relation eq. (3.47), the commutation

relation eq. (3.48) is equivalent to

p7aq] [a;)TvaflT] - 07

lah,ay'] = (2788 (p—q). (3.49)

la

One can thus rewrite the reduced Hamiltonian (3.38) as creation and annihilation operators
M2

Hy =P (27: 3 Wy (Za” r+-(21)%883)(0 )) (3.50)

The energy spectrum is real and bounded from below if wlz, is positive definite, as long as
B >0.

3.4.2 Helicity-1 sector

We now turn to the helicity-1 unstable modes. As shown in Section 3.3.2, this sector is
tachyonic if B < 0 and ghostlike if B > 0. As usual, we will remove it by modifying the
action (3.16) with the introduction of a helicity-1 field A;

2
_Mp /d4 ﬁ{ — )+ Vzv’-l-%v, . (3.51)

Ostrogradski’s choice of canonical coordinates is

i

v,-Ev,-<—>pi:ﬁ(\> —7Li)
Ai =N +— ph =0, (3.52)

and the Hamiltonian is

o . 1
P/d3 (pva Plvli—gvivzvl—ivivl)- (3.53)
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There are four constraints in the theory, which can be found as

@1:ph =0
@2 pl~0
@3V + BV =0

i . . .
Oy : %—szpf/—f—ll—i—ﬁvzll ~ 0. (3.54)

If we use the four constraints to eliminate (v;, pi,), (A, p} ), the physical phase space will be
zero-dimensional and the reduced Hamiltonian vanishes.

3.4.3 Helicity-0 sector

Finally, we introduce a helicity-0 field A into the action (3.22)

S= MTFZ’ / d*x [(—6‘1’2 — 2PV APVAD) +4(B +30) (3P + 4PV + 29 V23D)
+2(3B +80)(V2W)? +2(B +2a)(V>D)> — 4(B + 40 VPV D
+32(B+ 30)AVRW +12(B + 3a) (A% — 292 — %wch) LAY

(3.55)

where A is some arbitrary real constant. There are four naive degrees of freedom, whose

canonical variables are

P=P+— pp=0

oS
Py =<y
X=x— py=8(B+3a)3(¥-1)+ VD]
A=A+ py =0. (3.56)
The Hamiltonian can be written as
M2 P2 Py V2D
H:—P/d3 X _ 672+ 2¥VAY — 4PV3d
2 | PR AT g ke T 3 + (61 + )

—16(B +3a)xV?x —2(3B +80) (V?¥)? +4(B + 40) V¥V D
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—?(VZCID)Z—HI(px—A‘P) —32(B43a)AV?¥|, (3.57)

where the constraints of this theory are

¢1:pp=0
¢2:py =0
@3 py —AY —32(B+3a) V¥~ 0

4
@4 : V? %’f + 4% —4(B 4 4a) VY + ?ﬁvch ~0

®s Zp\y—i—(lz—i-A)% ~0

(124+A)py
24(B +3a)

A
+4(3B +8a)VAV2W —4(B 4+ 40) VP V2D — 4V2Y — gv2c1> ~ 0. (3.58)

06 : +2(6+A)A +32(B +3a)V?A

We use the six constraints to eliminate three pairs of canonical coordinates (®, ps), (4, p;,),

and (X, py ), reducing the Hamiltonian to

5 _ 2
48a. A 2y 2BH3)(B+0) o2
+ [(22+—B )+B(3B+4a)} PV 4 5 (V>%) }

(3.59)

which generates the evolution of a single dynamical variable W. It is clear that it can be
made positive definite by certain parameter choices, for example (A = —8,a¢ = 0, > 0).
We can check that the quantum theory is also stable in the following manner. First, we find

the Dirac bracket of the theory as usual, which can be used to find the equations of motion

1

V= (3.60)
_— (12+4) 2 A2(B+20)
PY = T 6+ A) +32(B + 30)V2 {E {(6“‘” 16(B +3a)1 ¥

48c, A z
+2((22+ B )+B(3B+4a)]V‘P+

64(B+3a)(f+a)
B

VZVQ‘P}. (3.61)
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One can check that egs. (3.60) and (3.61) reproduce the Euler-Lagrange equation. We solve

these equations by taking the Fourier transform

d3 —_
¥(x,1) = / (27:1;3 PP (p 1) (3.62)

as usual, and the solution li’(p, t) is a harmonic oscillator with frequency

1
O e P R e
—[B(3A422) + ot (4A +48)|p* + [6+A+:%H. (3.63)

4‘ M1}

Following the usual quantization rules, we define the commutator of ¥ and py to be

times their classical Dirac bracket, i.e.

(124 A)i o)

[‘P,p\{‘] = 2(6 +A> —|—32(ﬁ + S(X)Vz

—y). (3.64)

By expanding ¥, py as a linear summation of creation and annihilation operators a;, ap

/ [ape™> + ape™] (3.65)
\/2wp VI32(B+30)p? —2(6+A)] '
dp  [wp i(12+A)[ape™™ —az,eip’x]
- ad ) 3.66
e /(Zﬂ)3 2 /[32(B+3a)p* —2(6+A)]’ (3:60)

we obtain the usual result that the commutator eq. (3.64) is consistent with the Fock space

commutators

[aP?aq] [apT,aT] =0,
27%)8%) (p—q). (3.67)

lap,a ]
Using these operators, the reduced Hamiltonian can then be written as

dp 1
Hi=" x) Ml (Za ap+ 5(27)°8C )(0)>, (3.68)

which is bounded from below as long as wlz, is positive definite, a condition which is satisfied

by suitable choices of parameters A, & and f3.
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3.5 Quadratic action around the de Sitter background

In this and the following section, we will show how to remove the unstable degrees of
freedom in each helicity sector in the de Sitter background. In order to separate the action

into the helicity-0, 1, and 2 sectors, we first parameterize the metric fluctuation as

ds* = a*(t) {—(1+2¢)dt* + 2Bidx'dt + [(1 — 2y)&;; + 2E;jldx'dx' } (3.69)
where 7 is conformal time, and a(f) = —Hlt, A = 3H? in the de Sitter background. We can

again decompose B;, E;; into

B; = d;B+Bf (3.70)

3.5.1 Helicity-2 sector

The second order action of the helicity-2 modes in the de Sitter background is
—_ Mp [ 4 2 Lo BUV2E V2E. )2 2 5 )2 4 Fiiy2 )
S=" [ d'x {B(Eij)” +2EYV?E;j+ (V°Eij)°| +ca”(1)[(Eij)” + EVVE;j]}, (3.72)

which reduces to the unconstrained Minkowski case if a(t) — 1, and H> — 0. We have also

defined the dimensionless parameter
c=1+8H*(B+3a). (3.73)

From eq. (3.1), we note that in the de Sitter space R ~ H?, and hence we would expect that
la|H? < 1 and |B|H? < 1 if we assume that the higher derivative terms are corrections to
general relativity i.e., ¢ > 0 unless the higher derivative terms dominate. As an aside, note

that, in the special case of B +3a =0,c = 1.

Since there is no constraint in the helicity-2 modes, there are four helicity-2 degrees of

freedom in the theory. Ostrogradski’s choice of canonical coordinates is

Eij = E,'j — 7'L'ij
qij = Eij +— p" = 2BEY, (3.74)



3.5 Quadratic action around the de Sitter background 63

and the Hamiltonian is
P/d3 ( lj+7rqul] Zﬁq”quU—caz(t)q”qij
—BV2EUNV?E;; — cd®(t)EVV2E; j> . (3.75)

As in eq. (3.75), the linear dependence of 7'/ is the signal of the Ostrogradski instability.
The 7'/ g;; term can be arbitrarily negative when g;; > 0, 7'/ — —oo or vice versa and hence

the Hamiltonian is unbounded from below.

3.5.2 Helicity-1 sector

The action up to the quadratic level of the helicity-1 modes can be written using the gauge
invariant variable v; = vV —VZ2(B; — E;),

MZ 2 )
5= [dk g(v,v F V2 ’—l—aT(t)viv’), (3.76)

and the Euler-Lagrange equation of action (3.76) is

[[3 (j; V2) —caz(t)] v; = 0. (3.77)

Through the Fourier transform, we find that the solutions are harmonic oscillators with

ca®(t)

frequency W% =p>— B The canonical momentum conjugate to v; is then defined by

p= 25 _pyi (3.78)
Sv;

Since we use the gauge invariant variable to write the action, there is no constraint and the

Hamiltonian is

2
MP /d3 (lepv . gvivzvi . CaT(t)vivi) ) (379)

There is a subtle but important difference between the de Sitter and Minkowski back-
grounds for the helicity-1 modes. In the Minkowski case, eq. (3.19), the helicity-1 mode
is either tachyonic or ghostlike since the sign of v;¥' is always negative. However, in the
de Sitter background, one may choose ¢ < 0 to render the coefficient of v;' in eq. (3.79)

to be positive. Nevertheless, as we have argued that, generically, ¢ > 0 unless the higher
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derivative terms dominate, we will not consider this case further. The helicity-1 sector is

thus either tachyonic or ghostlike, depending on the sign of 3.

3.5.3 Helicity-0 sector

The second order action for the helicity-0 modes in the de Sitter space is far more compli-

cated. We can use the usual two gauge invariant variables

o .
d = ¢+B—E—;(B—E),

1 1 .
P = W+§V2E+;(B—E), (3.80)

to write the action as

Mp/d4 {a

(—6¥? — 2¥VAP + 4PV2D — 12a(t) HPY — 64 (1) H*D?)

(z)

+4(B +30) (392 + 4PV + 29V2D)

+2(38 +80)(V?W)? 4+ 2(B +20)(V>®)? — 4(B + 4a) V2PV D

+4(B +3a) [128° (1) H> ®F + a* (1) H* (6¥? + 6P + 3d? + 29 V2P
+TOV2P — 4PV2D) +2a(1)H (SPV>D +39D) ] } . (3.81)

Again, one can see that the action can be reduced to the Minkowski case eq. (3.22) if a(t) —
1, H — 0. However, this set of variables is rather unwieldy because of the nonlocal terms
in the reduced Hamiltonian, so we choose the following pair of gauge invariant variables

instead
S B
A: ¢ —T(W+§V E)a
. 1
B=V? [B—E+t<l[/+§V2E)], (3.82)
whereupon the action becomes far shorter, i.e.
/ d*x { (B+2a)(B+V2A)? 2a4H2A( — + 3A)

+ (B +3a) {8aH (BV> A+ BA)+16a’H’ BA

+a*H*[8% + 8BA+ 124 + 28 AV>A] } } : (3.83)
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The two sets of gauge invariant variables eqs. (3.80) and (3.82) are related through the
following field redefinitions
v 1
= —+®,B=——V?¥ 3.84
A aH T aH (3.:84)

One can see that there is no corresponding field redefinitions in the Minkowski background,
because, in the Minkowski case, aH = 0. In this and the following sections, we will use
the new pair of fields (A, B) to show how to remove the instability. We made this choice
to evade the possible issues with the physical interpretation of the nonlocal terms — we
emphasize that, in principle, one can use the old pair of fields (®,¥) and add the same set
of auxiliary field terms to remove all of the instability, similar to the helicity-1, 2 cases.?
Since there might not be any nonlocal terms in the full non-linear theory, this procedure
could provide a better starting point — however, since the non-linear theory is beyond our
scope, here we only want to show that the same idea can be applied to the de Sitter case.

Using the new set of variables, the canonical momenta can be written as

ps = (B+3) (82 H* A+ 8aH A) +4(B +2a) (B+V2A)
pa=(B+3a)(24a’H* A+ 8aHB), (3.85)

and the Hamiltonian thus becomes

M3 3 2pppa . (B+20)p?
H:_P/d3 R A
2 /47 {85 [’”B N
3

3aH — 6a*H?(B+3a)

- E(pB - 31;—“;1)[2412}12([3 +3a) A+ (B +2a)V2 A
ViA B 1
it [ s A

+ %,4 2(B +20) (B +30)VAV? + 126*H* (B + 300)?

+2a*H*(B +30) (120 — B)V? + 3a* H* ] A}. (3.86)

—84°H*(B +3a)B {

To make the dynamics explicit, we perform a final canonical transformation

1 4
N S 200) V2 + 242 H?
PB — DB 3aHpA+3aH[(ﬁ+ )V +2a"H* (B +3a)|B

8We possibly need to add extra terms in both the Minkowski and the de Sitter cases if we want to remove
the nonlocal terms by constraints.
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1
A—s Ak o B, (3.87)

such that the Hamiltonian becomes

H— 1%% /d3x {%pé + 48a2H;§43 ol %plg [(B+2a)V? +24°H?(B +3a)] A
g [%vzv%z(ﬁﬂaw%@a%12a2H2(/3+3a)) B
1 3aiHB [(B+2a)V*V? +8a*H*(B +3a)V? — 12a*H* (B +3a)] A
+ %A [2(B +2a) (B +3a)V2V? + 12a*H* (B + 3a)*
+ 2a°H*(B +3a)(12a — B)V? +3a*H*B] A}. (3.88)

Since there is no constraint in this theory, this is the Hamiltonian describing two physical
degrees of freedom. Although the instability is not explicitly shown, one can see that, at
some limit the Hamiltonian is unbounded from below. In order to have stable kinetic terms,
we require that (8 +3a) > 0 and 8 > 0, which guarantees that the first two terms are positive
definite. On the other hand, in the high frequency limit in Fourier space, one should expect
those terms with the highest spatial derivatives to dominate. This requires that (8 +2¢) <0
so that the B2 term is stable (from the second line in eq. (3.88)), which cannot be satisfied
simultaneously. We thus conclude that the Hamiltonian is unbounded from below with any
parameter choice in the high frequency limit and there must be at least one unstable degree

of freedom in the helicity-0 sector.

3.6 Stabilization by constraints in the de Sitter background

3.6.1 Helicity-2 sector

Similar to the Minkowski case, we first rewrite the action (3.72) by introducing a helicity-2

auxiliary tensor field A;;

M3 . N -
S= TP /d4x {B[(Eij— Aij)* + 2BV E;j 4+ (V2E;j)? +- 40TV E; ]

+ea® (1)[(Eij)* + EVVE; ) (3.89)

where 4;; is transverse traceless, and its introduction explicity breaks the Lorentz invariance.
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Ostrogradski’s choice of canonical coordinates is

Eij = Eij — 717ij = 2Cd2El]+ﬁ(—2El]+2111+4V2EU),
qij EEU <— pij = Zﬁ(Eij —)Lij),
Aij = Aij «— pi =0, (3.90)

and the Hamiltonian is

M> . 1 .. ,
H= TP/d:z'X [n’]qi_,-—k Ep”pij —q”(caz—l—ZﬁVz)q,-j

—EY(BVAV? 4 ca*V2)E;j+ A" (pi; — 4BVZE;))] . (3.91)

The Poisson bracket of a pair of transverse traceless canonical coordinates is identical to

their Minkowski counterparts
[Eij(x), T (¥)]p = Aij a8 (x—y). (3.92)

To find the constraints, we apply the Dirac Bracket formalism as usual. It is clear that
p’/{ = (0 is a primary constraint, and the rest of the (transverse and traceless) constraints of
this theory are generated by the consistency relation

¢1:ppij =0,
@2 : pij—4BVE;j ~0,
O3 T —2C6l2qij ~ 0,

CCl2

Q4 : 2([3V2V2 +CCle2)Eij — Fpij

+2(—ca® +2BV?) A ~ 0. (3.93)

Armed with these, we can use @, @4 to eliminate the degree of freedom (A, p, ), and @,, @3
to eliminate (g, p). The coefficients in the action (3.89) are again chosen such that there are
at least four constraints in the theory and there is no V2 in @3 which will generate nonlocal
terms in the reduced Hamiltonian.
Using the constraints, (g;;, pij) can be written as follows

_ M

2ca?’
pij = 4BV2E;;, (3.94)

qij
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and the reduced Hamiltonian becomes
M2
H R — TP / d 3X |:

which is positive definite if § > 0, ¢ > 0.

mn"/(ccﬁ—2/3V2)n,-,~+Eif(—ca2v2+3ﬁv2V2)E,~j . (3.95)
cea

3.6.2 Helicity-1 sector

In Section 3.5.2, we showed that the helicity-1 modes are only stable if B > 0, ¢ < 0. How-
ever, our imposition of the constraints to restore the stability of the helicity-2 sector requires
that ¢ > 0 in addition to the usual arguments on subdominant higher derivative terms. We
thus choose ¢ > 0 and remove the unstable helicity-1 modes altogether, as follows. Similar

to the Minkowski case, we modify the action (3.76) by introducing a helicity-1 field A;

M2 ) 2 )
S = TP d*x g [(vi — li)z + v, V2 + %viv’ ) (3.96)
Ostrogradski’s choice of canonical coordinates is
vi = v« pl, =B —17),
Ai =N +— ph =0, (3.97)
and the Hamiltonian is
M2 i , , 2
H==F / x (p—g‘gv’ S pidi— gvivz i %w) . (3.98)
The four constraints in the theory can be found as
¢1:py =0
¢2:p,~0
@3 ca®V' +BVH =0
2 . . .
o S L V2l 4 AT 4 BV2AT & 0. (3.99)
B 14

If we use the four constraints to eliminate (v;, p!,), (A, p} ), the physical phase space will be

zero-dimensional and the reduced Hamiltonian vanishes.
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3.6.3 Helicity-0 sector

Finally, we deal with the helicity-0 instability. We modify the action eq. (3.83) by introduc-
ing a helicity-0 field A

a

M3 : 2B
S= TP/d4x {2([3 +20)(B—A+V2A)? —24*H*A (—H +3A>
+(B+30a) [8aH(BV*A+BA—AA)+16a°H> BA+28a*H* AV> A

+a*H?* (88 + 8BA— 8L A+ 12.47)] } (3.100)

As now must be familiar, the canonical coordinates are

P =0,
pa= (B+3a)(24a*H* A+ 8aHB —8aHA),
p5=4B+20)(B—A+V2A) + (B +3a)(8a*H* A+ 8aHA), (3.101)

and the Hamiltonian is

M3 3 2pspa | (B+20)p?
PN 2 )
2 x{sﬁ {p"” 3aH | 6a2H2(B+3a)| T PE

N %(ps - %)[Zasz(B +30)A+ (B+20) V2 A]

+ S AL2B +20)(B-+30) VY4 126 (B + 300

+2a*H* (B +3a)(12a — B)V? +3a*H*B] A
2

‘s v2A 1 B

There are four constraints in the theory, which can be found as

01:pp=0
0 :pp~0

2B VA 1
S [ SEN— R/ [POY |
% n T em T2 e )

@s:F(A, ) ~0. (3.103)



70 Stabilization of Linear Higher Derivative Gravity with Constraints

Applying these constraints to remove the A and 5 pairs and redefine

2 3,3 (B+30)?

PA— DA {8aH(ﬁ+3a)V +16a’H —[3+2oc A (3.104)
we obtain the reduced Hamiltonian

_ Ail% 3 (ﬁ —|—206) 2 2 N2

Hi = 5 dx{16612H2ﬁ([3—|—3(X)pA+2(B+3a)(V A)

—2a*[1+6(B +30)H*| AV2 A+ 2d*H? A?

8a*H* (B +3a)(2B +5c) a* )

. 3.105
+[ (B+2a) 2(I3+3a)}“4 } ( :

If we require Hg > 0, which means that every term in eq. (3.105) needs to be positive

definite, there are two possibilities:

* B <O, —% <a< —%, which is not compatible with the condition we require that
the helicity-1, and 2 modes to be stable, § > 0.

* B>0,B+3x >0, we can use this parameter choice to have stable helicity-0, 1, and
2 modes.

Choosing either possibility will result in a stable helicity-0 sector.

3.7 Conclusion and future direction

We investigate the instability in higher derivative gravity models with quadratic curvature
invariant R?, R*YRy,y by expanding the action to the quadratic level of metric fluctuation
around the Minkowski/de Sitter backgrounds. We show how the instability in the helicity-0,
1, and 2 sectors can be removed by choosing additional constraints. With the help of these
constraints, the degrees of freedom are reduced from rwo helicity-0, two helicity-1, and four
helicity-2 to one helicity-0, zero helicity-1, and two helicity-2 modes. The fact that the phase
space has to be reduced — 1.e. it is impossible to modify the theory via constraints such that
the instabilities are “made stable” — is an expression of the theorem proven in [66] that the
Ostrogradski instability can only be removed if the original theory’s phase space is reduced.

We emphasize that adding constraints to remove instability is only valid in the linear
theory. A full non-linear extension of this methodology is beyond the scope of this disser-

tation, and we have made no attempt to produce a covariant formalism. However, even in
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the linear theory, some features of a stable higher derivative gravity can be gleaned. First,
it is clear that a general higher derivative theory which is stable and possesses the desirable
renormalization properties breaks the Lorentz invariance. Indeed, the “stabilized” theory
has the form of a low energy effective limit of a Lorentz violation, much like that of Hotava
gravity.

Second, the stable higher derivative theory has no helicity-1 modes, at least in the
Minkowski case, since this mode is unstable in the original theory and hence must be re-
moved. The de Sitter case is less clear-cut — the helicity-1 sector may be made stable by
the curvature term although we have chosen to remove it in order to be consistent with the
stability of the helicity-2 sector.

Although the full non-linear extension of this procedure is not yet known, we would
like to point out several directions for potential future research. First, one could expand the
action (3.1) around the constant curvature background to the next order. The action would
be cubic in the metric perturbation 4y, and one can check if the stabilization procedure
remains valid. If the procedure is valid for the next order, one can see whether there is a
pattern that we can use to generate the full non-linear extension. The second possible thread
of study is to stabilize the linear action covariantly; although the theory would not improve
the renormalization properties, it would be easier to find the pattern and thus generalize the
methodology to the full non-linear theory. It will be very interesting to check whether this

result can be extended to the full non-linear regime.






Chapter 4

Stability of Constrained Dynamics in a
Spherically Symmetric Static Metric

In this chapter, we study the spherically symmetric static solution of a new class of two
scalar-field theory, where one of them is a Lagrange multiplier enforcing a constraint relat-
ing the value of the other scalar field to the norm of its derivative. Because of the constraint,
there is only a single degree of freedom in the theory, and the spherically symmetric static
solution can be found with an appropriate exponential potential. We also study the perturba-
tion around the spherically symmetric static solution and find that the odd modes are stable

against the perturbation while the even modes are not.

4.1 Introduction

The theory of cosmological perturbation is one of the most popular topics in the field of
theoretical cosmology, which can be used to connect the primordial quantum fluctuation of
any model of inflation and the metric perturbation during the inflation period with the Cos-
mic Microwave Background Radiation (CMB). This technique was developed for more than
30 years ago and has been applied to different candidates of inflation such as single scalar
field inflation, multi-scalar field inflation, k-essence, and modified gravity in Friedmann-
Lemaitre-Robertson-Walker (FLRW) background metric.

On the other hand, it is also important to study the perturbation of the spherically sym-
metric static background solution — which describes a time-independent spherically sym-
metric object which can be a star or a dark matter halo. Although some authors have studied
the spherically symmetric static solution of k-essence [85], Galileon [86] and Chameleon

[87], the perturbation of these solutions has only been studied up to the equation of mo-
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tion level, i.e. the authors only perturb the equations of motion and check the conditions
for the absence of tachyonic instability rather than perturb the action itself, which provides
information about the no-ghost condition. Nevertheless, it is natural to check whether any
new models can form stable spherically symmetric static objects, i.e. dark matter haloes or
"unknown stars" if the models can describe the inflation, dark energy or other prominent
phenomena well.
In this chapter, we study a new class of constrained scalar-field theories with Lagrangian
[25]
s= [ din/=g[-K(9.X) ~A(X +V(p))]. (1)

which we will introduce in Section 4.2 and refer it as A ¢-fluid through this chapter. The
energy of A ¢@-fluid always flows along timelike geodesics, like normal dust, except for the
fact that the former has non-zero pressure, and it admits a cosmological solution, unifying
the dark energy and cold dark matter into a single degree of freedom. Although it is accepted
that all of the known particles cannot form stable self-gravitating static spherical systems, it
is unclear whether or not the spherically symmetric static system formed by A ¢-fluid will
be unstable because of its pressure support. Therefore, in this chapter, we check whether
the system suffers from the tachyonic and ghost instability, and so need to demonstrate the
formalism for this purpose.

In Section 4.2, we introduce the A ¢-fluid and the basic property of the cosmological
solution. In Section 4.3, we review the Regge-Wheeler-Zerilli decomposition, which is the
standard formalism for analyzing the perturbation around a spherically symmetric static
metric. We will outline the definition of the “odd" and “even" modes according to their be-
haviors under parity transformation and identify them in scalar, vector, and tensor spherical
harmonics. At the linear level, one can see that the odd and even modes do not interact with
each other. In Section 4.4, we briefly review the recent work, where the Regge-Wheeler-
Zerilli decomposition is used to study the stability of a spherically symmetric static solution
in f(R, G) theory, where R is the Ricci scalar and G the Gauss-Bonnet term. In Section 4.5,
we apply the Regge-Wheeler-Zerilli decomposition to a special class of A @-fluid — Dust of
Dark Energy — and demonstrate both how we find the background solution and why it is
unstable against the even mode perturbation. A conclusion is provided in Section 4.6.

The technical details of the computations presented in this chapter are provided in
Appendix D, where we explicitly include all of the coefficients discussed in Section 4.5.
Throughout this chapter, we will use mostly plus metric convention, while the Greek in-
dices are used to denote the spacetime label (0,1,2,3) and the Latin indices are used for the
two-sphere label (2,3).
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4.2 Dusty fluid with pressure

Dusty fluid with pressure [25] is a new class of scalar-field model which shares the same
characteristic as normal dust, where energy always flows along timelike geodesics but can
possess non-zero pressure. The model, which we will call A ¢-fluid, is described by a La-
grangian which contains two scalar fields, ¢ and A. The former is a scalar field similar to the
k-essence model but constrained by the latter, which plays the role of a Lagrange multiplier

in the Lagrangian. Explicitly, the A ¢-fluid model is given by the action

5= [[dv/=e | -Klpx) -2 (X 320 | @2)

where the field A does not have a kinetic term and is thus a Lagrange multiplier, which gives

a constraint on ¢ and its first derivative, while
1y
X =—28""VugVyo 4.3)

is the standard kinetic term. The equations of motion and energy-momentum tensor are

1 85 L, )
o (X— SH (‘P)) =0, 4.4
1 &S
Net T (Ko +Vy(KxVYQ) — A+ Vy(AVY )] =0, (4.5)
2 0S
Typ = \/—_—gm = (Kx +A)VyoVp0 +Kgyp, (4.6)

where K, Ky denote functional derivative of K(¢,X) with respect to ¢ and X.

In the case of timelike X, similar to k-essence, one can introduce the convenient four-

velocity uy = — \V/%’; = —u~ 'V, @, and express the energy density and the pressure as
e(A, ) = 1> (Kx +1) — K, 4.7
2
H-(¢
(0) = K0, 212 @)

If we assume a background cosmology of pure A @-fluid in FLRW spacetime with metric

ds* = —dt* + a*(1)dx?, (4.9)
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the equations of motions eqs. (4.4) and (4.5) become

¢ =u(e), (4.10)
A= —pepu+3H(e+p). (4.11)

In order to find a scaling solution of the A ¢-fluid, the authors consider the following class

of model

K =o0X, where o=+l, (4.12)
= po exp(—2) 4.13)
m

where m is the mass scale for ¢

T
m= \ﬁ OWED o . (4.14)

31+ wsp

The dynamics of the A ¢-fluid-dominated cosmological background, with a constant equa-
tion of state wgp, have a fixed point. The equation of state wg, can have either sign and even

be phantom-like.

The egs. (4.7) and (4.8) in this setup become

e—u? <%+/l>, (4.15)
c
p=H (4.16)
and the instantaneous equation of state wx = % = H# is dependent on the value of A.

The equation of motion can thus be written as

1,

= Ecr(wxl —1), (4.17)
m u 1

‘u,:? and ‘u,(p:—%:—;, (418)

where the integration constants of (t(¢) have been chosen such that the pressure p is singular
at the Big Bang, r = 0. The equation of motion for the equation of state can be obtained by
using the Friedmann equation and eqs. (4.10), (4.11), (4.16) and (4.17)

wx

wh = 3wx {l—kwx— (1+Wﬁn):| , (4.19)

Wfin
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with () = dy() the derivative with respect to the number of e-folds (N = Ina). One can

solve eq. (4.19) and obtain the scale factor a as a function of the equation of state wy

-2

W Wfin
o\ | (/=)
— = ) (4.20)
ao Whn _ 1
wx
where ag 1s an integration constant. The evolution of the effective equation of state wx with
different final attractors wg, can be obtained by the inverse relation, as illustrated in fig. 4.1.
One can see that the A ¢-fluid admits a scaling solution which unifies the dark matter and

dark energy with a single degree of freedom, which we call Dust of Dark Energy.

loga

Fig. 4.1 The time evolution behavior of the total equation of state of the dark sector wx
with different fixed points wg,. The evolution is normalized such that the equation of state
at a = 1 matches WMAP7’s best-fit data for the A CDM cosmology, wy = —0.74. (Taken
from [25])

The cosmological perturbations of Dust of Dark Energy are considered in [25] and the
authors conclude that this model recovers the standard result for general hydrodynamics in
the limit of the vanishing speed of sound. By writing down the Lagrangian for perturbations
to the second order, one can find that there is no ghost in this theory when the equation of
state for the A ¢-fluid is non-phantom, i.e. (w > —1).
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4.3 Review of the Regge-Wheeler-Zerilli Decomposition of
Perturbed Metric

The Regge-Wheeler-Zerilli’s decomposition of metric perturbation [88, 89] is the standard
way to study the stability of a spherically symmetric static system. The basic idea of this
formalism is to write the metric perturbations as scalar, vector, and tensor spherical harmon-
ics according to their transformation properties under the two-dimensional rotations. With
this decomposition, one can separate the odd and even modes according to their behavior
under the parity transformation and, at the linear level, they are decoupled from each other.

In order to study the stability issue of spherically symmetric static systems, we first write

our total metric as a background spherically symmetric static metric plus metric perturbation

guv = &uv +hyy,
gtV =gV —ntv, 4.21)

where the background metric gy is the most general form of spherically symmetric static
metric
Suv = diag(—e*®") P 12 12 sin% ). (4.22)

Under the two-dimensional rotations on the sphere, the metric perturbations hy hyp, hyr
transform like scalars, A4, h,, transform like two-component vectors, and 4, transforms as
a tensor, where a,b denote either 0 or ¢.

We start by decomposing the scalar function into the sum of spherical harmonics

S(t,1,0,0) =Y Fuu(t,r)Y™™(6,9), (4.23)
LM

where Fy(t,r) is the arbitrary function of ¢,r, and Y™ (8,¢) are the spherical harmonics.
The parity operator, P, is defined by PY*¥(0,¢) =YM(n — 0,n+ ¢) = cY*™(0,¢), and

YIM (9, ¢) have “even" parity ¢ = (—1)F.

it is well-known that the spherical harmonics
In order to build the vector spherical harmonics, one should know that there is more than
one definition of it, and the one mostly tied to the rotation group is obtained by coupling the

scalar spherical harmonics of order L' to the basis vectors
X'=e, X*'=F(e,tie)/V2, (4.24)

which transform under an irreducible representation of order 1. One can thus build vector
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. . !
spherical harmonics Y™

L=L—-1,L,L'+1

which transform under an irreducible representation of order

L 1
yeMe9) = Y Y (M UM |ty xM Yy (4.25)
M=—L'M"=—1

where (L"M" L'M’|LM) are the Clebsch-Gordan coefficients

QL+ 1)(L+L - (L-L+L")(L'+L"—L)! "

(L"M" ,L'M'|LM) = 8y pr +M,,\/

(L+L+L"+1)!
X /(L+M)!(L— M)\ (L' +M) (L' —M") (L +M")!(L" —M")!x
(=D

X .
;K!(L’JFL"—K—L)!(L’—M’—K)!(L”+M”—K)!(L—L’—M”+K)!(L—L”—|—M’+K)!

The vector spherical harmonics under the parity operator are PYL'-LM — (—1)L'+1yLM

which can be obtained by the combination of scalar spherical harmonics (PY' = (—1)fyIM)
and the basis vector (PX™" = —X™"), which gives it an extra minus sign for vector spherical
harmonics. These so-called “pure-orbital" vector spherical harmonics are closely related to
the solutions of Laplace’s equation and vector wave equation, but are not optimally designed
for separating modes with different parities. We can use them to build the “pure-spin" vector
spherical harmonics, since they are either purely radial or purely transverse and have either

odd or even type parity. The “pure-spin" vector harmonics are defined by

yELM — (of 1)—% [(L+ 1)%yL—1,LM_’_L%YL+1,LM}
= [L(L+ 1) 2rvyHY, (4.26)
yBLM — jy LM _ (11 4 1)) 2x x VYEM, 4.27)

1

yRIM — (1 1 1)1 [_(LJF 1)%YL71,LM_|_L%YL+1,LM]

=ny™M (4.28)

where YEAM and YBLIM are purely transverse and YR is purely radial. YELM and YRIM

L+1

have even-type parity with ¢ = (—1)F and Y2M has odd-type parity ¢ = (—1)5*!. Since

yE.LM

the vector on the two-sphere is pure transverse, we can use and YB1M to write any

two-vector function V,, as

Vu(t,r,0,0) = V@) +ELV,®,, (4.29)



80 Stability of Constrained Dynamics in a Spherically Symmetric Static Metric

where @1, ®, are scalar functions associated with YELM gng yB.LM respectively, and defined
by
l
@ = fe(t,r) [L(L+1)]2Y"™(6,9), (4.30)
Dy = f3(t,7) [L(L+1>]“YLM(9,¢> (4.31)

where fg(t,r), fp(t,r) are arbitrary functions of ¢,r and E,, = \/Y€s. Yab is the two-
dimensional metric on the two-sphere, &, is the totally anti-symmetric symbol where €g9 =
1 while V,, is the covariant derivative for the metric on the two-sphere. Since the transverse
vector function has only two components, it is completely determined by ®; and ®;. One
can also see that the first term in eq. (4.29) has even parity and the second term has odd

parity.

Using similar decomposition, Mathews [90] constructed a set of “pure-orbital" tensor
spherical harmonics by first coupling the basis vectors X™ to obtain five symmetric basis
tensors ¥, which transform under an irreducible representation of the rotation group of
order 2

Z Z am” 1M’ 2 x™ g xM", (4.32)
M=—1M"=

and a single basis tensor which is the unit tensor and gives a trivial representation

1 1
3725 =—Y Y (M 1M |j00)x™ o xM, (4.33)
M =— —
where 0 is the Euclidean metric. By coupling these basis tensors to the scalar spherical
harmonics, one can obtain the six basis tensor spherical harmonics

r 2

M= Y Y (WM aM LMY M [ = L£(0,1,0r2)],
M —=—L' M"—=—2

TOLLM _ YLM3—1/25. (4.34)

Similarly, one can use them to define six “pure-spin" tensor harmonics

1 1
TROLM _ (L+1)(L+2) 2T2L+2,LM_ 2L(L+1) 2 2 LIM
ad (2L+1)(2L+3)) *Y 32L—-1)(2L+3)) *Y
1

n L(L—1) Pparam 1 orim
(2L-1)(2L+1)) 31/27HY
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= nuanLM,

Y 2L+1)(2L+3)) MY 2L—1)(2L+3)) MY
1
B L(L—-1) Ppai-2m (2 12 70 LLM
2L—1)(2L+1)) HY 3 ad
=27 12(8yy — nyny ) Y™,
1 1
TE LM _ 2L(L+2) P2 LM 3 2 2 LIM
Y (2L+1)(2L+3)) *¥ (2L—-1)(2L+3)) *¥

2L—1)(L+1)
+ ((ZL— 1)(2L+1)) Tow

2 2 LM\ S
1

1
piam . L+2\?% orviam [ L—1\2%2 21 11m
T b — T b _ T b
’(2L+1) uy l(2L+l uy

= ReuopnoTpy "
1

TE 2. L(L—-1) 2T2 LH2IM 3(L—1)(L+2) 2 LLM

a 2L+ 1)(2L+3)) H (2L-1)(2L+3)) *¥

Y

1
(L+1)(L+2) \2,_ 21-21m
T22
22L=1)CL+1)
L—-2
_ (2EL+2§) [ [,LVVYLM]STT
1 1
Baam . L—=1\2 opy1m . L+2\2 2r-11m
Tuv” _’<2L+1) Tuv _’(2L+1 Tav

2,
[8lugpngTE LM] .

TTO,LM:_(z((L+1)(L+2) )iTZLJrZ,LM (3( L(L+1) )éTZL,LM

(4.35)

(4.36)

(4.37)

(4.38)

(4.39)

(4.40)

Here the superscript S denotes the “symmetric part of ", 7T means the “transverse traceless

part of", and the characteristics of the harmonics are

TROLM . hure radial with “even” parity, ¢ = (—1)L,
7T OLM . pure transverse with “even” parity,
TE M . mixed radial and transverse with “even” parity
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TB LM L+1

mixed radial and transverse with “odd” parity, c = (—1)""",

TE 2IM - trangverse and traceless with “even” parity,

T8 2IM - transverse and traceless with “odd” parity.

(4.41)

Since we only need the pure transverse part of the tensor spherical harmonics (7 %M,
TE 2LM 7B 2LM) for the decomposition on the 2-sphere, we can thus write any traverse

2 x 2 tensor as follows
1
Tap(t,1,0,0) =V V¥ + Y P + 3 (E;V: VW3 +E V.V, Y3), (4.42)

to TE 2LM the second term

where the transverse traceless part of the first term corresponds
corresponds to 77 OEM and the third term corresponds to 78 ¥ Since we have only three
components for the symmetric 2 X 2 metric, the tensor is determined by ¥, ¥;, ¥3, where
the terms with E,;, have odd parity and the others have even parity.

Now we are ready to write down the general form of different types of metric pertur-
bations. Using the Regge-Wheeler formalism, the metric perturbation with odd-type parity

can be written by

hll = htr = hrr = Oa

hia =Y horm(t,r)EsxV'Y™(6,9), (4.43)
LM
hra="Y him(t,)Ea VY™ (6,9), (4.44)
LM
1 . .
hab = 5 Y hoim(t,r)[ESVVeY™™M(6,9) + ESV VY™ (0,0). (4.45)
LM

By using the gauge symmetry in general relativity,! we can remove the redundant de-

grees of freedom by considering the following gauge transformation
&=6=0, &=Y Awm(t,n)EV Y™ (4.46)
LM

We can use Ay to eliminate hp 7 which fixes all of the Ay, and there is no remaining
gauge degree of freedom. After fixing the gauge, we can further simplify our calculations

by realizing that every value of M contributes equally to the Lagrangian after integrating out

'T.e. 3 infinitesimal gauge transformation x* — x* + E¥, represent the same physical system.
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0 and ¢. We can thus focus on M = 0, with the advantage that ¢ will totally disappear from

the calculations.? The odd-type metric perturbation can thus be simplified by

0 0 0 Y Nhy(t,r)sin6(d/d6)P.(cos0O)
odd 0 0 0 Y;Nh(t,r)sin6(d/dO)P.(cosH)
MY Y NRy(1,r)sin@(0/90)P,(cos®) 0 0 0 ’
Y Nhy(t,r)sin6(d/d0)P.(cos®) 0 0O 0
(4.47)
where N = 22—;] is the normalization constant for spherical harmonics.

Following the same procedure, the even-type metric perturbation can be written as

—e2*Hy(r,r,0)  H(t,r,0) 0 0
peven _ H\(t,r,0) ezﬁ(r)Hz(t,r, 0) K(t,r,0) 0 4.48)
uv. — ) :
0 K(t,r,0) 0 0
0 0 0 0
where
H;= Y NHi(t,r)P(cos0), (i=0,1,2) (4.49)
L
K =Y NKL(t,r)0pP.(cos0)(0,0). (4.50)
L

We have used the gauge transformation to eliminate /;, and &p,. h,¢ vanishes because we
choose the preferable M = 0 to perform the calculations. Similar to odd-type perturbation,
the double summation of M in the action will eventually contribute a factor (2L + 1). Note
that, while Regge-Wheeler-Zerilli chose a slightly different gauge which eliminates A4, A4,

and hgg, the idea is the same.

2Since we perturb the action to the second order, all of the terms in the action are O(h?), which means
that there is a double summation over index M,M’. We will use one to pick up &y and the other will give
us the factor (2L + 1). On the other hand, we can absorb the factor v/2L+ 1 in each h and forget about the
summation over M.
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4.4 Recent Work on the Stability of Spherically Symmetric
Static Backgrounds

The perturbation formalism was introduced and demonstrated in Section 4.3 [88-92]. Here,
we briefly demonstrate the formalism by studying the model in [91] and leave the whole
analysis procedure to the next section, perturbation of the “A ¢@-fluid". By using the Regge-
Wheeler-Zerilli metric decomposition and perturbation analysis, we study the f(R, G) model,
where R is the Ricci scalar and G the Gauss-Bonnet term. We take this model as a reference

and at some limit, our calculations in the next section should recover the result in [91].

The Lagrangian of this model can be written in terms of Lagrange multipliers

2
S= %/d4x\/—_g[FR+§ G-U(F,&)], (4.51)

where F and & are scalar fields coupled to R and G, and G = R — 4R +RyuvR*Y +RyygpRMVOP.
To study the perturbation around the spherically symmetric static background solution, we

again use the most general background metric

d 2
ds® = guvdxdx’ = —A(r)di® + B—(’;) +12d6% + P sin’ 0d ¢, (4.52)

where we redefine A(r) = ¢2*(") and B(r) = e~ 28(") in eq. (4.22). The background equations

of motion can be derived from the Lagrangian

4BE'A’  12B%’E'A’  4ABF' 2BFA’ BF'A’ 2F 2BF

U = -
Ar? Ar? r Ar A r2 2’

P 2B'E'"  F'B' BE" 4" FB’+2§’A’ F'A"  6E'BA" FA'" 6BE’

B 2B 42 2 rB  Ar? 24 Ar? Ar P2’
U
R=—
oF’
oU
g:a_7
2

where ’ denotes differentiation with respect to . The action of the odd-type perturbation
can be obtained by substituting the odd-type metric perturbations eq. (4.47) into the action

(4.51), expanding it to the second order, performing integration by parts and ignoring all of
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the boundary terms. After integrating out the 0 and ¢, the action becomes
M : :
Sota =5 Y, / dtdr [Cy (y — Hy)* + Cohohy + C3h — Cyh?] | 4.53)
LM

where we omit the L, M suffixes and C; are functions of r only. The no-ghost condition in
the model is
C4 >0, or equivently AF —2BE'A">0. (4.54)

i(wt—kr)

For the tachyonic stability, considering a solution proportional to e , at large w and k

limit, the radial dispersion relation is
, B(AF—2BE&'A") ,

_ 4.
W= F_apE_apE (4.55)

and the radial speed of sound is thus

5 (AF —2BE'A")
Cc = .
odd A(F—4B€//—ZB/€/)

(4.56)

If (F—4BE" —2B'E’) > 0, there is no tachyonic and ghost instability for the odd modes.

On the other hand, for the action of the even-modes, one needs to substitute even-type
metric perturbation eq. (4.48) and scalar fields perturbations (F = F(r) + 0F, & = &(r) +
0&) into the action, there are six fields in total (two from the scalar perturbation: 6F, 6 and
four from the even-type metric perturbation: Hy, Hy, H», K). After performing integration
by parts and integrating out 6 and ¢ dependence, one can further simplify it by realizing
that Hy, H; are non-propagation fields (Lagrange multipliers) and do not interact with each
other. By using this fact, we can replace H; by other fields and use the constraints given
by the Lagrange multiplier H to replace H, by other fields. Substituting H, back into the
Lagrangian not only gets rid of H,, but also automatically eliminates the Lagrange multiplier
Hy. The total degree of freedom becomes 6 — 3 = 3 and we can write down the Lagrangian
as 5
Leven = Z] (Kij(r)vivj— Lij(r)vﬁv} - Dij(r)vévj —M;j(r)vivjl, (4.57)

ij=
where v;’s are combinations of 6F, 8, metric perturbation H,, and K, and one should re-
member that there are only three independent degrees of freedom in the Lagrangian. All of
the matrices in eq. (4.57) can be made symmetric except for D;;, which is anti-symmetric.

For the no-ghost condition, we need the matrix K;; to be positive definite so, by using the
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Sylvester criterion, the no-ghost condition is translated into
det(Kij) >0, KnKs;—Ki33 >0, Kz;>0. (4.58)

For the model we studied, the second inequality K>>K33 — K223 > 0 can never be satisfied,

thus there is always a ghost for each "L".
wt—kr)

For the tachyonic stability, by assuming solutions are proportional to el , one can
find the dispersion relation at a large w and k limit by solving
det(W?K;; —k*L;;) =0, (4.59)

which is a cubic equation in w?. We can find three solutions with different radial speeds of

propagation

(2AB—2A —rBA")
(2AB—2A —rAB')’
> (AF—24'BE)

37 (AF —2AB/E' —4ABE"Y

f=c3=

(4.60)

C

¢} and ¢3 reduce to unity (speed of light) when A(r) = B(r), and c3, like the odd mode,

depends on the behavior of the two new scalar fields.

4.5 A @-fluid in a Spherically Symmetric Static Background

In this section, we study the stability of the spherically symmetric static solution of the
A @-fluid model. First, we demonstrate how to find the equations of motion for the general
potential, then, with an ansatz potential V(@) o ¢*?, we show that we can find a solution
in the spherically symmetric static background metric. With the Regge-Wheeler-Zerilli
decomposition, we study the odd and even perturbations around the spherically symmetric

static solution and conclude that it is unstable against the even type perturbation.

4.5.1 Background solution with general potential

The action of the A @-fluid theory can be written as

s= [d'x/=gl-K(9.X) = A(X +V(9))]. (4.61)
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The spherically symmetric static background solution can be found by assuming that all
of the fields and metric perturbations are dependent only on . The background solution
suggests that our kinetic term X = —%V“ oVH o is spacelike (< 0), and the equations of

motion by varying A and ¢ are

X+V(p)
Ko+ Vo [(Kx +A)V¥ + AV, (@) =

: (4.62)

0
0, (4.63)

where eq. (4.62) suggests that V(¢) > 0. From the action, we can derive the energy-

momentum tensor by varying it with respect to metric

ro_ 2 85
R

In order to find the spherically symmetric static solution, we start from the most general

(Kx +A)Va@Vp0+ K+ A(X+V)gap. (4.64)

metric ansatz

and use the background equation of motion to solve a(r) and B(r). For simplicity, we
assume the function K = 06X, where ¢ = 4-1. With the constraint eq. (4.62) satisfied, the
Lagrangian density L is equivalent to —K, and because A, ¢ are only dependent on r, we

can thus derive the energy-momentum tensor

T' =T =T) =—L=K=0X=—0V(p), (4.66)

where we have used eq. (4.62) to get the last equality. The rr component of the energy-

momentum tensor can be obtained by

T = —oV(@)+ (0 +A)(0,0)%e 2P, (4.67)
with the Ricci tensors for the background metric are

R, = e2(@=P) (a/’+a’2—a’ﬁ’+%a/>, (4.68)

2
R, = — <OC”—{— afz _ Otlﬁ/ . _B/) ’ (4.69)
r

Reg = e P [r(B' — o) —1] +1, (4.70)
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Ry = Rggsin® 6, 4.71)

where we use ' to denote derivative with respect to r.

The Ricci scalar R can be derived as usual

-2B " ” 1ot 2 a0 / 1 e
R =2e "o o f+=-(f-d) -5+, (4.72)
r r r
and the Einstein tensors are
2 1 %P
Gy = @ P) <—B’ — =+ 6—2) , (4.73)
r r r
2 1 %P
Grr="0l+ -5, (4.74)
r T r
1
Gog = ¢ B2 [a" +a?—a'B —=(B - a’)} , (4.75)
r
Gyp = Ggpsin® 6. (4.76)

If we consider the hydrodynamics properties of the energy-momentum tensor, we find T}}' =

diag(—p,pr,pr,PT)-

The “¢t#” component of the Einstein’s equation can be derived by
2 1 2P
e2(a—ﬁ) [— F— - + 6—2] = ezaSEGP,
r r r

T N _ZGAj (). 4.77)

where M is defined by M(r) = My +4n fr'(; pxdx. Similarly, rr equation is

_ GM +4rGp,r’

4.78
r(r—2GM) ’ (*+78)
while the 66 (¢¢) equation can be derived by
dpr 2 /
— (= 4.7
I (r+a>(p+pr), 4.79)

where we have used the fact that pr = —p from eq. (4.66) and the definition of the energy

momentum tensor.
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By using the constraint equation

_%eZB 02 =X = —V(0), (4.80)
we can derive the relation
p=—-T =0oV(p), (4.81)
pr= —oV(9), (4.82)
pr=(0+21)V(9), (4.83)
Py =2A"V(9) +(0+21)Vy(9)e". (4.84)

The requirement that the energy density is positive definite suggests that ¢ = +1 in this
setup, and from now on we will use this convention. Substituting egs. (4.81), (4.83) and (4.84)

into eq. (4.79), we get

l’:—<%+a’>(1+7L)—(1+227L)V‘€/(((p(p))(p/. (4.85)

By substituting our assumption (K = X) into eq. (4.63), the equation of motion can be

written as
(1+A)e 2P [(p” + (a’+/3’+ %) q)'} + 2 9P = —Av,(9). (4.86)

The expression of ¢” can be obtained by differentiating both sides of the constraint equation

eq. (4.80) with respect to r

e P (—2B'9” +20'9") = 2V,(0) ¢,
¢ =Vy(p)e?f +B'¢ . (4.87)

In summary, the independent equations are

1 B 2GM(r GM +4nGp,r
Vip) =3P P = 1= ) o 7 —2GM)

2
Y (%Jra,) (112)— (14—22),)V(€/((go(p))(p

~AV(9) = (14+A)e {fm (06’+B’+ %) @'} AP,
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and we can solve «, B, @, A either by finding V(@) or M(r) to satisfy the equations. In order
to simplify the expression, we can define two dimensionless functions, ¢(r) = 81Gr2e*PV (r)

and d(r) = ¢ — 1, and rewrite the following functions for the general potential V (r) as

2ra = d(r) +c(r)(1+21),
zrﬁl = C(r) —d(l”),
2r(ra” + o) = 2rp’ [62/3 +(14-21)87G*P v | — 871G e®Pv (2ra) (1 + 1) — 167G e* Py
= [e(r)=d(n)][14+d(r)+ (1 4+2A)c(r)] —2c(r) —c(r)(1+A) [d(r) +c(r)(1 +24)].

4.5.2 The Background Solution with Exponential Potential

Motivated by Dust of Dark Energy in Section 4.2 [25], we consider our model with an ex-

ponential potential (V (¢) o< ek?), where k is a constant corresponding to the ansatz M(r) =
M.r

ry

tion. The equations of motion can be obtained by substituting the ansatz into eqs. (4.62),
(4.77), (4.78), (4.81), (4.83) and (4.85) and using the definition of M(r)

where M., r, are arbitrary constants which can be fixed by a suitable boundary condi-

M(r)= =M.Y, Y=—, (4.88)

M* M*
p— p— p— 4.
V) Anr,r? AmrlY?’ (4.89)
2 M*
e 2B = (1 _26 ) = const > 0, (4.90)
Is

(4.91)

(4.92)

— = ——(14+A)—= 4.93

where we have chosen that 0 = 1 and define
2GM,
Co = ——— (4.94)

| _ 2GM.

Fx
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as the parameter where G — 0 and thus ¢, — 0 at the weak field limit. r, is the boundary
condition of the radius of the "star" and M, is the total mass within the radius r,. One should
notice that our solution is only valid for r < r, so, for r > r,, we assume that our solution is

asymptotic to the dark energy outside the star and thus the equation of state w = —1.3

Substituting eq. (4.92) into eq. (4.93), we can solve A by

A=—1+ tan[—+/c, log(Y)], (4.95)

1
N

and the equation of state can be written as

w=Dr—pon— 14

) \/atan[—\/c_*log(Y)]. (4.96)

Substituting eq. (4.95) into eq. (4.92), we can solve « by
o = C; +log|cos [—+/cx(logY)]| (4.97)

By assuming the weak field limit, where GM,./r. < 1, and therefore ¢, < 1. Since our
system admits a star-like solution, we can fix the radius of the star by placing the boundary
conditions of the equation of state at the surface. The energy density and pressure are thus
determined since, from eq. (4.89), we know that p = V (r) o< Y ~2. Two possible boundary
conditions that we impose are

1. w =0, the radial pressure vanishes at the surface. A star consisting of A ¢-fluid has
no radial pressure to expand itself at the boundary, similar to ordinary stars. Note that this
boundary condition has non-zero transverse pressure, pr = —p.

2. w = —1, the radial pressure is the same as the transverse pressure at the surface of the
star. A star consisting of A @-fluid under this boundary condition is asymptotic to the dark
energy.

The radius of the star can be found by

—1 "
Ymax = eXp |:\/atan_l (\/26._):| ~ 0'605 (C* — 0) (4-98)
for W(Ymax) =0, and
Yinax = 1 (499)

3The functions ¢(r),d(r) defined in the last subsection reduced to the same constant ¢(r) = d(r) = ¢, under
the ansatz M(r) o< r.
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for w(¥nax) = —1.

One can see that the functions A4, ¢¢, and w all have the same argument —,/c;log(Y) =z,
and the equation of state w is a tangent function of z. If we do not pick a specific interval
of z, the equation of state will be discontinuous at some Y, which is unphysical. By picking
the interval z > [0, %], which corresponds to the interval ¥ > [1,0.03] (for ¢, ~ 0.2), the
oscillating part (/2 < 6 < =) is squeezed into a small region of Y, (Y < 0.03). The solution
is thus everywhere analytical except for a tiny region within the very small radius, which
we can reduce even further by making the parameter c, smaller.

Since our solution is only valid inside the radius r,, to make it match the Schwarzschild
metric at the boundary smoothly, we need to fix the integration constant C; by letting ** =

e 2B aty = Y ax, SO we need

* (Yar) = €1 cos?[—/c5 108 (Yipax)] = (1 — ZGM*) - (4.100)
Ty 1+c,
For the w = 0 boundary condition, we need
eZ“(Ymax) = 0*14 - 1 ic*’
= 21 = &—J:: ~1 (cs — 0), (4.101)
while for the w = —1 boundary condition, we need
2 (Ve = 1) = X1 = o
1+c.
= 201 = ﬁ ~ 1 (cx —0). (4.102)

Therefore, through adopting suitable boundary conditions, we can find a spherically sym-
metric static solution for the A @-fluid model with the ansatz M(r) o< r. One can also find
the exponential potential from eqs. (4.89) and (4.91), where

_ 2GMyx

M T2 :* (p—9c)
= e 7 . (4.103)
*

V(o)

Figures 4.2 and 4.3 represent the equation of state and metric component g;; as a function
of Y for the isotropic pressure case (w = —1 at ¥ = Y,,,4,), and the non-radial pressure case

(w=0atY =Y,,,) can be approximately seen in Figures 4.2 and 4.3, if we set ¥,,,,x =~ 0.6.
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Fig. 4.2 The equation of state w as a func-
tion of Y. This is for the isotropic pres-
sure case (w = —1 at Y = Y,,,1). The
black, red, and blue lines correspond to
cy =02, ¢, =0.02, and ¢, = 0.002,
where c, is the weak-limit parameter.

4.5.3 Odd-parity perturbation

¥

Fig. 4.3 The metric component g,; = %

as a function of Y. This is also for the
isotropic pressure case. The black, red,
and blue lines correspond to ¢, = 0.2,
¢ = 0.02, and ¢, = 0.002.

The full perturbations include the perturbations of the gravity sector as well as the scalar
field sector. By using the Regge-Wheeler-Zerilli decomposition and separating the modes

with odd and even type parity, the parameterization of odd metric perturbation is

/’lt(p = /’l(p; h()( )SiIle(a/a@)PL(COS 9) = h(),
hyp = hgr = hi(t,r)sin0(d/dO)P(cosO) = hy,

“2ap,
htd) — h¢l — e ’

r2sin” 0
-2

po —por— _ €0

r2sin” 0

(4.104)

We can thus find the perturbed Ricci scalar and substitute it into the total action

S= /d4 V=gl —=+L 4.105

X ( 167G + M) ( )
and, since the perturbation of the scalar fields are even under the parity transformation, they
do not source the odd modes, so the perturbed action is thus

p5= [+ (i) +2v (s o)

(4.106)
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The second order action after using the background equations of motion, performing

integration by parts and ignoring boundary terms, can be found to be

Sodd = /dl‘di’A] [ho(l‘ l”) h](l‘ 7’)] —l—Azho(l‘ I’)h] (t I’) +A3h0(l‘ r) A4h2(l‘ l”)
LM
(4.107)

where we have integrated 6 and ¢, and eliminated a factor of 47 through the renormalization

of spherical harmonics. The coefficients are

A
Ar=— . =L+, (4.108)
Ay = ‘—‘Al, (4.109)
r
j2 Zﬁ
Ay =P ¢ [e(r) —d(r) = 3e(r AL+ 2l (4.110)
- o2(a=B) o2 4
Aj=e (aﬂg){—T(l+d(r)+2c(r)l]+ﬁj : (4.111)

Although there are two fields in the action, one should note that A is a Lagrange multiplier
of the action. If we vary the action with respect to /g to get the constraint equation and
substitute it into the Lagrangian, we should have only one degree of freedom. The constraint
equation is

. 1.
[Al(hﬁ—hl)]/=A3ho+§A2h1, (4.112)

which cannot be easily solved for /. Nevertheless, we can use the following steps to elim-

inate the non-dynamical degree of freedom. First, we can rewrite the Lagrangian by

St = / didrA, (m H)+
L M

where all of the terms containing /; are in the first term. Now, we can introduce an auxiliary
field Q to rewrite eq. (4.113) as

2h 2(A;+rA
0) whz LA AR, (4.113)

2h 2(A; +rA!
Sodd = / dtdrA; {ZQ (h1 ho + —0) - QZ} %h + A3hd — Agh?,
LM

(4.114)
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and thus use the equation of motion of varying Ay and A to rewrite them as Q

r

= Al +24A A1Q' 4.11
o 2A1+2rA’1—A3r2[(r 1+241)0+rA 0, (4.115)
Al
h=—0 4.116
=49 (4.116)

The auxiliary field Q encodes all of the information about the metric perturbations hg and
hi. Substituting eqgs. (4.115) and (4.116) into eq. (4.114) and performing integration by

parts, we can find a canonical Lagrangian of one degree of freedom

A A2 12 (r)

Lods = 0% — 2 4.117
odd = 7@ A3r? —2rA] —24, o ¢-117)

where p(r) is the mass of the auxiliary field Q

| 2A1 P2 (PPAVAL — PATAs + 2A1 A3 + 4AT + A3r7 — 241 AT 4 2rA A — 4rA] A3)
B (2A1 +2rA} — A3r2)?

w(r) :
(4.118)
By using this auxiliary field Lagrangian, we can thus get the condition for no-ghost and

stable perturbations. The no-ghost condition can be easily seen from eq. (4.117)

Ay >0
2
:>J? Ze_zﬁ(Z—ezﬁ—i—3r06/—3rﬁ/—|—r2a/2—rZOC/B/—I—rZOC”—I—SEGrzezﬁV)
j2
72 e 2B +d(r) +2¢(r)A], (4.119)

where we have simplified the expression by using the dimensionless functions ¢(r) = 81Gr2e*PV (r)

and d(r) = ¢*F — 1, and the condition of the tachyonic stability is

A3r? —2rA] =24, > 0,
= 122 B2y, > 0, (4.120)

which gives us the same condition as the no-ghost condition eq. (4.119). In the exponential

potential with ansatz M(r) o< r case, the condition becomes

9
j 2Cy
——1)]> A 4.121
(Z-1)= 72 @121)
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which can be easily satisfied once ¢, < 1 for L# 0, 1.

4.5.4 Even Perturbation

In order to study the even type perturbation, we first parameterize the metric as

—e2*() (14 Hy(t,1,0)) Hi(t,1,0) 0 0
2B(r)
gy = H,(t,1,0) e (1+Hy(¢t,r,0)) K(t,r,0) 0 @122)
g 0 K(t,r,0) r?
0 0 0 r?sin® 0
with the inverse metric
—e 200 (1 —Hy(t,r,0)) e 2@+BUIH, (1,1, 0) 0 0
v | €2 OBOH (1, r0) e P01~ Hy(1,1,0)) _M
8§ = e 2BOK(1,1,0) 1 ’
0 I 2
0 0 0 r25111129
(4.123)
where the functions are defined by
Hi(tar’e): ZHi,LM(tvr)YLM(97¢) (1207152)7 (4124)
LM
K(t7r39): ZKLM<t7r)aGYLM(97¢)7 (4125)
LM
(p(t,r, 9) = (PO(r) + (pl(tar79) = (P()(F) + Z (P(t,r)YLM(G,(P), (4.126)
LM
A(I,V,Q) = )'O(r)—i_z'l(tarae) ZAO(”H‘ Zﬂ‘<t7r)YLM(97¢)' (4.127)
LM

The first order perturbation of the action vanishes due to the background equations of motion

and the second order perturbation of the action is (with L, M, indices suppressed)
M2
l
Seven = Tplg‘:l/dtdrﬁevena (4.128)

where

Leven = HY(a1 Q1 + ayHy + j2a3K) + ayHG 4 Ho(asHa + j*agH, + ja7K)
+ (by + j2by)H} + Hy (b3Ha + j*bsK + bs¢y) + ¢ H3
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+Hy(jPerK +c3h +ca@r +es@)) + j2(di1 K + doK?)
+ 2K (d3¢1) + i (€101 +e20]) + f161° + fo 01 + 2 301, (4.129)
and the coefficients a;, b;, c;, d;, e;, f; are functions of r only; their expressions are given in

Appendix D. Since there is no time derivation of fields Hy, H; and A, we can vary these

Lagrange multipliers to get the constraint equations

Hy = Qa4 (0101 + axHy + j*a3K) — (asHa + agj Ha + j*a7K)] (4.130)
1 . .
H =———— (bsHy+ j?baK + bs¢), 4.131
1 2(b1+]2b2)( 3Hy + j7bs sP1) ( )
=S¢ -2 (4.132)
c3 C3

After substituting Hy, H; into the Lagrangian, it can be reduced to

1 . ) )
Loven = — E[(al Q1 +axH, —|—]2a3K)' — (a5H2 +]2a6H2 +]2a7K)]2
1

 4(by + b))
+ Hy (2K + c3M +c4@1 +c59)) + 2 (d K* + doK?)
+ 2 K(d3¢1) + A (191 +ex9)) + fid12 + Lo + 21501 (4.133)

(b3Ha 4 j°b4K +bs5¢1)? +c1H;

After substituting H, into the Lagrangian, H, will be replaced by other fields while A, is
eliminated by the substitution. The Lagrangian can thus be expressed by ¢ and ¢’ and it

can schematically be written as

Leven = g1(r) @1 + g2(r) 1% + g3(r) K> + g4(r) 1K + g5(r) 1 K
+86(r) 01> +g7(r) o7 + g8 (r)of + go(r) @K' + g10(r) 91K’

+g11 (N QiK' +g12(r) 91K + g13(r) @1 K + g14(r) K> + g15K*, (4.134)

while the full expansion of the reduced Lagrangian is given in Appendix D.

Effectively, there are two degrees of freedom (@, K) in eq. (4.134) and in general we can
study the stability issue of the even type perturbation with the coefficients. However, as we
can see in eq. (4.134), there is interaction between the two degrees of freedom while there
is <p{2 in the Lagrangian which might be related to the stability issue. The best we can do is

to check the stability issue at some limit. If we focus on the canonical kinetic term of ¢; at
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low frequency limit, one can check from Appendix D

B 1 4r2¢~(a+B)
27 e+ 2 Vi)

(4.135)

and because of our background solution M(r) o< r, ¢(r) = ¢* < 1, g is always negative
for L > 0. We can thus conclude that there is always a ghost in the even-type perturbation

because the negative sign of the kinetic term of ¢ .

4.6 Conclusion

In conclusion, we have found a solution for the A @-fluid model in the spherically symmetric
static background with an exponential potential V (¢) o ¢¥?, and show that there is no ghost
or tachyon instability in odd-type perturbations. For the even-type perturbation, there is
a technical problem associated with writing the Lagrangian in a canonical way with two
degrees of freedom. We managed to write down the Lagrangian and show that the canonical
kinetic term of one of the degrees of freedom always has a negative sign at low frequency
limit and thus can be viewed as a ghost. Since we have only worked in linear theory, we do
not know what the non-linear counterpart of this theory would be. It is totally possible that
the ghost is removed at the non-linear level and the theory thus admits a stable spherically

symmetric static background solution. We will leave this issue for future work.



Chapter 5
Conclusion

In this thesis, we have discussed aspects of higher derivative theories, constrained dynamics
and the stability issue. In this chapter, we summarize the main results of this thesis.

In Chapter 2, we showed that all of the non-degenerate higher derivative theories suffer
from the Ostrogradski instability in the context of the one-dimensional point particle where
the position of the particle is a function only dependent on time. We proved that linear
instability could be removed by the addition of constraints if the dimensionality of the phase
space is reduced.

In Chapter 3, we further generalize our formalism to exorcise the Ostrogradski ghost in
the higher derivative gravity models with quadratic curvature invariant R*, R*VR wv up to the
quadratic level of metric fluctuation. We show that, at the linear level, the instability in the
helicity-0, 1, and 2 sectors can be removed with suitable constraints if the dimensionality
of the original theory’s phase space is reduced. Using the formalism we introduced, the
desirable renormalization property is retained at the price of breaking the Lorentz invariance,
similar to Hofava-Lifshitz gravity.

In Chapter 4, we find a spherically symmetric static solution in the A ¢-fluid model with
the potential V(¢) o ek?. The perturbation around the solution can be cast into odd and
even types, dependent on its symmetry. We find that the odd type perturbation is a healthy
degree of freedom while the even type perturbation contains one degree of freedom which

always has a negative kinetic term and thus is a ghost.
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Appendix A

The Difference between Ghost and
Tachyonic Instability

In this appendix, we aim to demonstrate the difference between ghost and tachyonic in-
stability. In the literature, ghosts usually appear due to a “wrong sign" in the kinetic term
in the Lagrangian, i.e. the coefficient of ¢2, and the Hamiltonian is thus unbounded from
below (but bounded above) and will generate a negative energy spectrum or negative norm
of state. Here, we want to emphasize that the ghost on its own is not a problem, since it
shares the same equation of motion with the normal fields and one can flip the sign of the
Lagrangian to make the Hamiltonian bounded from below, as with the normal fields. The
ghost becomes severe when it interacts with the normal fields, since the interaction with the
normal modes with positive energy spectra discriminate the ghost from the normal fields and
the interaction between the normal modes and the ghost with the negative energy spectrum’
guarantees that the Hamiltonian of the system would be unbounded from below in part of

the phase space.

On the other hand, tachyonic instability is commonly viewed as the existence of expo-
nential growing modes, and the states thus cannot be normalized as normal modes. Here,
we want to discuss the difference between the ghost and tachyonic instability. It will be
possible to discriminate between these two types of instability after reading this appendix.

We will use free field theory as an example to discuss these issues.

'Here we choose the one particle state whose norm are positive definite but whose energy eigenvalue is
negative.
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c1 mode problem

+ + Normal mode Well defined

+ - Tachyonic mode Imaginary energy spectrum with vanishing norm/
Exponential growing mode

-+ Exponential ghost mode Imaginary energy spectrum with vanishing norm/
Exponential growing mode

- - Oscillating ghost mode Negative norm/spectrum

Table A.1

A.1 General calculation

We start by considering the Lagrangian of free scalar field theory with arbitrary coefficients

_c18“¢8“¢ _ 02m2¢’2
2 2

where ¢ = ¢(x,7) and ¢y, ¢, are £1. The different choices of ¢y, ¢, will correspond to the

L=

(A.1)

normal, tachyonic, and ghost modes, as shown in Table A.1.

The Euler-Lagrange equation of the Lagrangian is

e (A2)
1

which can be solved by using the Fourier transformation ¢ (p,¢)
¢(p.1) = Di(p)e” """ +Da(p)e™”, (A3)

where w, =, /|p|> + %mz. The conjugate momentum and Hamiltonian density are

n(x,t) = c19, (A.4)
(V) eomPe?
H= % + > + 7 (A.S)

Using the ladder operators, the canonical field and its conjugate momentum can be written

as

3
00)= [ Gapn D)+ D) (A0
p

(2m)3/2 /2
3 W .
m(x) = /(;jfﬁ(_icl)\/%ml(l)) — Dy (—p)]e®™. (A7)
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The non-vanishing equal time commutation relations can be calculated

[¢(x),m(y)] =i6(x—y), (A.8)

D1(p).D2(a)) = 30~ @) (A9)

and the Hamiltonian is

W2
H= / dp 1/ w3Ds(p)D1 (p) + \/753«)). (A.10)

2

A.2 Spectrum and Norm of the Theory

The difference between the normal, ghost and tachyonic modes arises due to their different
energy spectra and norms of states. Here we want to discuss the problems of the unstable

modes by going through the full quantization process.

The choice ¢| = ¢, = 1 corresponds to the normal free scalar field. In this theory, the w),
is always real and D(p) = DI (p) from the reality requirement of the scalar field ¢ (x). The
spectrum is bounded below if we define the vacuum state |0) as D;(p) |0) = O where, after
we shift the vacuum energy, the energy Ey = 0. All of the many-particle states |py,p2,...)
are defined as creation operators acting on the vacuum state D;(py)D2(p2)...|0) with the
total energy E = wj,, +wp, +---. The norm of many-particle state is positive definite be-

T

cause of D,(p) = D, (p) and the commutation relation eq. (A.9).

By generalizing the quantization procedure to the theory with other choices of ¢y, ¢2, we

can discuss the unstable modes.

A.2.1 The Oscillating Ghost

The oscillating ghost corresponds to ¢y = ¢ = —1, where W129 is positive definite. The

commutation relations between the Hamiltonian and ladder operators are:

[H,D1(p)] = —wpDi(p), (A.11)
[H,Da(p)] = wpDa(p)- (A.12)
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If we want our energy to be bounded from below, the vacuum state should be defined as
Di(p)|0) = 0, and the one particle state is D (p) |0), with E = w,. In this case, the norm of
the one particle state is negative definite since the commutation relation eq. (A.9) has a sign
change on the R.H.S.. On the other hand, we can choose to have a positive definite norm of
the one particle state if we define the vacuum state as D, (p) |0) = 0, and the one particle state
is Di(p) |0), with E = —w,,. This oscillating ghost is the common ghost in the literature,
which either has a negative norm of states or the energy of the system is unbounded from

below.

A.2.2 Tachyonic Mode

For ¢; =1, ¢ = —1, the frequency wf, = |p|*> — m? and there are two branches of this class
of model. If w12) > 0, the modes are similar to the normal modes and the analysis is exactly
the same as the usual free scalar field theory. If wlz, < 0, the reality requirement of ¢(x)
and 7(x) gives us DJI( (p) = —iDy(—p) and D;(p) = —iDy(—p). The commutation relation
between the Hamiltonian and the ladder operators becomes

[H,Dy(p)] = —ilw,|D1(p), (A.13)
[H,D>(p)] = i|wp|D2(p). (A.14)

The time-dependent field and its conjugate momentum in Heisenberg’s picture are

3 .
0000 = [ (s 7 D1 DI 4Dl (A15)
p
3 .
wn) = [ LD - Dapie M ale

The common misconception is that the exponential modes always exist in tachyonic field
theory, but they can, in fact, be removed by choosing an appropriate vacuum state. If we
do not want these modes which are proportional to erl' we can choose our vacuum state
such that D;(p)|0) = 0. The one particle state in the theory is then D,(p)|0), with energy
E = ilw,| and the norm of the state D,(p) |0) is

(0| DS (p)D2(p) |0) = —i (0| D2(—p)D2(p) [0) = 0. (A.17)

We can see that this theory has an imaginary energy spectrum and vanishing norm of states,

which is problematic, but this has nothing to do with the exponential growing wave function
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of the theory.

A.2.3 Exponential Ghost

The exponential ghost theory is similar to the tachyonic theory. For ¢y = —1, ¢; =1, the
frequency wlz, = |p|? —m? and the two branches of this class of model correspond to wf, >0,
which is an oscillating ghost and the analysis is exactly the same as that shown in A.2.1. If
w?, < 0, which is similar to the tachyonic mode, with the commutation relation between the

Hamiltonian and the ladder operators becoming

[H,D(p)] = —i|lwp|D1(p), (A.18)
[H,D(p)] = i|wp|D2(p)- (A.19)

The time-dependent field and its conjugate momentum in Heisenberg’s picture are

3 .
O (x,1) = / ("—pL[Dl(p)ewﬂf + Dy (—p)e el X, (A.20)

27)3/% /2w,
d> ,
w0 = | i 3 1P BT = Da(ple RN (a2

while the reality requirement of ¢ (x,#) gives us D}L (p) =—iD;(—p) and D; (p) = —iDy(—p).
If we do not want the exponential growing mode, which is proportional to eMrl | we can de-
fine our vacuum state as D(p)|0) = 0. The one particle state in the theory is defined as
D;(p) |0) with energy E = ilw,,|. We thus have an imaginary spectrum even when there is

no exponential growing wave function in the theory. The norm of the state D,(p) |0) is
(01D3(p)D2(p)|0) = —i (0| D2(—p)D2(p) [0) =0, (A22)

and we thus have a vanishing norm of states for the exponential ghost model. The difference
between the tachyonic and the exponential ghost modes are the sign of the Hamiltonian (c;
in eq. (A.10)).






Appendix B

Quantization of higher derivative theory

In this appendix, we use a higher derivative scalar field theory to demonstrate the subtleties

of the quantum higher derivative theory. We begin with

2¢2

5| (B.1)

(09)* —

S:/d4x [ ¢D¢+2M2

where L] is the d’ Alembert operator, M, m are constants with mass dimension 1 and ¢ = +1.

The Euler-Lagrange equation is
o 2
by Fourier transform, the solution is a set of harmonic oscillators with frequency

2 2 4om?
s —M"tM-y/1+ ;;f
w,—p~ = o . (B.3)

We can see that there are two frequencies correspond to each p, which means that this theory
has two degrees of freedom. To simplify the calculation, we can take m = 0 and one of the
degrees of freedom thus becomes massless. We can also take 0 = —1, which makes the
other degree of freedom ghostlike (0 = 1 would instead make it an exponential ghost). We

can thus denote the frequencies by

p
= p*+ M. (B.4)
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To describe the theory in the Hamiltonian picture, we need first to define the canonical

variables
oS
=0 & p=—
q1 =9 < p1 50
qzzé@pzz——é : (B.5)
M?

Since there is no constraint in the theory, the Hamiltonian is

H—/d3 sz%+ ( Loz, V2V g1 +qa( Ly IVZ) (B.6)
= [dx |pg——=+a(—5 Ve nta(-5+37V)e|. B

To quantize the theory, we write g1, g2, p1, p2 as linear combinations of the two pairs of

creation and annihilation operators (a,ap), (b}, b))

q1 = / ( 5 (ape? +ale ) 4 ——(b}eP bpelp'x)]

2m)3 | /2w, \V2vp

&p | [ : : / : .
42:/# (—i) %(ape'p'x—a;eﬂp'x)—i— %(b;d”“%—bpe’p’x)}

d? —i) |[wpv , _ L oo . |
p1= / (277:1))3 <M2) I; (apelp-x _ a;e—zp.x) + e %(b;elp'x -l-bpe_’P'x)

<A

& | N B A P i
n=/ Gar i\ 2 @ e a5 B e B)

The coefficients of creation and annihilation operators are chosen in such a way that the

commutators
[91(x), p1(Y)] = [g2(x), p2 ()] = i8P) (x —y) (B.8)

are consistent with the usual commutator relation
lap,aj] = [bp,b;] = 21)*5%) (p—k), (B.9)

with all other possible commutators vanishing. It should also be noted that each canonical
variable is a combination of two degrees of freedom, as the two degrees of freedom vibrate at
different frequencies, i.e. in the Heisenberg picture, a, — ape_iWPt ,bp,—b peivpt . Equipped

with all of this information, we can substitute eq. (B.7) into the Hamiltonian (B.6). After
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some work, we find the Hamiltonian to be

a3 1 |
H = /—(277’_})7,5 Wp [a;ap+§(27r)35(3)(0)] —v [b;bp+§(2ﬂ)36(3)(0) , (B.10)

where w, = v/p? and v, = \/p% + M2. One can see that, while a/, creates a massless particle

P
with positive energy, bj, creates a massive particle with negative energy, and thus the theory
has a massive ghost. One can always redefine b, = b;, and the new b}; will create a massive

particle with positive energy, but saddled with a negative norm.






Appendix C

Equivalence of Ostrogradski’s formalism

and the auxiliary field method

In this appendix, we will use eq. (B.1) with 6 = —1 and m = 0, as a toy-model to show the
equivalence between Ostrogradski’s formalism of higher derivative theory and the auxiliary
field method used in the literature (e.g. [14]). In the auxiliary field method, the action with

one higher derivative scalar field

1
= [d* |-¢0¢ — C.1
is equivalent to the action with two standard scalar fields

2 . 2
S:/d4x{ ¢D¢—2M2( 9)° +ﬁ{m¢+w] } (C.2)

The action can be reduced to

M2
S:/d4x { AT + (2 = 9) } (C3)
and diagonalized as
M2
S— / & ( D — E‘PD‘IHL 7\1'2) , (C.4)

where ¢ = ® — W and A = ® + . The action (C.4) describes a healthy massless scalar

field with a massive ghostlike scalar field. The conjugate momenta and Hamiltonian of the
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system can easily be written as

po="2o
pe=—Y¥
2 2 2 2 a2
ry (VO [py  (V¥) M.,
H— 30 e — | = —Y¥ . .
/dx{ 2 e (C.5)

On the other hand, Ostrogradski’s formalism leads to Hamiltonian (B.6), which is linearly

dependent on p;

1 1
H= / &x {plqz Ty (——VZ 4 —VQVZ) a

2 2M?
M?p3 1 1
) 2+ (—5 + WVZ) %} ; (C.6)

which can be diagonalized by the following canonical transformation

g =P+¥
q2 = pod — py
V2
pPrL=7p —W(Pcb—l’\y)
VZ
pzz‘P—W(CIH—‘P). (C.7)
The final Hamiltonian becomes
2 2 2 2 2
Py, (V®)* [py  (V¥)" M »
H= [dx { 24— — | T+ =¥ :
/X{2+2 » T2ty ! €8

which is the same as eq. (C.5). Hence we have shown that Ostrogradski’s formalism is

equivalent to the auxiliary field method up to some canonical transformation.



Appendix D

Full expression of the second order

action of even-type perturbation

The coefficients of the second order action of even-type perturbation eq. (4.133) and the
useful coefficients in eq. (4.134) are defined as follows. Here “~" means that we have used
the ansatz such that the background solution satisfies M(r) o< r and thus ¢(r) = d(r) = c..

We also present the full expansion of the Lagrangian at the end of this appendix.

2 o+ 2pla—

“ = %u +aa(0)] = %;)u +Aa(n)lgh(r
a0y — — relB)
by _ @B

S(—B)
U= (8”Gr2e2ﬁV(r) +1-eP 4 8ra +4r2 0> — 40/’ + 4% e — 2r[3')

~ e(a’ﬁ)c*ﬂo(r)

as =0

S(0+B)
aeg — 2

i — ol@B) (1 _ a/)
;

by = ¢~ (@3F) [—2r2a” —4rol =270 +2rB' + 277 B’ — 1+ &*P — 8nGr2e?P V(r)]

~ —2e (@ 3B)e 20 (r)
e (@+B)

by = 5
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by = — 2re (@+h)

by = — e (@tB)
2r2e~(@th)
S= T [1+Ao(r)] @5
pl
(a—PB) 2 (a+B)
c1 = ¢ 1 <3 Y P 8r[3’—|—6r0{'—4r2a’[3'—l—4r2(x”> + rre V(‘Q;]%l [54+4(r)]
e(a—B)
=~ [1+d(r) +3c(r)Ao(r)]
e(a_ﬁ)
~— {1+c[143%(r)]}
¢y = el*P) (06’ + %)
2r2V (r)el®+h)
= —f—
M2
r2V(p(r)e(°‘+5)
c4g = ————(r)
Mgl
rze(a_ﬁ) ’
cs = — 1+ A (r)]go(r)
pl
—(a+B)
dy=¢ .
e(0—3B) 25 o
dr = 5 2— P 2o —3rB +3ra — '+ rPo + 81Ge?Pr V(r)
r
e(@—3pB)
= [14+d(r)+2c(r)Ao(r)]
7e(0=B)
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M
pl
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Mgl
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