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Abstract

We study the level lines of a Gaussian free field in a planar domain with general boundary data F . We show that
the level lines exist as continuous curves under the assumption that F is regulated (i.e., admits finite left and right
limits at every point), and satisfies certain inequalities. Moreover, these level lines are a.s. determined by the field.
This allows us to define and study a generalization of the SLE4(ρ) process, now with a continuum of force points.
A crucial ingredient is a monotonicity property in terms of the boundary data which strengthens a result of Miller
and Sheffield and is also of independent interest.

1 Introduction

The relationship between Schramm–Loewner Evolution (SLE) and the two-dimensional Gaussian free field (GFF)
is at the heart of recent breakthroughs in Liouville quantum gravity, imaginary geometry and more generally,
random conformal geometry. Starting with the seminal papers of [Dub09], [SS13], [SS09], one key idea is to make
sense of SLE-type curves as a level lines of an underlying Gaussian free field h in a domain, which we take to be the
upper half plane H without loss of generality in the rest of the paper. When the field h is given the boundary values
λ := π/2 on R+ and −λ on R−, the corresponding level line is a chordal SLE4 curve. A considerable extension of
that theory is described in [MS16], which introduced the notion of flow lines and counter flow lines of the GFF. In
this case it turns out that the curves are given by SLEκ processes with κ ∈ (0,4) and κ ∈ (4,∞) respectively.

It is also natural to wonder for which sort of boundary data the notion of level line makes sense. In [MS16]
and [WW16], the hypothesis on the boundary data is extended from the above to any arbitrary piecewise constant
function on the real line. The goal of this paper will be to relax this assumption. Assuming solely that the boundary
data F is a regulated function, i.e., the left and right limits

F(t+) = lim
h→0+

F(t +h); F(t−) = lim
h→0−

F(t +h) (1.1)

exist and are finite for all t ∈ R, and that for some c > 0

F(x)≤ λ − c, x < 0; F(x)≥−λ + c, x≥ 0 (1.2)

which roughly corresponds to the non existence of a continuation threshold, we can show that the corresponding
level line is well defined almost surely as a continuous transient curve. Moreover, it is almost surely determined by
the field.

This also allows us, for a zero boundary GFF h, to consider the set of level lines of different heights. By this
we mean the level lines of h+F , where F ranges over (the bounded harmonic extensions of) all regulated functions
on R. Strengthening the results of [MS16], [WW16], we are able to prove a general monotonicity principle for
the level lines, which is both a key tool in our existence proof, and an interesting result in its own right. This is
deeply intertwined with the reversibility property of the level lines, which we are also able to prove in general; see
Theorems 1.4 and 1.5.
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A further point of interest is that we obtain some continuity in the level lines as a consequence of our proof.
That is, if we take a sequence of piecewise constant functions Fn converging monotonically uniformly to some F ,
then the level lines of height Fn for a zero boundary GFF converge almost surely to the level line of height F . This
convergence is with respect to Hausdorff distance, after conformally mapping everything to the unit disc.

We remark that our hypothesis on the boundary data is satisfied by a wide range of functions, including the
special class of functions of bounded variation. Any such function can be described almost everywhere as the
integral of a finite Radon measure ρ , and this connection allows us to deduce that the marginal law of a level line
with such boundary data is given by what we call an SLE4(ρ) process. This is the natural analogue of an SLE4(ρ)
process, where the vector ρ is replaced by a measure. Our results therefore demonstrate the existence of such
processes, as well as establishing some further properties.

We first recall the definition of what it means for a curve, and more generally a Loewner chain, to be a level
line. If we have a Loewner chain (Kt , t ≥ 0) in H, with associated sequence of conformal maps gt : H \Kt → H,
we will often want to describe the image under gt of a point x on the real line. To do this, for any x ≤ 0 we define
a process V L

t (x) by setting it equal to gt(x) if x /∈ Kt and if x ∈ Kt , taking it to be the image of the leftmost point
of R∩Kt under gt . We define a process V R

t (x) for x ≥ 0 analogously. The process V L
t (x) for x ∈ R−, or V R

t (x) for
x ∈ R+, is what we define to be the image of x under gt .

Definition 1.1 ([MS16, WW16]). Suppose that F is L1 with respect to harmonic measure on R viewed from some
point in H and that h is a zero boundary GFF in H. If (Kt , t ≥ 0) is a Loewner chain and (gt , t ≥ 0) is the
corresponding sequence of conformal maps, set ft = gt −Wt , and let V R

t (x) (resp. V L
t (x)) be the image of x ≥ 0

(resp. x≤ 0) under gt . Let η0
t be the bounded harmonic function on H with boundary values (see Figure 1.1)

F( f−1
t (x)), if x≥V R

t (0+)−Wt ,

λ , if 0≤ x <V R
t (0+)−Wt ,

−λ , if V L
t (0

−)−Wt ≤ x < 0,
F( f−1

t (x)), if x <V L
t (0

−)−Wt .

Define, for z ∈H\Kt ,
ηt(z) = η

0
t ( ft(z)).

We say that K is a level line of h+F if there exists a coupling (h,K) such that the following domain Markov
property holds: for any finite K-stopping time τ , given Kτ , the conditional law of (h+F)|H\Kτ

is equal to the law
of h◦ fτ +ητ .

fτ

λ

−λ

0

λF F ◦ f−1τ−λF

0 V Rτ (0+)−Wτ

Kτ

V Lτ (0−)−Wτ

F ◦ f−1τ

Fig. 1.1: The left hand side shows the boundary values of the harmonic function ητ in H \Kτ . This is
the image under f−1

τ of the harmonic function η0
τ in H, whose boundary values are shown on

the right hand side.

Note that this definition is the same for any two functions F1 and F2 which are equal almost everywhere, since
the harmonic extensions of such functions are necessarily equal. From Definition 1.1, we can see that the so-called
level lines of the GFF have an intriguing property that distinguishes them from level lines of an ordinary smooth
function. Namely, once one conditions on a level line, the conditional expectation of the field on one side of the
curve differs by 2λ from the value on the other side. In a sense, a level line is more like a “level cliff” where there
is a prescribed jump between the two sides of the curve.
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More generally, we say that a Loewner chain (Kt , t ≥ 0) is a level line of a GFF h in a domain D from a ∈ ∂D
to b ∈ ∂D if (ϕ(Kt), t ≥ 0) is a level line of ϕ(h) as in Definition 1.1, where ϕ is a conformal map from D→ H
sending a to 0 and b to ∞.

Theorem 1.2. [Coupling] Assume the same notations as in Definition 1.1. Suppose that the function F is regulated
and satisfies (1.2) for some c > 0. Then there exists a coupling satisfying the conditions in Definition 1.1. Moreover,
in this coupling, the Loewner chain K is almost surely generated by a continuous and transient curve γ with almost
surely continuous driving function.

The inequality on F in Theorem 1.2 guarantees that the corresponding level line will reach its target point ∞

before “dying” at some continuation threshold. Indeed, the level line of a GFF with piecewise constant boundary
data is only defined until the first time that it hits a section of R+ where the boundary data is less than −λ or a
section of R− where it is greater than λ . In our case, if we allowed F to approach −λ (resp. λ ) at some point in
R+ (resp. in R−), then our current framework would not control the behaviour of the level line around this point
(see discussion below.) Thus, we do not treat this situation here.

Theorem 1.3. [Determination] If (h,γ) are coupled as in Theorem 1.2, then γ is almost surely determined by h.
Moreover, the curve γ is almost surely simple. We call γ the level line of h+F.

With this in hand, we can consider the collection of level lines determined by a given field. The following two
theorems describe the interactions between the curves; corresponding to what one might expect from the level lines
of a smooth function.

Theorem 1.4. [Monotonicity] Suppose that F,G are functions satisfying the conditions in Theorem 1.2, and that
F(x) ≥ G(x) for x ∈ R. Suppose that h is a zero boundary GFF on H and γF (resp. γG) is the level line of h+F
(resp. h+G). Then γF lies to the left of γG almost surely.

Theorem 1.5. [Reversibility] Suppose that h is a GFF on H whose boundary value satisfies the conditions in
Theorem 1.2. Let γ be the level line of h from 0 to ∞ and γ ′ be the level line of −h from ∞ to 0. Then the two paths
γ and γ ′ (viewed as sets) are equal almost surely.

Now we will explain the relevance of Conditions (1.1) and (1.2), which we need for our approach to work.
Although one can make sense of what it means to be a level line of h+F for any F in L1 (as in Definition 1.1), before
this work the existence of the coupling was only known for piecewise constant boundary data. The assumption
that the boundary data F is regulated corresponds precisely to the fact that F can be uniformly approximated by
piecewise constant functions. Indeed, our argument will use an approximation of F by such functions, and a limit
of the corresponding level lines. Thus with our current approach we are unable to say anything about functions
which are not regulated. However, since Definition 1.1 still makes sense for a wider class of functions, it is an
interesting question to determine the most general restrictions under which a coupling exists. For example, if one
takes a GFF with boundary data which is −λ in a neighbourhood to the left of 0 and λ in a neighbourhood to the
right of 0 then one can allow much rougher boundary data away from these neighbourhoods (for example, even
Neumann boundary conditions, see [KI13]), and construct a weaker form of “local coupling” with an SLE variant.
Whether these types of coupling can be extended to a strong coupling as in Definition 1.1, where the curve is also
determined by the field, or whether the condition near 0 can be relaxed is currently unknown.

Concerning Condition (1.2); the key to the proof of Theorem 1.2 is the continuity and transience of the approx-
imating level lines (with piecewise constant boundary data). This allows us to use the results of [KS12] (see details
in Section 2.2) to obtain a continuous limiting curve. If Condition (1.2) failed, the approximating level lines would
only be defined up to a continuation threshold, and we would not be able to obtain such a limit. The continuity of
the limiting curve is absolutely crucial to the proofs of Theorems 1.3 to 1.5. In fact, if the existence and the con-
tinuity of level lines were obtained for other boundary data, one could use similar proofs to get the corresponding
theorems. However, whether continuity still holds in this set up is also a difficult open problem. Although it is
natural to conjecture that for general regulated boundary data the level line will exist as a continuous curve until
hitting a point on the boundary where Condition (1.2) fails, a “continuation threshold” as in [MS16],[WW16], it is
unclear whether or not the continuity will break down around this point.
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Finally, we identify the law of the level lines. It is proved in [MS16, WW16] that the level lines of GFF with
piecewise constant boundary data are SLE4(ρ) processes where ρ is a vector. In our context, when the boundary
data is of bounded variation, the level lines turn out to be SLE4(ρ) processes, where ρ is now a Radon measure.
With the help of the GFF, we are able to obtain the existence, the continuity, and the reversibility of such processes,
properties which are far from clear by the definition of the process through Loewner evolution.

Theorem 1.6. Assume the same notations as in Theorem 1.2. Suppose further that F is of bounded variation. Then
in the coupling (h,γ) given by Theorem 1.2, the marginal law of γ is that of an SLE4(ρ

L;ρR) process (see Section
2.5) where ρR (resp. ρL) is a finite Radon measure on R+ (resp. on R−) and{

F(x) = λ (1+ρR([0,x])), x≥ 0;
F(x) =−λ (1+ρL((x,0])), x < 0

almost everywhere. In particular, we have the following properties of the SLE4(ρ
L;ρR) process. Suppose that there

exists c > 0 such that
ρ

L((x,0])≥−2+ c, x < 0, ρ
R([0,x])≥−2+ c, x > 0.

Then

(1) There exists a law on continuous curves from 0 to ∞ in H with almost surely continuous driving functions,
for which the associated Loewner chain is an arSLE4(ρ

L;ρR) process.

(2) The above continuous curve is almost surely simple and transient.

(3) The time reversal of the above SLE4(ρ
L;ρR) process has the same law as SLE4(ρ̃

L; ρ̃R) ,where

ρ̃
R([x,∞]) = ρ

L((x,0]), x < 0; ρ̃
L((x,∞]) = ρ

R([0,x]), x > 0.

Remark 1.7. Although Theorem 1.6 gives us existence of SLE4(ρ
L;ρR) processes, we do not derive uniqueness in

law. That is, we have not excluded the possibility that there exists another law on Loewner chains satisfying the
definition of an SLE4(ρ

L;ρR) process.

Remark 1.8. Item (3) is the so-called reversibility of SLE. The reversibility was derived previously for SLEκ in
[Zha08b], for SLEκ(ρ) where ρ is a vector in [Zha08a, MS12a, MS12b, WW13]. In Theorem 1.6, we derive the
reversibility of SLE4(ρ) where ρ is a Radon measure.

Outline. The structure of the paper is as follows. In Section 2, we discuss briefly the necessary background theory,
and collect some results that will be important to us. We also define the class of SLEκ(ρ) process and generalize
some of the theory from [MS16], [WW16] which will help us in the sequel. In Sections 3 and 4, we set up a
general framework for the level lines of a GFF, under the assumption that they exist and are given by continuous
transient curves. In particular, we show that they are monotonic in the boundary data, and describe where they can
and cannot hit the boundary. Sections 5 and 6 address the existence of continuous transient curves which can be
coupled as level lines of a GFF, provided the boundary data satisfies the conditions of Theorem 1.2. The proof of
this is via an approximation argument; using a general theory for the weak convergence of curves, as set out in
[KS12]. The key point in the proof is the monotonicity obtained in Section 4. In Section 7 we prove Theorems 1.3
to 1.5 using the ideas from Sections 3 and 4. Finally, we complete the proof of Theorem 1.6 in Section 8.

Acknowledgments. We thank Nathanaël Berestycki, Jason Miller, Steffen Rohde, and Scott Sheffield for helpful
discussions. We thank Avelio Seplveda and Juhan Aru for precious comments on the previous version of this paper.
The main part of this work was done while H. Wu was at MIT and H. Wu’s work is funded by NSF DMS-1406411.
E. Powell’s is funded by a Cambridge Centre for Analysis EPSRC studentship.
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2 Preliminaries

2.1 Regulated functions and functions of bounded variation
We say that a function F on R is regulated if it admits finite left and right limits

F(t+) = lim
h→0+

F(t +h); F(t−) = lim
h→0−

F(t +h)

at every point t ∈R, including ∞. Equivalently, see [Die69, Secion 7.6], F is regulated if it can be uniformly approx-
imated on R by piecewise constant functions which change value only finitely many times. It is this formulation of
the definition that will be useful to us in the sequel.

Another type of function which is of particular interest in the current paper is the class of functions of bounded
variation. Let us consider the connection (2.3) between pairs of Radon measures (ρL;ρR) and functions F on the
real line. We saw above that piecewise constant functions correspond to purely atomic measures. In general, finite
Radon measures are in one-to-one correspondence with right-continuous functions of bounded variation.

The space of functions of bounded variation are those F which satisfy

sup
a<b

(
sup

{
∑

i
|F(xi)−F(xi−1)| : {xi} a finite partition of [a,b]

})
< ∞.

For a proof of this equivalence, see [Fol99, Theorem 3.29]. Note that these functions are clearly regulated. So,
provided they satisfy the correct bounds on R− and R+, functions of bounded variation meet the conditions of
Theorem 1.2.

Furthermore, if a bounded variation function is also absolutely continuous, then the corresponding measures
(ρL;ρR) are absolutely continuous with respect to Lebesgue measure, and writing

ρ
L(dx) = f L(x)dx, ρ

R(dx) = f R(x)dx

we have that the function is differentiable almost everywhere with derivative equal to f L(x) on R− and f R(x) on
R+.

2.2 A result on the convergence of curves
To show existence of the level line of a GFF with general boundary data as given in Theorem 1.2, we will attempt
to approximate it by level lines of the field with piecewise constant boundary data. For this, a result from [KS12]
on the weak convergence of curves, satisfying certain conditions on crossing probabilities, will be crucial.

In order to state the result, we need to define what we mean by crossings of topological quadrilaterals.

Definition 2.1. A topological quadrilateral Q= (V ;Sk,k = 0,1,2,3) consists of a domain V , along with four bound-
ary arcs S0,S1,S2,S3, which can be mapped homeomorphically to a square in such a way that the boundary arcs
are in counterclockwise order and correspond to the edges of the square. For any topological quadrilateral, there
exists a unique positive L and a conformal map from Q onto the rectangle [0,L]× [0,1], such that the boundary arcs
are mapped to the edges of the quadrilateral and, in particular, S0 is mapped to {0}× [0,1]. We call this unique L
the modulus of Q, denoted by m(Q).

Definition 2.2. We will often consider topological quadrilaterals in H which lie on the boundary in the sense that
S1,S3 ⊂ R and S0,S2 ⊂ H. If we have such a quadrilateral, then we say that a curve γ : [T0,T1]→ C crosses Q if
there is a subinterval [t0, t1]⊂ [T0,T1], such that γ(t0, t1)⊂V but γ[t0, t1] intersects both S0 and S2.

Essentially, the condition that will be required for weak convergence will be the following:
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Condition 2.3. For any simple curve γ on H we say that Q is a topological quadrilateral in Hτ :=H\ γ[0,τ] if it is
the image of the square (0,1)2 under a homeomorphism ψ . We define the sides of Q: S0,S1,S2,S3, to be the images
of

{0}× (0,1), (0,1)×{0}, {1}× (0,1), (0,1)×{1}
under ψ . We consider Q such that the opposite sides S1,S3 are contained in ∂Ht and define a crossing of Q to be
a curve in Ht which connects the two opposite sides S0 and S2. Finally, we say that Q is avoidable if it doesn’t
disconnect γ(τ) and ∞ inside Ht .

A family Σ of probability measures on simple curves from 0 to ∞ in H is said to satisfy a conformal bound on
an unforced crossing if there exists a constant M > 0 such that for any P ∈ Σ, for any stopping time τ , and any
avoidable quadrilateral Q of Hτ whose modulus m(Q) is greater than M,

P(γ[τ,∞)crossesQ | γ[0,τ])≤ 1/2.

γ[0, τ ]

∞

0

Q

S2

S0

S1

S3

(a) An avoidable quadrilateral of Hτ =H\ γ[0,τ].

γ[0, τ ]

∞

0

Q

S2

S1

S0

S3

(b) An unavoidable quadrilateral of Hτ =H\ γ[0,τ].

Fig. 2.1

Now we may state the result.

Proposition 2.4. Suppose that (W (n))n∈N is a sequence of driving processes of random Loewner chains that are
generated by continuous simple random cuves (γ(n))n∈N in H, satisfying Condition 2.3. Suppose that the (γ(n))n∈N
are parameterized by half plane capacity. Then

• (W (n))n∈N is tight in the metrisable space of continuous functions on [0,∞) with the topology of uniform
convergence on compact subsets of [0,∞).

• (γ(n))n∈N is tight in the metrisable space of continuous functions on [0,∞) with the topology of uniform
convergence on the compact subsets of [0,∞).

Moreover, if the sequence converges weakly in either of the topologies above, then it also converges weakly in the
other and the limits agree in the sense that the law of the limiting random curve is the same as the that of the
random curve generated under the law of the limiting driving process. In particular, any subsequential limit of the
sequence of curves a.s. generates a Loewner chain with continuous driving function.

Proof. This may be found in [KS12] cf. Theorem 1.5 and Corollary 1.7.

In fact, we will need to apply this theorem when the curves (γ(n))n∈N correspond to certain SLE4(ρ
L;ρR)

processes. In this case they may hit the real line, and so are not necessarily contained in H, as required by the
Proposition. However, as discussed before the proof of Theorem 1.10 in [KS12], the result extends to curves such
as ours, and so we may apply it without concern.
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2.3 The zero boundary Gaussian free field
In this section we will describe the zero boundary Gaussian free field (GFF) in an arbitrary domain D (C. We will
always assume that the domain has harmonically non-trivial boundary, meaning that a Brownian motion started
from a point in the interior will hit the boundary almost surely.

We start with the Green’s function GD in D, which is the unique function in D such that

• ∆GD(z, ·) = 2πδz(·) for each z ∈ D, and

• GD(z,w) = 0 if z or w is in ∂D.

Explicitly,
GD(z,w) =− log |z−w|− G̃z(w)

where G̃z(w) is the harmonic extension of w 7→ − log |z−w| from ∂D to D. The Green’s function is conformally
invariant in the sense that for any conformal map φ on D, and z,w ∈ D, we have

GD(z,w) = Gφ(D)(φ(z),φ(w)).

Roughly speaking, the GFF will be the random Gaussian “function” on D with cov(h(z),h(w)) = GD(z,w).
However, it can only be made sense of rigorously as a random distribution on D. For Hs(D) the space of smooth
compactly supported functions on D, we let (·, ·) denote the normal L2 inner product on Hs(D). We may also endow
Hs(D) with the Dirichlet inner product defined by

( f ,g)∇ =
1

2π

∫
D

∇ f (z) ·∇g(z)d2z

and we denote its Hilbert space completion under Dirichlet inner product by H(D).
For {φn}n≥0 an orthonormal basis of H(D), we define the zero boundary GFF h to be the random sum h :=

∑n αnφn, where the αn’s are i.i.d. Gaussians with mean 0 and variance 1. This almost surely diverges in H(D),
but makes sense as a distribution. That is, the limit ∑n αn(φn, p) := (h, p) almost surely exists for each p ∈ Hs(D),
and p 7→ (h, p) is almost surely a continuous linear functional on Hs(D). Note that for any f ∈ Hs(D) we have that
−∆ f = p is also in Hs(D) and so can define

(h, f )∇ :=
1

2π
(h, p).

Then (h, f )∇ is a Gaussian with mean 0 and variance

1
4π2 ∑

n
(φn, p)2 = ∑

n
(φn, f )2

∇
= ( f , f )∇.

In fact, this characterizes the Gaussian free field. Furthermore, noticing that for p ∈ Hs(D)

∆
−1 p :=

1
2π

∫
D

GD(·,w)p(w)dw

is a smooth function in D whose Laplacian is p and vanishes on ∂D, we see that for any f ,g, p,q ∈ Hs(D)

cov((h, f )∇,(h,g)∇) = ( f ,g)∇, cov((h, p),(h,q)) =
∫ ∫

D×D
p(z)GD(z,w)q(w)d2zd2w.

Proposition 2.5. [The Markov Property] Let W ⊂ D be open and h be a zero boundary GFF on D. Then we can
write

h = h1 +h2

where h1 and h2 are independent, h1 is harmonic in W, and h2 is a zero boundary GFF in W.
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This tells us that, given h|D\W , the conditional law of h|W is that of a zero boundary GFF in W , plus the harmonic
extension of h|D\W to W .

Suppose that F is L1 with respect to harmonic measure on R viewed from some point (hence every point) in
H; we also denote its bounded harmonic extension to H by F . Then the GFF with mean F is defined to be the sum,
h+F , of a zero boundary GFF and F .

Proposition 2.6. Suppose that D1 and D2 are two simply connected domains with non empty intersection, and hi is
a zero boundary GFF on Di for i = 1,2. Let Fi be harmonic on Di, i = 1,2 and U ⊂D1∩D2 be a simply connected
open domain. Then

(1) If dist(U,∂Di)> 0 for i = 1,2, then the laws of

(h1 +F1)|U and (h2 +F2)|U

are mutually absolutely continuous.

(2) Suppose there is a neighbourhood Ū ⊂U ′ such that D1 ∩U ′ = D2 ∩U ′ and that F1−F2 tends to 0 along
sequences approaching points in ∂Di∩U ′. Then the laws of

(h1 +F1)|U and (h2 +F2)|U

are mutually absolutely continuous.

Proof. [MS16, Proposition 3.2].

2.4 Local sets for the GFF
The theory of local sets for the Gaussian free field was first introduced by Schramm and Sheffield in [SS13], and
we quote several of their results here. For D a simply connected domain and A a random closed subset of D̄, we let

Aδ := {z ∈ D : d(z,A)≤ δ}

and Aδ be the smallest σ -algebra for which A and the restriction of h to the interior of Aδ are measurable. Setting
A = ∩δ∈Q+

Aδ we obtain a σ -algebra which is intuitively the smallest such making A, and h restricted to some
infinitesimal neighbourhood of A, measurable. With this in mind, we will often refer to A as (A,h|A).

Definition 2.7. Suppose that (h,A) is a coupling of a GFF in D and a random closed subset A ⊂ D. Then we say
that A is a local set for h if either of the following equivalent statements hold:

(1) For any deterministic open subset U ⊂ D we have that, given the orthogonal projection of h onto h⊥(U),
the event {A∩U = /0} is independent of the orthogonal projection of h onto H(U). This means that the
conditional probability of {A∩U = /0} given h is a measurable function of the orthogonal projection of h
onto H⊥(U).

(2) Given A , the conditional law of h is that of h1 + h2, for h a zero boundary GFF on D \A and h1 an A -
measurable random distribution which is almost surely harmonic on D\A.

In this case, we let CA be the conditional expectation of h given (A,h|A), corresponding to h1 in Item (2).

The interactions between local sets display some nice properties, which we will describe in the following
propositions.

Proposition 2.8. Suppose that A1, A2 are local sets for a GFF h, which are conditionally independent given h.
Then A = A1 ∪A2 is also local for h and moreover, given (A1,A2,A,h|A), the conditional law of h is given by CA

plus an instance of the zero boundary GFF in D\A.
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Proof. [SS13, Lemma 3.10].

Proposition 2.9. Let A1,A2 be connected local sets which are conditionally independent and A = A1 ∪A2. Then
CA−CA2 is almost surely a harmonic function in D \A which tends to zero along any sequence converging to a
limit in

• a connected component of A2 \A1 which is larger than a singleton, or

• a connected component of A1∩A2 which is larger than a singleton, if the limit is at a positive distance from
either A2 \A1, or A1 \A2.

Proof. [SS13, Lemma 3.11] and [MS16, Proposition 3.6].

Proposition 2.10. Let A1,A2 be connected local sets which are conditionally independent and A=A1∪A2. Suppose
that C is a σ(A1)-measurable connected component of D\A1 such that {C∩A2 = /0} almost surely. Then CA|C =
CA1 |C almost surely, given A1.

Proof. [MS16, Proposition 3.7].

Proposition 2.11. Let h be a GFF and (Z(t), t ≥ 0) a family of closed sets such that Z(τ) is local for every Z-
stopping time τ . Suppose futher that for a fixed z ∈D, CR(z,D\Z(t)) is almost surly continuous and monotonic in
t. Then, if we reparameterise time by

logCR(z,D\Z(0))− logCR(z,D\Z(t)),

the process CZ(t)(z)−CZ(0)(z) has a modification which is Brownian motion until the first time that Z(t) accumu-
lates at z. In particular, CZ(t)(z) has a modification which is almost surely continuous in t.

Proof. This is proved in [MS16, Proposition 6.5]. Since we need the argument in the proof later, we briefly recall
the proof here. For s≥ 0, set

τ(s) := inf{t ≥ 0 : logCR(z,D\Z(0))− logCR(z,D\Z(t)) = s}.

We need only show that the increments of the process CZ(τ(t))(z) are independent, and stationary with Gaussian
distribution. By [MS16, Lemma 6.4], we know that for any s < t, the conditional law of

CZ(τ(t))(z)−CZ(τ(s))(z),

given (Z(τ(s)),h|Z(τ(s))), is a Gaussian with mean 0 and variance

logCR(z,D\Z(τ(s)))− logCR(z,D\Z(τ(t))) = t− s.

This means it must also be independent of (Z(τ(s)),h|Z(τ(s))), and so of CZ(τ(s))(z). This completes the proof.

2.5 SLEκ(ρ) processes
We call a compact set K ⊂ H an H-hull if H := H \K is simply connected. For any such hull one can show that
there exists a unique conformal map φ from H→H which is normalized at ∞ in the sense that

φ(z) = z+
2a
z
+o(

1
z
), as z→ ∞,

for some constant a which we call the half-plane capacity of K. For a continuous real-valued function (Wt , t ≥ 0)
with W0 = 0 we can define the solution gt(z) to the chordal Loewner equation

∂tgt(z) =
2

gt(z)−Wt
, g0(z) = z.
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This is well defined for each z ∈H until the first time, τ(z), that gt(z)−Wt hits 0. Setting Kt = {z ∈H : τ(z)≤ t}
and Ht = H \Kt we find that gt is the conformal map from Ht to H normalized at ∞, and the half-plane capacity
of Kt is equal to 2t. We call the family (Kt , t ≥ 0) the Loewner chain driven by (Wt , t ≥ 0). One class of Loewner
chains that we will be particularly interested in are those generated by continuous curves; that is, those for which
there exists a continuous curve γ such that Kt is the hull generated by γ[0, t] for all t.

Chordal SLEκ is the Loewner chain driven by Wt =
√

κBt , where Bt is a standard one-dimensional Brownian
motion. It is characterised by the special properties of conformal invariance and the domain Markov property.
Specifically, (µ−1Kµ2t , t ≥ 0) has the same law as (Kt , t ≥ 0) for any µ > 0, and for any stopping time τ , the law of
( fτ(Kt+τ), t ≥ 0) is the same as that of K. Here fτ := gτ −Wτ .

It is known that SLEκ is almost surely generated by a continuous curve for all κ . In the special case κ ∈ [0,4], it
has also been shown that the curve is almost surely simple. Moreover we know that limt→∞ γ(t) = ∞ almost surely;
a property we refer to as transience. These facts were all proved in [RS05].

Definition 2.12. Let ρL and ρR be finite Radon measures on R− = (−∞,0] and R+ = [0,∞) respectively, and
(Bt , t ≥ 0) be a standard one-dimensional Brownian motion. We say that

(
Wt ,(V L

t (x))x∈R− ,(V
R

t (x))x∈R+

)
t≥0 de-

scribe an SLEκ(ρ
L;ρR) process, if they are adapted to the filtration of B and the following hold:

(1) The processes Wt , Bt ,
(
V L

t (x)
)

x∈R− and
(
V R

t (x)
)

x∈R+ satisfy the following SDE on time intervals where Wt

does not collide with any of the V L,R
t (x):

dWt =
√

κdBt +

(∫
R−

ρL(dx)
Wt −V L

t (x)

)
dt +

(∫
R+

ρR(dx)
Wt −V R

t (x)

)
dt (2.1)

and
dV L

t (x) =
2dt

V L
t (x)−Wt

, x ∈ R−; dV R
t (x) =

2dt
V R

t (x)−Wt
, x ∈ R+. (2.2)

(2) We have instantaneous reflection of Wt off the V L,R
t (x), ie. it is almost surely the case that for Lebesgue

almost all times t we have that Wt 6=V L,R
t (x) for each x ∈ R.

The SLEκ(ρ
L;ρR) process is then defined to be the Loewner chain driven by W.

Remark 2.13. Note that it is not immediate from the definition that such a process exists. Indeed, we will only
show the existence for κ = 4 and a specific subset of (ρL;ρR).

We define the continuation threshold of the process to be the be the infinum of values of t for which

either ρ
L ({x ∈ R− : V L

t (x) =Wt}
)
≤−2 or ρ

R ({x ∈ R+ : V R
t (x) =Wt}

)
≤−2.

Observe that the case ρL ≡ 0,ρR ≡ 0 corresponds simply to SLEκ . Another special case is when the Radon
measures are purely atomic. If this occurs we instead consider (ρL;ρR) to be a pair of vectors

ρ
L = (ρL

l , · · · ,ρL
1 ), ρ

R = (ρR
1 , · · · ,ρR

r )

with associated force points

xL = (xL
l < · · ·< xL

1 ≤ 0), xR = (0≤ xR
1 < · · ·xR

r )

in the obvious way. In this case, it is proved in [MS16, Theorem 2.2] that a slightly stronger version of Definition
2.12 determines a unique law on SLEκ(ρ

L;ρR) processes, defined for all time up until the continuation threshold.
The additional condition they impose is that Wt , Bt ,

(
V L

t (x)
)

x∈R− and
(
V R

t (x)
)

x∈R+ in fact must satisfy (2.1) and
(2.2) at all times. This ensures the uniqueness in law of these processes.

Through their connection with the GFF, which we will discuss in the next section, it was shown in [MS16] that
SLEκ(ρ

L;ρR) processes are almost surely generated by continuous curves up to and including the continuation
threshold. Moreover, on the event that the continuation threshold is not hit before the curves reach ∞, the curves
are almost surely transient. One can also show that the curves are absolutely continuous with respect to SLEκ as
long as they are away from the boundary.
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2.6 Level lines of the GFF with piecewise constant boundary data
As discussed in the introduction, the theory of level lines and flow lines of a GFF with piecewise constant boundary
data has been studied previously in a number of works, including [Dub09], [MS16],[SS13] and [WW16]. We
collect in this section some results that will be useful in our article.

Suppose that F is a bounded harmonic function in H whose boundary value is piecewise constant on R and
changes only finitely many times. Then F can be described almost everywhere in terms of a pair of purely atomic
finite Radon measures (ρL;ρR), corresponding to vectors (ρL;ρR), via the relation

F(x) = λ (1+ρ
R([0,x])), x≥ 0; F(x) =−λ (1+ρ

L((x,0])), x < 0. (2.3)

When κ = 4, which corresponds to level lines of the GFF, the following results are known for any (ρL;ρR): (see
[WW16, Theorems 1.1.1 and 1.1.2])

• There exists a coupling (K,h) where K is an SLE4(ρ
L;ρR) process and h is a zero boundary GFF, such that

K is a level line of h+F .

• If h is a zero boundary GFF and K an SLE4(ρ
L;ρR) process, coupled such that K is a level line of h+F ,

then K is almost surely determined by h.

This allows us, for any such F and an instance of the zero boundary GFF h in H, to define the level line, γ , of
h+F . It has been shown in [WW16, Theorem 1.1.3] that γ is in fact almost surely continuous up to and including
the continuation threshold, and it is transient when the continuation threshold is not hit.

More generally, for any simply connected domain D and x,y in ∂D, we say that γ is the level line of a GFF h
in D started at x and targeted at y, if φ(γ) is the level line of h◦φ−1, where φ is any conformal map from D to H
which sends x to 0 and y to ∞.

One nice property of the level lines is what we call monotonicity. Suppose that h is a GFF with piecewise
constant boundary values, changing only finitely many times. For u ∈R, we define the level line of h with height u
to be the level line of h+u, and denote it by γu. Then, for any u1 ≥ u2, the level line γu1 lies to the left of γu2 almost
surely, see [WW16, Theorem 1.1.4].

Another property of the level lines is their reversibility. Suppose that h is a GFF with piecewise constant
boundary values changing only finitely many times. Let γ be the level line of h from 0 to ∞ and γ ′ be the level line of
−h from ∞ to 0. Then, on the event that neither hit their continuation thresholds before reaching their target points,
we have γ = γ ′ almost surely as sets. This implies the reversibility of the SLE4(ρ

R;ρR) process: conditioned on the
event that the continuation threshold is not hit, the time reversal of the process is another SLE4(ρ

L;ρR) process,
now from ∞ to 0 in H with appropriate weights and force points, conditioned not to hit its continuation threshold.
See [WW16, Theorem 1.1.6]. Finally, we include a list of results from [WW16] that will be useful for the later
proofs.

Lemma 2.14. Suppose that h is a zero-boundary GFF and F is the bounded harmonic extension of the piecewise
constant boundary data which changes finitely many times. Let γ be the level line of h+F. We already know that
γ is almost surely continuous up to and including the continuation threshold.

(1) [WW16, Theorem 1.1.3] The curve γ is almost surely simple and is continuous up to and including the
continuation threshold.

(2) [WW16, Remark 2.5.15] For any open interval I of (−∞,0)∪ (0,∞), assume that

either F(x)≥ λ , ∀x ∈ I, or F(x)≤−λ , ∀x ∈ I.

Then almost surely γ ∩ I = /0.

(3) [WW16, Proposition 2.5.11] For any point x0 ∈ (0,∞), assume that there exists c > 0 such that F ≥−λ + c
in a neighborhood of {x0}, then almost surely γ does not hit {x0}. Symmetrically, for x0 ∈ (−∞,0), assume
that there exists c > 0 such that F ≤ λ −c in a neighborhood of {x0}, then almost surely γ does not hit {x0}.
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2.7 First generalizations to the GFF with general boundary data
In this section, we generalize some results concerning level lines with piecewise constant boundary data to general
boundary data. In fact, the ideas in the proof for Lemma 2.16 when the boundary condition is piecewise constant
[SS13, Lemmas 2.4-2.6] work for general boundary data with proper adjustment. In order to be self-contained, we
still give a complete proof here.

Lemma 2.15. Suppose that (Kt , t ≥ 0) is a Loewner chain driven by a continuous process (Wt , t ≥ 0). Denote by
(gt , t ≥ 0) the corresponding sequence of conformal maps and ft = gt −Wt the centered conformal maps. For any
fixed z ∈H, define

Ct(z) = logCR(z,H)− logCR(z,H\Kt).

Then, we have that

dCt(z) =
4ℑ( ft(z))2

| ft(z)|4
dt.

Proof. The conformal radius CR(z,H\Kt) is equal to 2/|φ ′t (z)| for φt any conformal map from H\Kt to H which
sends z to i, an example of which is given by mt ◦ ft , where mt : H→H is the Möbius transformation defined by

mt(w) =
ℑ( ft(z))w

ℜ( ft(z))2 +ℑ( ft(z))2−ℜ( ft(z))w
.

This gives us that
Ct(z)−C0(z) =− log2+ℜ(logm′t( ft(z)))+ℜ(logg′t(z)).

However, in this case we can calculate m′t( ft(z)) explicitly, and find that −ℜ(logm′t( ft(z))) = logℑ ft(z). Since we
also know that

dg′t(z) =
−2g′t(z)

ft(z)2 dt, dℑ( ft(z)) =
−2ℑ( ft(z))
| ft(z)|4

dt,

we can compute

dCt(z) =
4ℑ( ft(z))2

| ft(z)|4
dt,

and this implies the result.

Lemma 2.16. Assume the same notations as in Definition 1.1. Suppose that the Loewner chain K is almost surely
generated by a random continuous curve γ on H from 0 to ∞ whose driving function W is almost surely continuous.
For z ∈H and t ≥ 0, set

τ(t) = inf{s : logCR(z,H)− logCR(z,H\Ks) = t}.
Then the pair (h,K) can be coupled as in Definition 1.1 if and only if (ητ(t)(z), t ≥ 0) is a Brownian motion with
respect to the filtration generated by (Wτ(t), t ≥ 0) for any z ∈H.

Proof. If (h,K) is coupled as in Definition 1.1, by Proposition 2.11, we know that (ητ(t)(z), t ≥ 0) is a Brownian
motion. Moreover, by the proof of Proposition 2.11, we see that, for s < t, the variable ητ(t)(z)− ητ(s)(z) is
independent of Kτ(s) and has the law of Gaussian with mean zero and variance t− s. This implies that (ητ(t)(z), t ≥
0) is a Brownian motion with respect to the filtration generated by (Wτ(t), t ≥ 0).

For the converse, assume that, for each z ∈ H, the process (ητ(t)(z), t ≥ 0) is a Brownian motion with respect
the filtration generated by (Wτ(t), t ≥ 0). We will begin by showing that there exists a Brownian motion (Bt , t ≥ 0)
(with respect to the filtration of (Wt , t ≥ 0)) such that, for all z, we have

dηt(z) = ℑ
2

ft(z)
dBt . (2.4)

Define
Ut(z) = ηt(z)+ arg( ft(z)). (2.5)

We have the following observations.
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• By the definition of ηt(·), we know that Ut(·) is the bounded harmonic function on H\Kt with the boundary
values given by F + 2λ on R− \Kt , λ along the boundary of Kt , and F on R+ \Kt . Therefore, for fixed z,
process (Ut(z), t ≥ 0) is of bounded variation and is measurable with respect to the filtration generated by
(Wt , t ≥ 0).

• By the assumption, for fixed z, the process (ηt(z), t ≥ 0) is a Brownian motion when parameterized by

Ct(z) = logCR(z,H)− logCR(z,H\Kt).

Thus, by Lemma 2.15, we see that

d〈ηt(z)〉= dCt(z) = 4
(

ℑ
1

ft(z)

)2

dt.

Moreover, since (ητ(t)(z), t ≥ 0) is a Brownian motion with respect to the filtration of (Wτ(t), t ≥ 0), we know
that, for any s < t, the variable ηt(z)−ηs(z) is independent of (Wu,u ≤ s) (we implicitly use the fact that
K is a Loewner chain generated by a continuous curve with continuous driving function), thus the process
(ηt(z), t ≥ 0) is a local martingale with respect to the filtration of (Wt , t ≥ 0).

Combining these two facts, we know that arg( ft(z)) = arg(gt(z)−Wt) is a semimartingale, and hence Wt is a
semimartingale at least up to the first time that z is swallowed by Kt . Note that

d arg( ft(z)) = ℑ
−1
ft(z)

dWt +ℑ

(
2dt

( ft(z))2 −
d〈Wt〉

2( ft(z))2

)
,

and therefore, we have d〈Wt〉= 4dt for all such t. Note however that the process W does not depend on z, and since
we can always choose z far away as we want, we can argue that (Wu,0≤ u≤ t) is a semimartingale up to time t for
any t > 0, with d〈Wt〉= 4dt. Thus, there exists a Brownian motion (Bt , t ≥ 0) and a process of bounded variation
(Vt , t ≥ 0) such that Wt = 2Bt −Vt . We emphasize that the processes B and V do not depend on z. Plugging in
Equation (2.5), we have that

dηt(z) = ℑ
2

ft(z)
dBt , dUt(z) = ℑ

1
ft(z)

dVt , (2.6)

as desired.
With equation (2.4) in hand, we know that for z,w ∈H, we have

d〈ηt(z),ηt(w)〉= ℑ

(
1

ft(z)

)
ℑ

(
1

ft(w)

)
dt.

We know that, for each z, ηt(z) is a continuous martingale. We can also extend the definition of ηt(z) by setting it
equal to its limit as s ↑ τ(z) at all times after τ(z). We further define for z,w ∈H and t ≤ τ(z)∧ τ(w),

Gt(z,w) := GH( ft(z), ft(w))

where we again extend this to all times after τ(z)∧τ(w), by setting it constant and equal to its limit as t ↑ τ(z)∧τ(w).
Observe that, in each connected component of H \ γ[0, t], the function ηt is the bounded harmonic function with
boundary values shown in Figure 2.2. We also know that Gt(z,w) is non-decreasing in t for any fixed z,w.

Putting all of the above together, we can deduce by stochastic calculus that for any p ∈ Hs(H), (ηt , p) is a
continuous martingale with

d〈(ηt , p)〉=−dEt(p), where Et(p) :=
∫ ∫

p(z)p(w)Gt(z,w)d2zd2w.

Now we are ready to show that the pair (h,K) is coupled as in Definition 1.1. Since for each z,w ∈H and non-
negative p ∈ Hs(H) we have that ηt(z) is a martingale and Gt(z,w), Et(p) are non-decreasing, it must be that all
the limits η∞(z), G∞(z,w) and E∞(p) exist. We let h̃ be equal to η∞−η0 plus a sum of independent zero boundary
GFF’s; one in each connected component of H \ γ . To show that (K, h̃) are coupled in the correct way we must
verify that the marginal law of h̃ is that of a zero boundary GFF in H, and that (K, h̃) satisfies the correct domain
Markov property. This amounts to showing that for each non-negative p ∈ Hs(H):
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0
FF

λ
−λ

F

λ
−λ

−λ
γ[0, t]

Fig. 2.2: The function ηt(·) is a harmonic function in each connected component of H \ γ[0, t] with
boundary values as above.

• (h̃, p) is a Gaussian with mean 0 and variance E0(p).

• For any K-stopping time τ , the conditional law of
(
(h̃+η0)|H\Kτ

, p
)

given Kτ is a Gaussian with mean
(ητ , p) and variance Eτ(p).

To see the first point, for any µ > 0 we calculate

E[exp(−µ(h̃, p))] = E[E[exp(−µ(h̃, p))|K]]

= E
[

exp
(
−µ(η∞−η0, p)− µ2

2
E∞(p)

)]
= E

[
exp
(
−µ(η∞−η0, p)+

µ2

2
(E0(p)−E∞(p)

)]
exp
(
−µ2

2
E0(p)

)
= exp

(
−µ2

2
E0(p)

)
,

where the last line follows from the fact that (ηt , p) is a continuous bounded martingale with mean η0(p) and
quadratic variation E0(p)− E∞(p). The second point follows similarly, replacing the initial expectation with a
conditional one.

3 Non-boundary intersecting regime

All the conclusions in Sections 3 and 4 are proved in [MS16, WW16] for level lines with piecewise constant
boundary data and constant height difference. Although many of the ideas from these papers are fundamental to
our proofs, there are several places where they fail for general boundary data. Therefore, we treat the general case
here and give complete proofs in the next two sections.

Lemma 3.1. Suppose that γ is a random continuous curve from 0 to some γ-stopping time T with almost surely
continuous driving function. Assume that γ is coupled with a zero boundary GFF h as a level line of h+F up to
time T where

F(x)≥−λ , ∀x < 0; F(x)≥ λ , ∀x≥ 0.

Then almost surely γ[0,T ]∩ (0,∞) = /0.

Proof. Assume the same notations as in Definition 1.1. First, for any z ∈ H, define Ut(z) in the same way in
Equation (2.5), and we will explain that the process (Ut(z),0≤ t ≤ T ) is non-increasing. By the definition of ηt(z),
we know that Ut(·)−λ is the harmonic function on H\Kt with the boundary values given by F +λ ≥ 0 on R− \Kt ,
zero along the boundary of Kt , and F−λ ≥ 0 on R+ \Kt . This harmonic function is non-increasing in t, and thus
Ut(z) is non-increasing.

Next, we will show that the process
Zt :=V R

t (0+)−Wt

cannot hit zero. By the proof of Lemma 2.16, we know that there exist a Brownian motion B and a process of
bounded variation V such that W = 2B−V and Equation (2.6) holds. Since Ut(z) in non-increasing in t, the process
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Vt is non-decreasing in t up to the time that z is swallowed. However, the process V does not depend on z, and since
we can always choose z far away, we have that (Vu,0≤ u≤ t) is non-decreasing in u for any t > 0. Then we have,
for all t,

dZt ≥−2dBt +
2dt
Zt

.

We can compare Zt/2 with a Bessel process of dimension 2, and so may conclude that Zt cannot hit 0. This implies
that the curve cannot hit (0,∞).

Remark 3.2. The proof of Lemma 3.1 also applies to the case when

F(x)≤−λ , x < 0; F(x)≤ λ , x≥ 0

by symmetry. In this case we see that for γ satisfying the same conditions as in Lemma 3.1, we have γ[0,T ]∩
(−∞,0) = /0 almost surely.

0

C ≥ λ

γ[0, Tε]

λ+F−G≥λ

−λ+F−G≥−λ

−λ

I=(a, b)

(a) The boundary value of −h−G given γ[0,Tε ].

0

C ≥ λ

γ[0, Tε]

λ+F−G≥λ

−λ+F−G≥−λ

−λ

I=(a, b)

γ′G

(b) γ ′G cannot hit the left side of γ[0,Tε ] or (−∞,0].

Fig. 3.1: Explanation of the boundary values in the proof of Lemma 3.3.

Lemma 3.3. Suppose that γ is a random continuous curve from 0 to some γ-stopping time T with almost surely
continuous driving function. Assume that γ is coupled with a zero boundary GFF h as a level line of h+F up to
time T where

F(x)≤−λ , ∀x < 0; F(x)≥ λ , ∀x≥ 0.

Then, almost surely, the curve (γ(t),0≤ t ≤ T ) does not hit the boundary except the two end points.

Proof. It is sufficient to show that, for any 0 < a < b < ∞, the curve γ does not hit the interval I = (a,b). We prove
by contradiction.

Suppose that γ does hit I with positive probability, and on this event, define Tε to be the first time that γ gets
within ε of I. Since F is bounded, suppose that F ≥ −C for some finite C ≥ λ . Let G be the bounded harmonic
extension of the function which is equal to −C on R− and is equal to λ on R+. Note that F ≥ G. Let γ ′G be the
level line of −h−G from ∞ to 0. By Lemma 2.14(1) and (2), we know that γ ′G is almost surely continuous and
transient; and that γ ′G almost surely does not hit I.

Let h̃ be h restricted to the unbounded connected component of H\ γ[0,Tε ], then conditionally on γ[0,Tε ], the
field −h̃−G is a GFF with boundary data as shown in Figure 3.1(a). Moreover, given γ[0,Tε ], the curve γ ′G is
coupled with h̃ so that it is a level line of −h̃−G up until the first time that γ ′G hits γ[0,Tε ] (by Propositions 2.8 to
2.10). Since F−G is positive on H, we see from Lemma 3.1 that γ ′G cannot hit the left side of γ[0,Tε ] or (−∞,0]
before hitting the right side of γ[0,Tε ] or the tip γ(Tε), see Figure 3.1(b). In any case, this implies that γ ′G has to get
within ε of I. Since this holds for any ε > 0 on the event that γ hits I and γ ′G is continuous, we can conclude that γ ′G
hits I with positive probability, contradiction.
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Lemma 3.4. Assume the same notations as in Lemma 3.3. Then γ is almost surely simple.

Proof. First, we argue that, for any γ-stopping time τ , we have γ[0,τ)∩ γ(τ,T ) = /0 almost surely. Given γ[0,τ],
denote by h̃ the restriction of h+F to H\ γ[0,τ] (since γ does not hit the boundary, this set only has one connected
component). By the domain Markov property in Definition 1.1, we know that, given γ[0,τ], the curve γ|[τ,T ) is
coupled with h̃ as its level line. Note that the boundary value of h̃+F is F ≤−λ on R−, is −λ along the left side
of γ[0,τ], is λ along the right side of γ[0,τ], and is F ≥ λ along R+. By Lemma 3.3, we know that γ(τ,T ) cannot
hit γ(0,τ).

Next, we show that γ is almost surely simple. For any q > 0, define Aq to be the event that γ(0,q)∩γ(q,T ) 6= /0.
If γ has double point, then Aq happens for some positive rational q, since γ is continuous. However, by the above
argument, we know that ∪q∈Q+Aq has zero probability. Therefore, γ is almost surely simple.

Proposition 3.5. Suppose that h is a zero boundary GFF and that F is bounded and satisfies

F(x)≤−λ , ∀x < 0; F(x)≥ λ , ∀x≥ 0.

Suppose that γ (resp. γ ′) is a random continuous transient curve from 0 to ∞ (resp. from ∞ to 0) with almost surely
continuous driving function.

Assume that γ is coupled with h as a level line of h+F, that γ ′ is coupled with h as a level line of −h−F, and
that the triple (h,γ,γ ′) are coupled so that γ and γ ′ are conditionally independent given h. Then almost surely γ ′

equals γ . In particular, this implies that γ is almost surely determined by h.

Proof. First, we argue that, for any γ ′-stopping time τ ′, given γ ′[0,τ ′], the curve γ almost surely first exits H \
γ ′[0,τ ′] at γ ′(τ ′). Denote by h̃ the restriction of h to H\ γ ′[0,τ ′]. Given γ ′[0,τ ′], the curve γ is coupled with h as a
level line of h̃+F . The boundary value of h̃+F is F ≤−λ on R−, is −λ along the left side of γ ′[0,τ ′], is λ along
the right side of γ ′[0,τ ′], and is F ≥ λ on R+. Thus, by Lemma 3.3, we know that γ must exit H\ γ ′[0,τ ′] at γ ′(τ ′).

Next, we show that γ and γ ′ are equal. Since γ hits γ ′[0,τ ′] for the first time at γ ′(τ ′) for any γ ′-stopping time
τ ′, we know that γ hits a dense countable set of points along γ ′ in reverse chronological order. By symmetry, γ ′ hits
a dense countable set of points along γ . Since both γ and γ ′ are continuous simple curves, the two curves (viewed
as sets) are equal.

4 Monotonicity

Lemma 4.1. Suppose that h is a zero boundary GFF and that F is bounded. Suppose that γ is a random continuous
curve from 0 to some γ-stopping time T with almost surely continuous driving function. Assume that γ is coupled
with h as a level line of h+F up to time T .

(1) Then the curve (γ(t),0≤ t ≤ T ) almost surely does not intersect any open interval I of (0,∞) such that

F(x)≥ λ ∀x ∈ I.

Symmetrically, it does not intersect any open interval of (−∞,0) where F(x)≤−λ .

(2) In addition, if (γ(t),0 ≤ t ≤ T ) is almost surely simple, then it does not hit any open interval I of (−∞,0)
where F(x)≥ λ . Symmetrically, it does not intersect any open interval of (0,∞) where F(x)≤−λ .

Proof of Lemma 4.1, Item (1). We first show the conclusion when I = (a,b) for 0 < a < b and F(x) ≥ λ ,∀x ∈ I.
Pick ã, b̃ such that a < ã < b̃ < b. It is sufficient to show that, for any such ã, b̃, the curve (γ(t),0≤ t ≤ T ) does not
hit the interval Ĩ = [ã, b̃]. We prove by contradiction. Suppose that the curve (γ(t),0 ≤ t ≤ T ) hits Ĩ with positive
probability. Since F is bounded, we have that F ≥−C for some C ≥ λ . Let G be the bounded harmonic extension
of the function which is equal to −C on R−∪ (0,a)∪ (b,∞) and λ on (a,b). Note that F ≥ G. Let γ ′G be the level
line of −h−G from b to a. Note that since G is piecewise constant we know by Lemma 2.14(1) that the curve γ ′G
is continuous from b to a, and the boundary data also means, by Lemma 2.14(2), that it does not hit Ĩ. This means
we can repeat the same argument as in the proof of Lemma 3.3 to show that γ ′G hits Ĩ with positive probability and
obtain a contradiction.
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Proof of Lemma 4.1, Item (2). Now, let I = (a,b) for a < b < 0, and suppose that F(x) ≥ λ ,∀x ∈ I and (γ(t),0 ≤
t ≤ T ) is almost surely simple. It will be sufficient for us to prove that γ does not hit Ĩ = [ã, b̃] for any a < ã < b̃ < b.
First note that if γ hits [−∞,a] before hitting I, since γ grows towards ∞, it can never hit Ĩ thereafter and we are done.
If not, let ϕ be the Möbius transform of H that sends the triplet (b,0,∞) to (∞,0,1). Then (ϕ(γ(t)),0 ≤ t ≤ T ) is
a continuous curve, coupled with a zero-boundary GFF h̃ as a level line of h̃+F ◦ϕ−1 until the first time it hits
[1,∞]. By Item (1), we know that (ϕ(γ(t)),0 ≤ t ≤ T ) cannot hit the interval (ϕ(a),∞) before this time. Thus
(γ(t),0 ≤ t ≤ T ) cannot hit Ĩ without first hitting the point b. Let τ be the time at which γ hits b, setting τ = T
if this never happens, and τ ′ be the first time at which γ hits Ĩ, again setting τ ′ = T if necessary. By the previous
reasoning, if we do not have {τ < τ ′< T} then we are done, so assume this occurs with positive probability. On this
event, since γ is a continuous curve with continuous Loewner driving function, we see that {τ ≤ t ≤ τ ′ : γ(t) ∈ R}
has Lebesgue measure 0, and so there exists a time τ < σ < τ ′ with γ(σ) /∈ R. Let w be the left-most point in
(γ(t),0 ≤ t ≤ σ)∩ (−∞,0). Then applying the same argument as above, now to (γ(t),σ ≤ t ≤ T ) in the domain
H\ (γ(t),0≤ t ≤ σ) with (a,b) replaced by (a,w), we see that (γ(t),σ ≤ t ≤ T ) must first hit w before it can hit Ĩ.
This is a contradiction to the simplicity of γ .

Lemma 4.2. Suppose that h is a zero boundary GFF and that F is bounded. Suppose that γ is a random continuous
curve from 0 to some γ-stopping time T with almost surely continuous driving function. Assume that γ is coupled
with h as a level line of h+F up to time T .

(1) For any fixed point x0 ∈ (0,∞), if there exists c > 0 such that F ≥−λ + c in a neighborhood of x0, then the
curve (γ(t),0 ≤ t ≤ T ) almost surely does not hit {x0}. Symmetrically, for any fixed point x0 ∈ (−∞,0), if
there exists c > 0 such that F ≤ λ −c in a neighborhood of x0, then the curve (γ(t),0≤ t ≤ T ) almost surely
does not hit {x0}.

(2) If there exists X ∈ (0,∞) and c > 0 such that

F(x)≥ λ , ∀x ∈ (−X ,∞); F(x)≥−λ + c, ∀x ∈ (X ,∞)

and in addition the curve (γ(t),0≤ t ≤ T ) is almost surely simple, then (γ(t),0≤ t ≤ T ) almost surely does
not hit ∞. Symmetrically, if there exists X ∈ (0,∞) and c > 0 such that

F(x)≤−λ , ∀x ∈ (X ,∞); F(x)≤ λ − c, ∀x ∈ (−X ,∞)

and the curve (γ(t),0≤ t ≤ T ) is almost surely simple, then (γ(t),0≤ t ≤ T ) almost surely does not hit ∞

We point out that Item (2) is not a consequence of Item (1) in Lemma 4.2. In fact, if F is piecewise constant
and F(x) ∈ (−λ +c,λ −c) on (−∞,−X)∪ (X ,∞) for c ∈ (0,λ ), then the level line of h+F is transient, and hence
hits ∞ almost surely.

Proof of Lemma 4.2, Item (1). We may assume that F ≥ −λ + c on (a,b) where 0 < a < x0 < b and again prove
by contradiction. Suppose that the curve (γ(t),0≤ t ≤ T ) does hit {x0} with some positive probability. Since F is
bounded, suppose that F ≥−C for some C≥ λ . Let G be the function which is equal to−C on R−∪(0,a)∪(b,∞),
and is (−λ + c)∧λ on (a,b). Note that F ≥ G. Let γ ′G be the level line of −h−G from b to a. Note that γ ′G is
continuous and does not the point {x0} by Lemma 2.14(3). Thus we can repeat the same argument as in the proof
of Lemma 3.3 and show that γ ′G hits {x0} with positive probability, which is a contradiction.

Proof of Lemma 4.2, Item (2). We prove by contradiction. Suppose that γ does hit ∞ with positive probability.
Since F is bounded, suppose that F ≥ −C for some C ≥ λ . Let G be the function which is equal to −C on
(−X ,0)∪ (0,X) and is (−λ + c)∧λ on (X ,∞)∪ (−∞,−X). Note that F ≥ G. Let γ ′G be the level line of −h−G
from −X to X . Since G is piecewise constant, we know the curve γ ′G is continuous and does not hit the point
∞. By Lemma 4.1(2), since γ is almost surely simple, we know that γ cannot hit (−X ,∞) before it hits ∞. Thus,
we can repeat the same argument as in the proof of Lemma 3.3 and show that γ ′G hits ∞ with positive probability,
contradiction. See more details in Figure 4.1.
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0

C ≥ λ γF

λ+F−G≥λ

(λ−c) ∨ (−λ)

X

−X ∞

(a) Suppose that γF hits ∞ with positive probability.
Let Tε be the first time that it enters {z : |z|> 1/ε}.
Since F ≥ λ on (−∞,−X), the curve γF can never
hit (−∞,−X). Given γF [0,Tε ], the boundary data
of the field −h−G is shown in this figure.

0

C ≥ λ γF

λ+F−G≥λ

X

−X ∞

γ′G

(b) By the choice of G, we see that γ ′G cannot hit the
union of (−X ,0) and the left side of γF [0,Tε ] before
hitting γF [0,Tε ]. Therefore, γ ′G has to enter {z : |z|>
1/ε}. This holds for all ε > 0, thus γ ′G hits ∞ with
positive chance, contradiction.

Fig. 4.1: Explanation of the boundary values in the proof of Lemma 4.2, Item (2).

Lemma 4.3. Suppose that h is a zero boundary GFF and that F is bounded and satisfies Condition (1.2). Suppose
that γ is a random continuous transient curve from 0 to ∞ with almost surely continuous driving function. Assume
that γ is coupled with h as a level line of h+F. Then γ is almost surely simple.

Proof. We can repeat the same argument as in the proof of Lemma 3.4 replacing Lemma 3.3 by Lemmas 4.1(1)
and 4.2(1).

Lemma 4.4. Suppose that F and G are bounded, F satisfies Condition (1.2), and that

F(x)≥ G(x), ∀x ∈ R.

Suppose that γF (resp. γ ′G) is a random continuous transient curve from 0 to ∞ (resp. from ∞ to 0) with almost
surely continuous driving function.

Assume that γF is coupled with a zero boundary GFF h as a level line of h+F from 0 to ∞ and that γ ′G is
coupled with h as a level line of −h−G from ∞ to 0, and that the triple (h,γF ,γ

′
G) is coupled so that γF and γ ′G are

conditionally independent given h. Then almost surely γF stays to the left of γ ′G.

Proof. Note that, by Lemma 4.3, γF is almost surely simple. It is sufficient to show that, for any γ ′G-stopping time
τ ′, the point γ ′G(τ

′) is to the right of γF .
Let h̃ be h restricted to H\ γ ′G[0,τ

′]. Then we know that, given γ ′G[0,τ
′], the conditional law of h̃+F is that of

a GFF with boundary data as shown in Figure 4.2(a). Moreover, γF is coupled as a level line of h̃+F up until the
first time it hits γ ′G[0,τ

′]. Given γ ′G[0,τ
′], let τ be the first time that γF hits γ ′G[0,τ

′].
Consider the set γ ′G[0,τ

′], there are two possibilities for the intersection γ ′G[0,τ
′]∩ (0,∞): Case (a), the inter-

section is nonempty, and in this case we denote by xG the last point in the intersection; Case (b), the intersection is
empty and in this case we set xG =+∞ ie. to the right of γ ′G[0,τ

′].
Since the boundary data on the right hand side of γ ′G[0,τ

′] is greater than λ and the boundary data is bounded
away from −λ in a neighborhood of xG, by Lemma 4.1 we know that γF cannot hit the right hand side of γ ′G[0,τ

′]
before hitting the left side of γ ′G[0,τ

′] or exiting H at ∞, approaching from the left. We also know that γF cannot
hit {xG} before this time, by Lemma 4.2(1) in Case (a) and by Lemma 4.2(2) in Case (b). Therefore γF cannot hit
the union of the right hand side of γ ′G[0,τ

′] and {xG} (i.e. the blue section in Figure 4.2(a)) of the boundary before
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0
F

F

−λ+F−G

λ+F−G

xG
γ′G[0, τ

′]

(a)

0
F

F

−λ+F−G

λ+F−G

xG
γ′G[0, τ

′]

γF

(b)

Fig. 4.2: The curve γF cannot hit the blue section in the figure.

hitting the left hand side of γ ′G[0,τ
′] or exiting H at ∞, approaching from the left. In the latter case, we are done.

In the former case, γF first hits γ ′G[0,τ
′] from its left hand side at time τ . If γ ′G(τ

′) is strictly to the left of γF , then
it must be the case that after time τ , γF wraps around γ ′G[0,τ

′] and then hits the right hand side of γ ′G[0,τ
′] or exits

at xG. Let τδ be the first time after τ that γF is in the right connected component of H \ (γF [0,τ]∪ γ ′G[0,τ
′]) and

dist(γF(t),γ ′G[0,τ]) ≥ δ , setting τδ = ∞ if this never happens. If γ ′G(τ
′) is strictly to the left of γF (so in particular

not on the curve γF ) with positive probability then we know that {τδ < ∞} occurs with strictly positive probability.
However, given γ ′G[0,τ

′]∪ γF [0,τδ ], the conditional law of h+F is that of a GFF with boundary values as shown in
Figure 4.2(b), and (γF(t), t ≥ τδ ) is a level line of this field (by Propositions 2.8 to 2.10.) Therefore, by Lemmas
4.1 and 4.2 again, we know that it cannot hit the right hand side of γ ′G[0,τ

′] or exit at xG, and hence cannot reach
∞. Thus we obtain a contradiction.

Lemma 4.5. Suppose that F is bounded and satisfies Condition (1.2). Suppose that γF (resp. γ ′F ) is a random
continuous transient curve from 0 to ∞ (resp. from ∞ to 0) with almost surely continuous driving functions.

Assume that γF is coupled with a zero boundary GFF h as a level line of h+F from 0 to ∞, that γ ′F is coupled
with h as a level line of −h− F from ∞ to 0, and that the triple (h,γF ,γ

′
F) is coupled so that γF and γ ′F are

conditionally independent given h. Then almost surely γF = γ ′F . In particular, γF is almost surely determined by h.

Proof. By Lemma 4.4, we know that γF almost surely stays to the left of γ ′F and (by the same arguments) that γF

almost surely stays to the right of γ ′F . Combining with the fact that γF ,γ
′
F are simple by Lemma 4.3, we know

that almost surely γF = γ ′F . Since γF and γ ′F are coupled with h so that they are conditionally independent given h,
γF = γ ′F implies that γF must be almost surely determined by h.

Lemma 4.6. Suppose that F and G are bounded, and satisfy Condition (1.2). Suppose further that

F(x)≥ G(x), x ∈ R.

Suppose that γF ,γG (resp. γ ′G) are random continuous transient curves from 0 to ∞ (resp. from ∞ to 0) with
almost surely continuous driving functions.

Assume that γF (resp. γG) is coupled with a zero boundary GFF h as a level line of h+F (resp. h+G), that γ ′G
is coupled with h as a level line of −h−G from ∞ to 0, and that (h,γF ,γG,γ

′
G) is coupled so that γF , γG and γ ′G are

conditionally independent given h. Then almost surely γF stays to the left of γG.

Proof. We have the following observations.

• By Lemma 4.4, we know that γF stays to the left of γ ′G.

• By Lemma 4.5, we know that γG = γ ′G.
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Combining these two facts, we see that γF stays to the left of γG.

Corollary 4.7. Suppose that F and G are piecewise constant functions changing value only finitely many times and
that they satisfy Condition (1.2). Suppose further that

F(x)≥ G(x), x ∈ R.

Let γF (resp. γG) be the level line of h+F (resp. h+G) for h a zero boundary GFF as in Section 2.6. Then almost
surely γF stays to the left of γG.

Proof. From the results in Section 2.6, we have the existence, the continuity and transience of γF and γG, and also
γ ′G which is the level line of −h−G from ∞ to 0. Moreover, we know that each of γF ,γG and γ ′G is almost surely
determined by h. By Lemma 4.6, we know that γF stays to the left of γG almost surely.

5 Estimates on crossing probabilities

In this section, we will consider SLE4(ρ
L;ρR) processes for vectors

ρ
L = (ρL

l , · · · ,ρL
1 ), ρ

R = (ρR
1 , · · · ,ρR

r ),

with associated force points

xL = (xL
l < · · ·< xL

1 ≤ 0), xR = (0≤ xR
1 < · · ·xR

r ),

such that for some c > 0,C < ∞,

−2+
c
λ
≤

j

∑
i=1

ρ
L
i ≤−1+

C
λ
, 1≤ j ≤ l, −2+

c
λ
≤

k

∑
i=1

ρ
R
i ≤−1+

C
λ
, 1≤ k ≤ r. (5.1)

We will show that if (γ(n))n∈N are a family SLE4(ρ
L;ρR) processes as above (with the same c,C), then they

satisfy Condition 2.3. Here, we know that the processes are generated by continuous curves, due to the results of
[MS16, WW16].

Note that these processes correspond to level lines of (h+Fn)n∈N for h a zero boundary GFF, where Condition
(5.1) means that the Fn’s are uniformly bounded (lying in (−C,C)) and satisfy, for all n≥ 0,

Fn(x)≤ λ − c, x < 0; Fn(x)≥−λ + c, x≥ 0.

These are the same conditions we require on F in Theorem 1.2. Therefore, the tactic will be to approximate such an
F by piecewise constant functions Fn on R, and show that the laws of the corresponding SLE4(ρ

L,n;ρR,n) processes
converge weakly using Proposition 2.4. This limiting law will be our candidate for the level line of h+F .

Lemma 5.1. Suppose that (γ(n))n∈N are a family of SLE4(ρ
L,ρR) processes satisfying Condition (5.1) for some

c > 0,C < ∞ and all n. Then they satisfy Condition 2.3.

Proof. Recall, we would like to show that our family satisfies a conformal bound on an unforced crossing. That is,
that there exists a constant M > 0, such that for any of our processes γ(n), any stopping time τ and any avoidable
quadrilateral of Hτ =H\K(n)

τ whose modulus m(Q) is greater than M,

P
(

γ
(n)[τ,∞)crossesQ | γ(n)[0,τ]

)
≤ 1/2.

Here (K(n)
t , t ≥ 0) denotes the sequence of hulls generated by γ(n).
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For n≥ 0, the law of γ(n) is that of an SLE4(ρ
L,n;ρR,n) process with force points located at (xL,n;xR,n). Denote

its driving function by W (n), its sequence of conformal mappings by g(n), and set f (n) = g(n)−W (n). By the results
of [WW16], we know that γ(n) can be coupled with h a zero boundary GFF in H, as the level line of h+Fn, for

Fn(x) =

−λ

(
1+∑{i:xL,n

i ≥x}ρ
L,n
i

)
, x < 0

λ

(
1+∑{i:xR,n

i ≤x} ρ
R,n
i

)
, x≥ 0.

Moreover, for any stopping time τ , we know by the domain Markov property that, conditionally on γ(n)[0,τ], the
curve evolves from time τ onwards as a level line of a GFF with boundary conditions η

(n)
τ in the remaining domain.

Here η(n) is defined corresponding to Fn as in Definition 1.1. The important thing to notice is that, as a result of the
condition (5.1), we have

η
(n)
τ ◦ ( f (n)τ )−1 ≥−C, on (−∞,0); η

(n)
τ ◦ ( f (n)τ )−1 ≥−λ + c on [0,∞)

for any τ and n. Therefore, if we set

G1(x) :=

{
−C, x < 0
−λ + c, x≥ 0

we have that
G1 ≤ η

(n)
τ ◦ ( f (n)τ )−1, on R.

Similarly if we set

G2(x) :=

{
λ − c, x < 0
C, x≥ 0

then
G2 ≥ η

(n)
τ ◦ ( f (n)τ )−1, on R.

Now, consider an avoidable topological quadrilateral Q of Hτ . The avoidability assumption means that, when we
map it to H via f (n)τ , its image Q′ is a topological quadrilateral in H as in Definition 2.1 with S′1, S′3 (the arcs
touching the boundary) either both lying in [0,∞), or both in (−∞,0].

Suppose we are in the first case. We would like to bound above the probability of γ(n)[τ,∞) crossing Q, where
Q has modulus greater than M for some positive M. Equivalently, we must bound the probability of f (n)τ (γ(n)[τ,∞))
crossing Q′, noting by conformal invariance that Q′ also has modulus greater than M. If Q′ = (V ′,(S′k)1≤k≤4), we
let Q′′ = (V ′′,S′′0 ,S

′′
2) be the doubly connected domain where V ′′ is the interior of the closure of V ′∪V ′∗ (V ′∗ the

reflection of V ′ in the real line) and S′′0 ,S
′′
2 are it’s inner and outer boundary. Following the arguments in the proof

of [KS12, Theorem 1.10], we let x = min(R∩S′′0)> 0 and r = max{|z−x| : z∈ S′′0}> 0. We see that Q′′ is a doubly
connected domain separating x and a point on ∂B(x,r) from 0 and ∞ (see Figure 5.1.) However, [Ahl73, Thoerem
4.7] tells us that among all such domains, the one with the largest modulus (here defined as the extremal length of
the curve family connecting S′′0 and S′′2 in V ′′, which satisfies m(Q′′) = m(Q′)/2) is the domain formed by removing
(−∞,0]∪ [x,x+ r] from the complex plane. This modulus is also calculated explicitly in [Ahl73] and so we may
deduce that

exp(2πm(Q′′))≤ 16
(x

r
+1
)
.

Since

m(Q′′) =
m(Q)

2
≥ M

2
,

this means that r ≤ νx for

ν =

(
1
16

exp(πM)−1
)−1

. (5.2)

Note that ν can be made as small as we like by choosing M large.
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B(x, r)Q′′ = Q ∪Q′

x0

Q

Q′

S2

S ′
2

S0

S ′
0

S3

S ′
3

S1

S ′
1

Fig. 5.1: Since Q′′ separates x and a point on ∂B(x,r) from ∞, we obtain a lower bound on m(Q′′) =
m(Q)/2. Since m(Q)≥M this gives us an upper bound on r/x. Moreover, we know that for a
curve to cross Q it must necessarily intersect B(x,r).

It is also clear that for f (n)τ (γ(n)[τ,∞)) to cross Q′, it must necessarily intersect B(x,r). However, the law of
f (n)τ (γ(n)[τ,∞)) is that of the level line of h̃+η

(n)
τ ◦ ( f (n)τ )−1, for h̃ a zero boundary GFF in H. By the monotonicity

result Corollary 4.7, we see that this level line lies to the left of the level line of h̃+G1 almost surely (see Figure
5.2.) Thus, the probability of f (n)τ (γ(n)[0,τ]) intersecting B(x,r) is less than the probability of an SLE4(ρ

L;ρR)
process with

ρ
L =−1+

C
λ

; ρ
R =−2+

c
λ

(5.3)

(left and right force points at the origin), intersecting it.
Therefore, we have

P
(

γ
(n)[τ,∞) crosses Q |γ(n)[0,τ]

)
≤ P

(
f (n)τ (γ(n)[τ,∞)) crosses Q′ |γ(n)[0,τ]

)
≤ P

(
f (n)τ (γ(n)[τ,∞)) intersects B(x,r) |γ(n)[0,τ]

)
≤ P

(
SLE4(ρ

L;ρ
R) intersects B(x,r)

)
(ρL,ρR are defined in Equation (5.3))

= P
(

SLE4(ρ
L;ρ

R) intersects B(1,r/x)
)

(by scaling invariance)

≤ P
(

SLE4(ρ
L;ρ

R) intersects B(1,ν)
)
. (ν is defined in Equation (5.2))

Since we know that the SLE4(ρ
L;ρR) process with left and right force points at 0 almost surely does not hit

the point 1 (in fact, there is exact estimate on this event, see for instance [MW16, Theorem 1.8]), we see that by
choosing M large enough, and so ν small enough, we can make the right hand side less than 1/2. Thus there exists
an M such that the left hand side is bounded above uniformly by 1/2 whenever m(Q)≥M.

For the second case, when the boundary arcs S′1,S
′
3 of Q′ both lie on the negative real line, we may use sym-

metrical arguments, replacing G1 by G2.

Corollary 5.2. Suppose that (γ(n))n∈N are a family of SLE4(ρ
L;ρR) processes satisfying Condition (5.1) for all n.

Suppose further than they are all parameterised by half plane capacity and that (W (n))n∈N are the corresponding
family of driving functions. Then

• (W (n))n∈N is tight in the metrisable space of continuous functions on [0,∞) with the topology of uniform
convergence on compact subsets of [0,∞).
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f (n)
τ

0

∞

0

∞

γ(n)[0, τ ]
f
(n)
τ (γ(n)[τ,∞])

B(x, r)
−λ λ

−C ≤ Fn Fn ≥−λ+c
−λ λ

≥−C ≥−λ+c

Fig. 5.2: The boundary values of h+Fn given γ(n)[0,τ] are marked in the left panel. Thus f (n)τ (γ(n)[τ,∞])
is the level line of a zero boundary GFF h̃ + boundary data as depicted in the right panel.
By monotonicity, it must therefore lie to the left of the level line of h̃+G1 (marked in red.)
Consequently, the probability that f (n)τ (γ(n)[τ,∞]) intersects B(x,r) is less than the probability
that the red level line does.

• (γ(n))n∈N is tight in the metrisable space of continuous functions on [0,∞) with the topology of uniform
convergence on the compact subsets of [0,∞).

Moreover, if the sequence converges weakly in either of the topologies above, then it also converges weakly in the
other and the limits agree in the sense that the law of the limiting random curve is the same as the that of the
random curve generated under the law of the limiting driving process.

Proof. This is a direct consequence of Proposition 2.4 and the remarks in Theorem 1.10 of [KS12].

6 Existence of the coupling—proof of Theorem 1.2

In this section we will show existence of the coupling described by Theorem 1.2. Recall we would like to prove
that for F on R which is regulated, so can be approximated uniformly by piecewise constant functions changing
value only finitely many times, and which satisfies Condition (1.2), there exists a coupling of a Loewner chain K
with a zero boundary GFF h, such that K is a level line of h+F . Moreover, we will show that K is almost surely
generated by a continuous and transient curve γ .

To do this we will take a sequence of piecewise constant functions Fn (changing value only finitely many times),
which uniformly approximate F , and consider the level lines, denoted by γ(n), of h+Fn for a zero boundary GFF
h. Observe that we can choose the Fn so that the level lines are a family of SLE4(ρ

L;ρR) processes satisfying the
conditions of Corollary 5.2. Thus, the tightness given by the corollary will allow us to extract a subsequential limit.

Proposition 6.1. Let F satisfy the conditions of Theorem 1.2. Suppose that (Fn)n∈N are piecewise constant functions
on R, changing value only finitely many times. Let h be a zero boundary GFF and γ(n) be the level line of h+Fn

for each n. Suppose further that they are all parameterized by half plane capacity and that (W (n))n∈N are the
corresponding family of driving functions.

Then, if the (Fn) converge uniformly to F on R, we have that:

(1) There exists a subsequence of the γ(n) which converges weakly in the space of continuous functions on [0,∞)
with the topology of uniform convergence on compact subsets of [0,∞).

(2) The limiting law describes a continuous curve from 0 to ∞ in H which generates a Loewner chain with a.s.
continuous driving function.
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(3) The limiting curve can be coupled with a zero boundary GFF h, as a level line of h+F.

Remark 6.2. We will later see that this limiting law does not depend on the choice of approximation, as any
continuous curve which can be coupled with a zero boundary GFF as a level line of h+F must have a unique law:
see Remark 7.1. In particular, this tells us that we actually have convergence of the whole sequence in distribution.

Proof of Theorem 1.2. Theorem 1.2 is a direct consequence of Proposition 6.1.

Proof of Proposition 6.1, Items (1), (2). Note that the weak convergence directly follows from Corollary 5.2, as
does the fact that the limiting law corresponds to a continuous curve generating a Loewner chain with almost
surely continuous driving function.

Definition 6.3. Suppose that F is L1 with respect to harmonic measure on R and that γ is a continuous curve with
continuous Loewner driving function. We set η0

t in the same way as in Definition 1.1. Then for any z ∈ H we can
define, for t less than the first time that γ swallows z,

ηt(F,γ,z) = η
0
t ( ft(z))

as in Definition (1.1), emphasising the dependence on F and γ . Let

Ct(γ,z) = logCR(z,H)− logCR(z,H\Kt),

η̃t(F,γ,z) = ητ(t)(F,γ,z), where τ(t) := inf{s≥ 0 : Cs(γ,z) = t}.
Finally, define (W̃t(γ,z))t≥0 for γ to be the driving function of γ reparameterised by Ct(γ,z).

To prove Proposition 6.1, Item (3), i.e. to see that the limiting curve can be coupled as a level line in the way
we want, we will use Lemma 2.16. This tells us that if we define η̃t(F,γ,z) as above for our limiting curve γ , we
need only show that for each z∈H, the process (η̃t(F,γ,z), t ≥ 0) is a Brownian motion with respect to the filtration
generated by (W̃t(γ,z), t ≥ 0).

Lemma 6.4. Let (γ(nk)) be a subsequence of the random curves in Proposition 6.1, parameterised by half plane
capacity, which converge weakly to some γ in the space of continuous functions on [0,∞) with the topology of
uniform convergence on compacts. Then for every z ∈H,(

W̃ (γ(nk),z), η̃(F,γ(nk),z)
)

d−→
(
W̃ (γ,z), η̃(F,γ,z)

)
in C([0,∞);R)×C([0,∞);R) with respect to the product topology of uniform convergence on compacts.

We postpone the proof of Lemma 6.4 and first tell the readers how we obtain Proposition 6.1 from Lemma 6.4.

Lemma 6.5. Let (γ(nk)) be a subsequence of the random curves in Proposition 6.1, parameterised by half plane
capacity, which converge weakly to some γ in the space of continuous functions on [0,∞) with the topology of
uniform convergence on compacts. Then for every z ∈H,(

W̃ (γ(nk),z), η̃(Fnk ,γ
(nk),z)

)
d−→
(
W̃ (γ,z), η̃(F,γ,z)

)
in C([0,∞);R)×C([0,∞);R) with respect to the product topology of uniform convergence on compacts.

Proof. By Lemma 6.4, we have that(
W̃ (γ(nk),z), η̃(F,γ(nk),z)

)
d−→
(
W̃ (γ,z), η̃(F,γ,z)

)
(6.1)

with respect to the product topology of uniform convergence on compacts. It is also clear that, for all t,z and any
curve γ ′ ∣∣η̃t(Fnk ,γ

′,z)− η̃t(F,γ ′,z)
∣∣≤ sup

x∈R
|F(x)−Fnk(x)|.
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Indeed, η̃t(Fnk ,γ
′, ·) and η̃t(F,γ ′, ·) are by definition harmonic extensions of functions whose boundary values differ

by at most the right hand side. Since supx∈R |F(x)−Fnk(x)| → 0 by assumption, we may conclude that, for any
T > 0, almost surely as k→ ∞,

sup
t∈[0,T ]

∣∣∣η̃t(Fnk ,γ
(nk),z)− η̃t(F,γ(nk),z)

∣∣∣→ 0. (6.2)

Combining Equations (6.1) and (6.2), we obtain the conclusion.

Proof of Proposition 6.1, Item (3). Fix z ∈H. Since γ(nk) is coupled as a level line of h+Fnk we know by Lemma
2.16 that

(
η̃t(Fnk ,γ

(nk),z), t ≥ 0
)

is a Brownian motion for each k, with respect to the filtration of
(
W̃t(γ

(nk),z), t ≥ 0
)
.

Therefore, by the weak convergence in Lemma 6.5, we have that if γ is the limiting law of the γ(nk)’s, the process
η̃t(F,γ,z) must also have the law of Brownian motion, with respect to the filtration of

(
W̃t(γ,z), t ≥ 0

)
. Applying

Lemma 2.16 again proves the proposition.

Proof of Lemma 6.4. Fix z ∈ H. We will show that the laws of (W̃ (γ(nk),z), η̃(F,γ(nk),z)) converge weakly in k to
the law of (W̃ (γ,z), η̃(F,γ,z)). To do this, we begin by showing that this family of laws is tight in C([0,∞);R)×
C([0,∞);R) with respect to the product topology of uniform convergence on compacts. This allows us to extract
a further subsequence along which the (W̃ (γ(nk),z), η̃(F,γ(nk),z))’s converge. We then argue that the limit of this
subsequence must be equal to that of (W̃ (γ,z), η̃(F,γ,z)), so in fact our whole original subsequence converged,
and the limit is (W̃ (γ,z), η̃(F,γ,z)). Note that the proof of this lemma would be trivial if (W̃ (·,z), η̃(F, ·,z)) was a
continuous function on the set of curves, however, this is not quite the case. It is essentially a continuous function
when restricted to a set in which the γ(nk)’s lie with high probability.

By the proof of [KS12, Theorem 1.5], we know that for every M > 0 we can find a subset E of the space of
continuous curves in H such that

inf
k
P(γ(nk) ∈ E)≥ 1− 1

M
(6.3)

when the (γ(nk)) are parameterised by half plane capacity, and

• E is relatively compact with respect to the topology of uniform convergence on compacts,

• curves in E correspond to Loewner chains with continuous driving functions parameterised by half plane
capacity, and

• if a sequence of curves in E converges with respect to uniform convergence on compacts, then their driving
functions also converge uniformly on compacts along a further subsequence, and the limits agree.

For the construction of such an E, see Section 3.5 of [KS12], in particular the definition (60) and the discussion in
the closing paragraphs. See also the opening paragraph of Section 3.6.

We argue that the set {(W̃ (γ ′,z), η̃(F,γ ′,z)) : γ ′ ∈E} is a relatively compact subset of C([0,∞);R)×C([0,∞);R)
with respect to the product topology of uniform convergence on compacts. Thus by (6.3) the laws of the(

W̃ (γ(nk),z), η̃(F,γ(nk),z)
)

are tight in this topology. It is sufficient to verify the following claim: if γ ′n → γ ′ is any convergent sequence of
curves in E, whose driving functions also converge uniformly on compacts, then for any T > 0, as n→ ∞,

sup
t∈[0,T ]

∣∣η̃t(F,γ ′n,z)− η̃t(F,γ ′,z)
∣∣→ 0 (6.4)

and
sup

t∈[0,T ]

∣∣W̃t(γ
′
n,z)−W̃t(γ

′,z)
∣∣→ 0. (6.5)
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Relative compactness then follows because the choice of E means that any sequence of curves in E has a convergent
subsequence along which the driving functions also converge.

We will prove the above claim now. We let Kt (resp. Kn
t ) be the hull generated by γ ′ (resp. γ ′n) in the capacity

parameterisation and Wt ,gt (resp. W n
t ,g

n
t ) be the corresponding driving functions, and functions H \Kt (resp.

H\Kn
t ) to H, normalised at ∞. We define ft = gt−Wt and f n

t = gn
t −W n

t as usual, and consider these to be extended
to the boundary, also writing ft(0+) for V R

t (0+)−Wt . Write

Ct =Ct(γ
′,z), Cn

t =Ct(γ
′
n,z);

τ(t) := inf{s≥ 0 : Cs = t}, τ
n(t) := inf{s≥ 0 : Cn

s = t}.
First, we will show that for any T > 0 before the first time that γ ′ swallows z, as n→ ∞,

sup
t∈[0,T ]

|Ct −Cn
t | → 0. (6.6)

We have the following observations.

• By Lemma 2.15, and since C0 =Cn
0 = 0, we have

Ct =
∫ t

0

−4ℑ( fs(z))2

| fs(z)|4
ds; Cn

t =
∫ t

0

−4ℑ( f n
s (z))

2

| f n
s (z)|4

ds.

• W n
t →Wt uniformly on [0,T ].

• gn
t → gt uniformly on {(t,z) ∈ [0,T ]×H : d(z,Kt) > δ} for any δ > 0. (See for instance [KS12, Lemmas

A.3 and A.4])

Combining these three facts, we obtain Equation (6.6).

Second, we show that, for any T > 0 before γ ′ swallows z, as n→ ∞,

sup
t∈[0,T ]

∣∣ητn(t)(F,γ
′,z)−ητ(t)(F,γ

′,z)
∣∣→ 0. (6.7)

By Equation (6.6), we have that [0,τn(T )∨ τ(T )] ⊂ [0,τ(S)] for n large enough, where S > T , and τ(S) is a time
before z is swallowed by γ ′. By (6.6) again, we therefore have that, as n→ ∞

cn := sup
t∈[0,T ]

|Cτn(t)− t| ≤ sup
t∈[0,τn(T )∨τ(T )]

|Ct −Cn
t | → 0.

Since
sup

t∈[0,T ]

∣∣ητn(t)(F,γ
′,z)−ητ(t)(F,γ

′,z)
∣∣≤ sup

s,t∈[0,S],|s−t|≤cn

∣∣η̃t(F,γ ′,z)− η̃s(F,γ ′,z)
∣∣ ,

and η̃t(F,γ ′,z) is uniformly continuous on [0,S], we see that it must converge to 0.

Third, we show that, for any T > 0 before γ ′ swallows z, as n→ ∞,

sup
t∈[0,T ]

∣∣ητn(t)(F,γ
′
n,z)−ητn(t)(F,γ

′,z)
∣∣→ 0. (6.8)

We need only show that, on any time interval [0,S] such that S is strictly less than the time γ ′ swallows z, the
quantity |ηt(F,γ ′n,z)−ηt(F,γ ′,z)| converges uniformly to 0. We have the following observations.

• By Definition 6.3, we know that ηt(F,γ ′, ·) (resp. ηt(F,γ ′n, ·)) is the bounded harmonic function with bound-
ary values equal F on R\Kt (resp. on R\Kn

t ), −λ on the left side of Kt (resp. Kn
t ), and λ on the right side

of Kt (resp. Kn
t ).
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• W n
t →Wt uniformly on [0,S].

• gn
t → gt uniformly on {(t,z) ∈ [0,S]×H : d(z,Kt)> δ} for any δ > 0. Same reason as above.

Combining these three facts, we have that the quantity |ηt(F,γ ′n,z)−ηt(F,γ ′,z)| converges uniformly to 0 on t ∈
[0,S], implying Equation (6.8).

Combining Equations (6.6), (6.7) and (6.8), we obtain Equation (6.4) by noting that

sup
t∈[0,T ]

∣∣ητn(t)(F,γ
′
n,z)−ητ(t)(F,γ

′,z)
∣∣≤ sup

t∈[0,T ]

∣∣ητn(t)(F,γ
′
n,z)−ητn(t)(F,γ

′,z)
∣∣+ sup

t∈[0,T ]

∣∣ητn(t)(F,γ
′,z)−ητ(t)(F,γ

′,z)
∣∣ .

We obtain Equation (6.5) by the same method as above, which is much simpler in this case, and so we omit the
details.

Finally, we show that if (γ(nk))k∈N converges weakly, and there exists a further subsequence along which
(W̃ (γ(nk),z), η̃(F,γ(nk),z)) converges, then the limit must be (W̃ (γ,z), η̃(F,γ,z)). To do this, for any M ∈ N take E
relatively compact such that (6.3) holds, and note that by the above claim we have that

AE :=
{
(γ ′,W̃ (γ ′,z), η̃(F,γ ′,z)) : γ

′ ∈ E
}

is relatively compact in C([0,∞);C)×C([0,∞);R)×C([0,∞);R) , and its closure is equal to{
(γ ′,W̃ (γ ′,z), η̃(F,γ ′,z)) : γ

′ ∈ E
}
.

This means that the joint laws of (γ(nk),W̃ (γ(nk),z), η̃(F,γ(nk),z)) are also tight, and thus we can extract an even
further subsequence along which we have joint convergence. If P∗ is the law of this joint limit then,

P∗
(
AE
)
≥ inf

k
P
(

γ
(nk) ∈ E

)
≥ 1− 1

M

and so we see that the probability of our marginal laws agreeing in the sense we want must be greater than 1− 1
M .

Since this holds for every M, agreement must hold almost surely, and as these marginal laws are equal to the
limiting laws of the individually convergent sequences, the result follows.

7 Proof of Theorems 1.3 to 1.5

Proof of Theorem 1.4. Suppose that γF and γG are continuous transient curves from 0 to ∞ in H, coupled with a
zero-boundary GFF h as level lines of h+F and h+G respectively. Suppose further that γ ′G is a continuous transient
curve from ∞ to 0 and is coupled with h as a level line of−h−G from ∞ to 0, such that the four objects h,γF ,γG,γ

′
G

are coupled with γF ,γG,γ
′
G are conditionally independent given h. From Theorem 1.2, we have the existence of

γF ,γG and γ ′G. By Lemma 4.6, we know that γF stays to the left of γG almost surely.

Proof of Theorems 1.3 and 1.5. Suppose that γF is a continuous transient curve which is coupled with h as a level
line of h+F from 0 to ∞, as in Theorem 1.2. Let γ ′F be a continuous curve coupled with h as a level line of −h−F
from ∞ to 0, such that γF and γ ′F are conditionally independent given h. The existence of γ ′F is given by Theorem
1.2. Lemma 4.5 then tells us that γF = γ ′F almost surely. In particular, γF is almost surely determined by h.

Remark 7.1. By applying Theorem 1.3, we see that if γ is the weak limit of any sequence of level lines as in
Proposition 6.1, then γ can be coupled as the level line of a GFF and is moreover determined by the GFF in
this coupling. Thus, the law of γ is uniquely determined. In particular, it does not depend on the sequence of
approximating level lines.



8 Proof of Theorem 1.6 and concluding remarks 28

Lemma 7.2. Let F be as in Theorem 1.2. Suppose that Fn ↓ F approximate F uniformly on the real line, where the
Fn are decreasing, and are piecewise constant with value changing only finitely many times.

Let h be a zero boundary GFF in H, γn be the level line of h+Fn for each n, and γ be the level line of h+F.
Denote by Hn the open sets corresponding to the strict right hand sides of γn. By monotonicity these are almost
surely decreasing. Define

H = ∩nHn.

Then ∂H coincides with γ almost surely. In other words, the sequence of curves γn converges to γ almost surely.

Proof. First, we show that ∂H has the same law as γF . We use a conformal mapping to take everything to the unit
disc, as it will be more convenient to work in a space where our sets are compact. We endow H with the metric it
inherits from the unit disc U via the map ϕ(z) = (z− i)/(z+ i). Namely, let d∗(·, ·) denote the metric on H given
by

d∗(z,w) = |ϕ(z)−ϕ(w)|.
We write H for the completion of H with respect to d∗. For compact sets A,B ⊂ H, we have the d∗-induced
Hausdorff distance

dH
∗ (A,B) = inf{ε > 0 : A⊂ B(ε),B⊂ A(ε)},

where A(ε) denotes the open ε-neighborhood of A with respect to the metric d∗. Note that dH
∗ makes the set of all

non-empty compact subsets of H (with metric d∗) into a compact metric space. We have the following observations.

• The sets Hn form an almost surely decreasing sequence of compact subsets of H, which therefore converge
to H with respect to dH

∗ . This implies that γn = ∂Hn almost surely converges to ∂H with respect to dH
∗ .

• By the assumptions on Fn, we know that the laws of γn fall in to the framework of Proposition 6.1. This
means that we can extract a subsequence which converges weakly in the space of continuous functions on
[0,∞) with respect to uniform convergence on compacts. Moreover, the limiting curve can be coupled with a
zero boundary GFF h̃ as the level line of h̃+F . Furthermore, the subsequence converges weakly, to the same
limit, in the space of curves from [0,1]→ H with respect to the topology of uniform convergence modulo
reparameterisation, where the metric on H is given by d∗. This requires a slight extension of Proposition
2.4, which was stated here, but is nonetheless still true, by the extended version given in [KS12, Corollary
1.7]. By continuity, we therefore have that along this subsequence the curves also converge weakly to the
same limit with respect to dH

∗ . Thus ∂H has the law of a continuous curve which can be coupled with a zero
boundary GFF h̃ as the level line of h̃+F .

• By Theorem 1.3, we know that the law on continuous curves which can be coupled with a GFF h̃ as a level
line of h̃+F , is unique.

Combining these three facts, we may conclude that ∂H has the same law as γF .

Next, we show that ∂H coincides with γ almost surely. We have the following observations.

• By the above analysis, we know that ∂H has the same law as γ .

• By Theorem 1.4, we know that ∂H lies to the left of γ almost surely.

Combining these two facts, we obtain that ∂H coincides with γ almost surely.

8 Proof of Theorem 1.6 and concluding remarks

In this section, we prove Theorem 1.6: the key ingredient being the proof of Lemma 8.1. This lemma is proved in
[MS16, WW16] for SLE4(ρ) process when ρ is a vector. The proof given in these papers will work with minor
modifications for the case when ρ is a Radon measure but, to be self-contained, we still give a complete proof here.
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Lemma 8.1. Suppose we are given a random continuous curve in H from 0 to ∞ whose Loewner driving function W
is almost surely continuous. If (ρL;ρR) are a pair of finite Radon measures on R−,R+ and F is the corresponding
function of bounded variation, define (ηt , t ≥ 0) as in Definition 1.1. For z ∈H and t ≥ 0, define

τ(t) = inf{s : logCR(z,H)− logCR(z,H\Ks) = t}.

Then
(
W,(V L(x))x∈R− ,(V

R(x))x∈R+

)
can be coupled with a standard Brownian motion to describe an SLE4(ρ

L;ρR)
process if (ητ(t)(z), t ≥ 0) evolves as a Brownian motion with respect to the filtration generated by (Wτ(t), t ≥ 0) for
any z ∈H.

Proof. Suppose that (ητ(t)(z), t ≥ 0) is a Brownian motion with respect to the filtration generated by (Wτ(t), t ≥ 0)
for each z ∈ H. This implies that (ηt(z), t ≥ 0) is a local martingale with respect to the filtration generated by
(Wt , t ≥ 0). Our first step will be to show that Wt is a continuous semi-martingale. By the definition of ηt(·), we
know that, for each z ∈H,

2ηt(z) =−
∫
R−

arg(gt(z)−V L
t (x))ρ

L(dx)− arg(gt(z)−Wt)

+(π− arg(gt(z)−Wt))+
∫
R+

(
π− arg(gt(z)−V R

t (x))
)

ρ
R(dx). (8.1)

This follows from the integration by parts formula for functions of bounded variation, and the integral expression
for the harmonic extension of a bounded function on the real line. Note here that the integrals are well defined,
since for each fixed t,z the integrands are continuous, bounded functions in x, and ρL,ρR are assumed to be finite
measures. Indeed, gt(z) and (V L,R

t (x))x∈R are adapted and differentiable, and we may also differentiate under the
integral in (8.1) by finiteness of ρL,ρR. Therefore, we can deduce that all the terms in (8.1) apart from the only
one, arg(gt(z)−Wt), involving Wt , are semi-martingales. Since ηt(z) is itself a local martingale, this means that
arg(gt(z)−Wt) must also be a semi-martingale. Now, note that by Schwartz’s formula, we can write log(gt(z)−Wt),
up to a constant, as a linear functional (an integral against a test function) of arg(gt(z)−Wt). So log(gt(z)−Wt)
is also a semi-martingale, and thus it’s exponential, and consequently Wt itself, must be a semi-martingale also.
Hence we can write Wt := Mt −Vt for M a local martingale and V of bounded variation.

Substituting this into the expression (8.1) we see that, on intervals where Wt does not collide with the V L,R
t , the

drift of 2ηt is equal to the imaginary part of

2
∫
R− ρL(dx)/

(
V L

t (x)−Wt
)

gt(z)−Wt
dt +

−2dVt

(gt(z)−Wt)
+

d〈Wt〉−4dt
(gt(z)−Wt)2 +

2
∫
R+

ρR(dx)/
(
V R

t (x)−Wt
)

gt(z)−Wt
dt,

which of course must vanish. Therefore, multiplying by (gt(z)−Wt)
2 and evaluating at z such that gt(z)−Wt is

arbitrarily close to 0, we can deduce that d〈Wt〉 = 4dt. On subsequently removing the third term, we also find an
expression for dVt , and can conclude that Wt satisfies (2.1) in Definition 2.12 on intervals where Wt does not collide
with the V L,R

t .
All that remains is to show that we have instantaneous reflection of Wt off the V L,R

t (x). It suffices to show that
the number of times the curve γ hits the real line has Lebesgue measure 0. However, this is always the case for a
continuous curve with continuous driving function, which we know for example by [MS16, Lemma 2.5].

Remark 8.2. We believe that Lemma 8.1 could be made into an if and only if statement if we strengthened Definition
2.12 of an SLEκ(ρ

L;ρR) process to also require that, almost surely,

V L
t (x) = x+

∫ t

0

2ds
V L

s (x)−Ws
, x ∈ R−; V R

t (x) = x+
∫ t

0

2ds
V R

s (x)−Ws
, x ∈ R+ and (8.2)

Wt =
√

κBt +
∫ t

0
ds
∫
R−

ρL(dx)
Ws−V L

s (x)
+
∫ t

0
ds
∫
R+

ρR(dx)
Ws−V R

s (x)
, (8.3)
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as in [WW16] and [MS16].
That is, using the stronger definition, we could show that any such process can always be coupled with the

Gaussian Free Field as generalized level line. This would also give us uniqueness in law for the SLE4(ρ
L;ρR)

process among continuous curves. However, it seems that (8.2) and (8.3) are hard to verify assuming only that
(ητ(t)(z), t ≥ 0) evolves as a Brownian motion.

Proof of Theorem 1.6. Combining Theorem 1.2 with Lemmas 2.16 and 8.1 in the case that F is of bounded varia-
tion, we know that in the coupling (h,γ) given by Theorem 1.2, the marginal law of γ is that of an SLE4(ρ

L;ρR)
process. This gives us existence of the process. Moreover, we know the curve γ is almost surely continuous and
transient and also satisfies the reversibility property (3) of Theorem 1.6, by Theorem 1.5.

Remark 8.3. We can also generalize the construction of flow lines and counterflow lines to GFF with general
boundary data. A similar approximating idea works for flow lines and counterflow lines. Since the flow lines and
counterflow lines have a duality property, instead of reversibility as for level line case, some extra work is neeeded
for the proof of monotonicity as in Section 4. The details are left to interested readers.

Remark 8.4. As explained in the introduction, we restrict to boundary values satisfying Condition (1.2) throughout
the paper. This condition guarantees that there is no continuation threshold. The continuity of the level lines when
there does exist a continuation threshold is still open.
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[Die69] Jean Dieudonné. Foundations of modern analysis. Academic Press, 1969.
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