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#### Abstract

This paper studies the problem of natural frequency assignment for mass-chain systems with inerters. This is the problem to determine whether an arbitrary set of positive numbers may be assigned as the natural frequencies of a chain of $n$ masses in which each element has fixed mass and is connected to its neighbour by a parallel combination of a spring and inerter. It is proved that mass-chain systems with inerters may have multiple natural frequencies, which is different from conventional mass-chain systems (without inerters) whose natural frequencies are always simple. It is shown that arbitrary assignment of natural frequencies including multiplicities is not possible with the choice of $n$ inerters and $n$ springs. In particular, it is shown that an eigenvalue of multiplicity $m$ may occur only if $n \geq 2 m-1$. However, it is proved that $n-1$ inerters and $n$ springs are necessary and sufficient to freely assign an arbitrary set of distinct positive numbers as the natural frequencies of an $n$-degree-of-freedom mass-chain system.
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## 1. Introduction

The inerter is a two-terminal mechanical device with the property that the applied force at the terminals is proportional to the relative acceleration between them, with the constant of proportionality termed the inertance [1]. One of the principal motivations for the inerter is to achieve a complete correspondence between mechanical and electrical network elements [1, 2]. An important property of the inerter is that a large inertance can be obtained by devices of relatively small physical mass. As a result, the inerter can used in the control of mechanical systems without adding to the overall mass of the system. Up to now, the inerter has been applied to various systems such as vehicle suspensions $[3,4,5,6]$, train suspensions $[7,8]$, buildings [9, 10], dynamic vibration absorbers [11, 12, 13], vibration isolators [14], landing gears [15], passive mechanical networks [16, 17, 18], etc. The inerter has also been successfully used in Formula One racing since 2005 [2].

[^0]In this paper, the natural frequency assignment problem for mass-chain systems with inerters is studied, where the adjacent masses are connected by a parallel combination of a spring and an inerter. Mass-chain systems are common mechanical systems, which can be used to describe a variety of mechanical systems such as multi-storey buildings [10, 19], dynamic vibration absorbers [11, 20], vehicle models [3, 4, 5, 6], finite-element models of continuum mechanical systems [21], and so on. Natural frequency is one of the most important inherent properties for mechanical vibration systems, similar to the poles of control systems, determining the dynamic behaviours of mechanical vibration systems. If the excitation frequency is close to one of the natural frequencies, resonance may occur. In practice, it is always desirable to assign the natural frequencies of a vibration system to some specified values or regions such that resonance can be induced [22] or avoided [23]. Therefore, the natural frequency assignment problem for mechanical systems is of practical importance, and it has received much attention [24, 25, 26, 27].

The conventional passive way of achieving natural frequency assignment is by carefully choosing the masses and spring stiffnesses, and it is well known that increasing masses and spring stiffnesses can reduce and increase natural frequencies, respectively. For the mass-chain system where the adjacent masses are connected only by a spring, it has been demonstrated that all natural frequencies are distinct [21], and any $n$ arbitrarily given positive distinct numbers can always be realized as the natural frequencies of an $n$-degree-of-freedom (DOF) system by appropriate choice of the $n$ masses and $n$ spring constants [28]. However, in practice, the masses are normally given with fixed parameters. In such cases the spring stiffnesses alone offer a more limited freedom to adjust the natural frequencies. In [29], it has been demonstrated that if inerters are introduced in parallel to the springs then increasing their inertance can effectively reduce a mechanical systems' natural frequencies. Thus inerters offer a new design possibility in cases where it is not feasible to adjust the masses in a system.

By considering inertances and spring stiffnesses as the design parameters for mass-chain systems with the masses fixed, a fundamental question arises: whether it is possible to realize any arbitrarily given real positive numbers as the natural frequencies of mass-chain systems, and if so, what is the minimal number of inerters required to achieve this. This question will be addressed in this paper by formulating the problem as a direct problem and an inverse problem. The direct problem is an analysis problem, where the multiplicity of a mass-chain system's natural frequencies will be analysed. A difference between mass-chain systems with and without inerters will be demonstrated in that it is possible for mass-chain systems with inerters to have multiple natural frequencies, while the natural frequencies of mass-chain systems without inerters are always simple and distinct. The case of multiple eigenvalues will be studied using a recurrence relation that defines the eigenvalues. It will be shown that there are restrictions on the multiplicities which may occur. In particular it will be shown that an eigenvalue of multiplicity $m$ may occur only if $n \geq 2 m-1$, and necessary and sufficient conditions will be derived for the case of $n=2 m-1$. In contrast, if all the given $n$ positive numbers are distinct, from a synthesis point of view and by using an inverse eigenvalue problem formulation, it will be proved that it is necessary and sufficient to use $n-1$ inerters and $n$ springs to freely assign any arbitrarily given numbers as the natural frequencies of an $n$-degree-of-freedom mass-chain system.

The rest of this paper is organized as follows. Section 2 formulates the natural frequency assignment problem as an eigenvalue assignment problem, and its relation with pole place-


Figure 1: Mass-chain system with inerters.
ment problem is introduced. In Section 3, the direct problem of analyzing the multiplicity of natural frequencies is investigated. Section 4 addresses the natural frequency assignment problem where all the given numbers are distinct. Conclusions are drawn in Section 5.

## 2. Problem formulation

The mass-chain system shown in Fig. 1 is considered. The free vibration equation is

$$
\mathbf{M} \ddot{\mathbf{x}}+\mathbf{K} \mathbf{x}=0
$$

where $\mathbf{x}=\left[x_{1}, x_{2}, \ldots, x_{n}\right]^{T}$,

$$
\begin{align*}
\mathbf{M} & =\mathbf{M}_{0}+\mathbf{B},  \tag{1}\\
\mathbf{M}_{0} & =\operatorname{diag}\left\{m_{1}, m_{2}, \ldots, m_{n}\right\},  \tag{2}\\
\mathbf{B} & =\left[\begin{array}{ccccc}
b_{1}+b_{2} & -b_{2} & & & \\
-b_{2} & b_{2}+b_{3} & -b_{3} & & \\
& \ddots & \ddots & \ddots & \\
& & -b_{n-1} & b_{n-1}+b_{n} & -b_{n} \\
& & & -b_{n} & b_{n}
\end{array}\right]  \tag{3}\\
\mathbf{K} & =\left[\begin{array}{ccccc}
k_{1}+k_{2} & -k_{2} & & & \\
-k_{2} & k_{2}+k_{3} & -k_{3} & & \\
& \ddots & \ddots & \ddots & \\
& & -k_{n-1} & k_{n-1}+k_{n} & -k_{n} \\
& & & -k_{n} & k_{n}
\end{array}\right] \tag{4}
\end{align*}
$$

The natural frequencies of the mass-chain system are determined by the square roots of the eigenvalues of the matrix pencil $(\mathbf{K}-\lambda \mathbf{M})$, the eigenvalues being the roots of the following characteristic equation

$$
\begin{equation*}
\operatorname{det}(\mathbf{K}-\lambda \mathbf{M})=0 \tag{5}
\end{equation*}
$$

In the following we will use the terms "eigenvalues" and the "natural frequencies" interchangeably. The following problem is studied in this paper.

Problem 1. In Fig. 1 let $m_{i}>0(i=1, \ldots, n)$ be given and fixed. Is it possible to choose $k_{i} \geq 0$ and $b_{i} \geq 0$ to realize any arbitrarily given real numbers $0<\lambda_{1} \leq \lambda_{2} \leq \ldots \leq \lambda_{n}$ as the eigenvalues of the n-DOF mass-chain system? If so, what is the minimal number of inerters (non-zero $b_{i}$ ) required to accomplish this assignment?

From a control systems point of view, Problem 1 can be viewed as a pole placement problem as follows. Consider the state space model

$$
\begin{equation*}
\dot{y}=\mathbf{A}_{p} y+\mathbf{B}_{p} u \tag{6}
\end{equation*}
$$

where $y^{T}=\left[\dot{\mathbf{x}}^{T}, \mathbf{x}^{T}\right]$,

$$
\mathbf{A}_{p}=\left[\begin{array}{ll}
\mathbf{0} & \mathbf{0} \\
\mathbf{I} & \mathbf{0}
\end{array}\right], \quad \mathbf{B}_{p}=\left[\begin{array}{l}
\mathbf{I} \\
\mathbf{0}
\end{array}\right]
$$

and $\mathbf{I}, \mathbf{0}$ denote the identity matrix and zero matrix with appropriate dimensions, respectively. Then, Problem 1 is equivalent to the problem of whether there exists a state feedback $u=\mathbf{K}_{g} y$ with structured state feedback gain matrix in the form of

$$
\begin{equation*}
\mathbf{K}_{g}=\left[\mathbf{0} \mathbf{M}^{-1} \mathbf{K}\right] \tag{7}
\end{equation*}
$$

such that the eigenvalues of the closed-loop system can be assigned at arbitrary locations on the imaginary axis. It should be noted that Problem 1 requires a special structure for the feedback gain matrix, as well as the constraint that all the design parameters $b_{i}, k_{i}$, $i=1, \ldots, n$ should be real and nonnegative.

In this paper, an inverse eigenvalue problem (IEP) formulation [21, 30] will be employed to address this problem. Note that for the conventional natural frequency assignment problem of using masses and springs and no inerters (i.e. $b_{i}=0, i=1, \ldots, n$ ), the inertial matrix $\mathbf{M}$ is a diagonal matrix. Then, the problem can be formulated as a Jacobi IEP [21, 30]. It is well known that all the eigenvalues are simple (distinct) and any arbitrarily given numbers $0<\lambda_{1}<\lambda_{2}<\ldots<\lambda_{n}$ can be realized as the eigenvalues of the matrix pencil $(\mathbf{K}-\lambda \mathbf{M})$ by carefully choosing the masses and the spring stiffnesses [21, 28]. However, for the problem in this paper, the inertial matrix is a tridiagonal matrix. In this case, the eigenvalues are not always simple, and the Jacobi IEP formulation does not apply, as will be demonstrated in the following sections.

## 3. Eigenvalue multiplicity analysis

In this section it will be shown that, for mass-chain systems with inerters, it is possible to have multiple eigenvalues. The problem of assigning multiple eigenvalues will be discussed.

From (1) and (4), the matrix pencil ( $\mathbf{K}-\lambda \mathbf{M}$ ) is tridiagonal. In Fig. 1, let $m_{i}>0, k_{i}>0$, and $b_{i} \geq 0$ for $i=1, \ldots, n$. Denote

$$
\left\{\begin{align*}
P_{0}(\lambda) & =1,  \tag{8}\\
P_{1}(\lambda) & =k_{1}+k_{2}-\lambda\left(m_{1}+b_{1}+b_{2}\right), \\
& \\
P_{2}(\lambda) & =\operatorname{det}\left(\begin{array}{cc}
k_{1}+k_{2}-\lambda\left(m_{1}+b_{1}+b_{2}\right) \\
-k_{2}+\lambda b_{2} & -k_{2}+\lambda b_{2} \\
\vdots & \\
x_{2}+k_{3}-\lambda\left(m_{2}+b_{2}+b_{3}\right)
\end{array}\right), \\
P_{n}(\lambda) & =\operatorname{det}(\mathbf{K}-\lambda \mathbf{M}) .
\end{align*}\right.
$$

Then the sequence $P_{i}(\lambda), i=0,1, \ldots, n$, satisfies the following three-term recurrence relation

$$
\begin{equation*}
P_{i+1}(\lambda)=\left(k_{i+1}+k_{i+2}-\lambda\left(m_{i+1}+b_{i+1}+b_{i+2}\right)\right) P_{i}(\lambda)-\left(k_{i+1}-\lambda b_{i+1}\right)^{2} P_{i-1}(\lambda), \tag{9}
\end{equation*}
$$

for $i=1, \ldots, n-1$, where $P_{0}(\lambda)=1, P_{1}(\lambda)=k_{1}+k_{2}-\lambda\left(m_{1}+b_{1}+b_{2}\right), k_{n+1}=0$ and $b_{n+1}=0$. The zeros of $P_{n}(\lambda)$ are the eigenvalues of the system. The recurrence relation for the sequence $P_{i}(\lambda)$ makes it a candidate to be a "Sturm sequence".

Definition 1 (Sturm sequence). A sequence $P_{i}(\lambda), i=0,1, \ldots, n$ is called a Sturm sequence in the interval $(a, b)$, if the following two conditions are satisfied [31, Chapter 15]:

1. $P_{0}(\lambda) \neq 0$ for $a<\lambda<b$;
2. for $a<\lambda<b$ and $i=1, \ldots, n-1$, if $P_{i}(\lambda)=0$, then $P_{i-1}(\lambda) P_{i+1}(\lambda)<0$.

Proposition 1. Consider the sequence (8), and define the set $\Lambda$ as follows

$$
\begin{equation*}
\Lambda=\left\{\lambda \mid \lambda=k_{s+1} / b_{s+1}, P_{s}(\lambda)=0, \text { for some } s=1, \ldots, n-1\right\} \tag{10}
\end{equation*}
$$

If $\Lambda \cap(a, b)=\emptyset$, then the sequence (8) forms a Sturm sequence in the interval $(a, b)$.
Proof: From (8), the first condition in Definition 1 is satisfied. Consider the second condition. Let $\lambda^{*}$ be an arbitrarily selected element in $(a, b)$. Then by assumption $\lambda^{*} \notin \Lambda$, which implies that if $P_{i}\left(\lambda^{*}\right)=0$ for $i=1, \ldots, n-1$, then $k_{i+1}-\lambda^{*} b_{i+1} \neq 0$ and $P_{i+1}\left(\lambda^{*}\right) P_{i-1}\left(\lambda^{*}\right) \leq 0$ from (9). The equality sign cannot be achieved due to the following observation: if $P_{i+1}\left(\lambda^{*}\right) P_{i-1}\left(\lambda^{*}\right)=0$, then from (9), $P_{i+1}\left(\lambda^{*}\right)=P_{i-1}\left(\lambda^{*}\right)=0$. Since $P_{i-1}\left(\lambda^{*}\right)=0$ and $\lambda^{*} \notin \Lambda$ then $k_{i}-\lambda^{*} b_{i} \neq 0$ which means from (9) with $i$ replaced by $i-1$ that $P_{i-2}\left(\lambda^{*}\right)=0$. In this way, one has $P_{i-2}\left(\lambda^{*}\right)=P_{i-3}\left(\lambda^{*}\right)=\ldots=P_{0}\left(\lambda^{*}\right)=0$, which contradicts with $P_{0}\left(\lambda^{*}\right) \equiv 1$. Therefore, the second condition in Definition 1 is also satisfied. This establishes the proposition.

Evidently (8) is not always a Sturm sequence, as there may exist the situation where $k_{s+1} / b_{s+1}$ happens to be a zero of $P_{s}(\lambda)$. We will therefore need to derive the properties of the zeros of this sequence from first principles. We begin with the following Proposition.

Proposition 2. Consider the $n$-DOF mass-chain system shown in Fig. 1. Suppose $\lambda_{0} \in \Lambda$ defined in (10), namely there is an integer $s$ with $1 \leq s \leq n-1$, such that $b_{s+1}>0$, $\lambda_{0}=k_{s+1} / b_{s+1}$ and $P_{s}\left(\lambda_{0}\right)=0$. Then $P_{s+1}\left(\lambda_{0}\right)=P_{s+2}\left(\lambda_{0}\right)=\ldots=P_{n}\left(\lambda_{0}\right)=0$. In particular, all elements of $\Lambda$ are eigenvalues of the system.

Proof: From (9) with $i=s$, one has $P_{s+1}\left(\lambda_{0}\right)=0$. Replacing $i$ with $s+1, s+2, \ldots$, $n-1$ in (9), one obtains $P_{s+2}\left(\lambda_{0}\right)=0, P_{s+3}\left(\lambda_{0}\right)=0, \ldots, P_{n}\left(\lambda_{0}\right)=0$.

Based on Proposition 2, in what follows, we divide the discussion into two situations: one is for the eigenvalues not in $\Lambda$ and the other is for the eigenvalues in $\Lambda$. It will be proved that all the eigenvalues not in $\Lambda$ are simple, i.e., distinct, while eigenvalues in $\Lambda$ have the possibility to be multiple eigenvalues.

### 3.1. Eigenvalues not in $\Lambda$

We first show that the zeros of $P_{r}(\lambda)$ which are not in $\Lambda$ are distinct from the zeros of $P_{r+1}(\lambda)$.

Proposition 3. Consider the sequence defined in (8). Suppose $\lambda_{0} \notin \Lambda$ and $P_{r}\left(\lambda_{0}\right)=0$ for some $r$ with $1 \leq r \leq n-1$. Then $P_{r+1}\left(\lambda_{0}\right) \neq 0$.

Proof: Suppose to the contrary that $P_{r+1}\left(\lambda_{0}\right)=0$. Then from (9) with $i=r$,

$$
\left(k_{r+1}-\lambda_{0} b_{r+1}\right)^{2} P_{r-1}\left(\lambda_{0}\right)=0
$$

which implies $P_{r-1}\left(\lambda_{0}\right)=0$, since $P_{r}\left(\lambda_{0}\right)=0$ and $\lambda_{0} \notin \Lambda$. Using (9) successively in this way, one has $P_{r-1}\left(\lambda_{0}\right)=P_{r-2}\left(\lambda_{0}\right)=\ldots=P_{0}\left(\lambda_{0}\right)=0$, which contradicts with $P_{0}(\lambda) \equiv 1$. This establishes the proposition.

Lemma 1 (Separation theorem). [32, Page 340] Let A and $\mathbf{B}$ be symmetric matrices with $\mathbf{B}$ positive definite, and let $\mathbf{A}_{r}$ and $\mathbf{B}_{r}$ denote the leading principal submatrices of order $r$. Then the zeros of $\operatorname{det}\left(\mathbf{A}_{\mathbf{r}}-\lambda \mathbf{B}_{r}\right)$ separate those of $\operatorname{det}\left(\mathbf{A}_{\mathbf{r}+\mathbf{1}}-\lambda \mathbf{B}_{r+1}\right)$, namely,

$$
\begin{equation*}
y_{1} \leq x_{1} \leq y_{2} \leq x_{2} \leq \ldots x_{r} \leq y_{r+1} \tag{11}
\end{equation*}
$$

where $x_{i}(i=1, \ldots, r)$ and $y_{i}(i=1, \ldots, r+1)$ are the zeros of the respective determinants.
Using Proposition 3 and Lemma 1 we derive the following theorem.
Theorem 1. Consider the sequence $P_{r}(\lambda)$ defined in (8) and the set $\Lambda$ defined in (10). The zeros of $P_{r}(\lambda), r=1, \ldots, n$, which are not in $\Lambda$ are simple.

Proof: From Lemma 1, let $x_{i}(i=1, \ldots, r)$ be the zeros of $P_{r}(\lambda)$ and $y_{i}(i=1, \ldots, r+1)$ be the zeros of $P_{r+1}(\lambda)$ for $r=1, \ldots, n-1$, ordered as in (11). Suppose that $x_{k} \notin \Lambda$ for some $k$. Then from Proposition 3, $P_{r+1}\left(x_{k}\right) \neq 0$, i.e.

$$
y_{k}<x_{k}<y_{k+1}
$$

It follows that $x_{k}$ must be a simple zero of $P_{r}(\lambda)$. Similarly, if $\lambda_{0} \notin \Lambda$ is a non-simple zero of $P_{n}(\lambda)$, we must have

$$
y_{k}=x_{k}=y_{k+1}
$$

for some $k=1, \ldots, n-1$. Hence, $P_{n-1}\left(\lambda_{0}\right)=0$ contradicting Proposition 3. This completes the proof.

From Theorem 1, it is straightforward to obtain the following corollaries.
Corollary 1. Consider the n-DOF mass-chain system shown in Fig. 1 and the set $\Lambda$ defined in (10). All the eigenvalues not in $\Lambda$ are simple. If the system has multiple eigenvalues, they must belong to $\Lambda$.

Corollary 2. If the set $\Lambda$ defined in (10) is an empty set, then all the eigenvalues of the system are simple.
Remark 1. For the conventional mass-chain system, that is the mass-chain system without inerters ( $b_{1}=b_{2}=\ldots=b_{n}=0$ ), the set $\Lambda$ is an empty set. This means that all eigenvalues of the mass-chain system without inerters are simple, which is a well-known result, e.g. [21, Page 52].

### 3.2. Eigenvalues in $\Lambda$

In Section 3.1, we have proved that all eigenvalues not in $\Lambda$ are simple, namely, if the system has multiple eigenvalues, they must belong to $\Lambda$. In this section, we will show that multiple eigenvalues are indeed possible.

Note that for each element in $\Lambda$, there may exist multiple indices corresponding to the element. We introduce the following definition of starting index.

Definition 1. Consider the sequence $P_{r}(\lambda), r=0,1, \ldots, n$ defined in (8) and the set $\Lambda$ defined in (10). For each element $\lambda_{0} \in \Lambda$, the smallest index s such that $P_{s}\left(\lambda_{0}\right)=0$ and $\lambda_{0}=k_{s+1} / b_{s+1}$ is called the starting index for the element $\lambda_{0}$.

Proposition 4. Consider the sequence $P_{r}(\lambda), r=0,1, \ldots, n$ defined in (8) and the set $\Lambda$ defined in (10). Then the starting indices for different elements in $\Lambda$ are different. In other words, each element in $\Lambda$ has a unique starting index.

Proof: Denote $\lambda_{1}$ and $\lambda_{2}$ as two different elements in $\Lambda$, and assume the starting index for $\lambda_{1}$ and $\lambda_{2}$ is the same denoted as $s$. Then $k_{s+1} / b_{s+1}=\lambda_{1}$ and $k_{s+1} / b_{s+1}=\lambda_{2}$ should hold simultaneously, which contradicts with $\lambda_{1} \neq \lambda_{2}$.

As we will now show, it turns out that the sequence of multiplicities in $P_{r}(\lambda), r=$ $0,1, \ldots, n$ in (8) is closely connected with the possibility of multiple eigenvalues. To facilitate the discussion we introduce the notation $\mu\left(P ; \lambda_{0}\right)$ to denote the multiplicity of a zero of the polynomial $P(\lambda)$ at $\lambda=\lambda_{0}$. We also define:

$$
\mu\left(P_{1}, P_{2}, \ldots, P_{r} ; \lambda_{0}\right)=\left[\mu\left(P_{1} ; \lambda_{0}\right), \mu\left(P_{2} ; \lambda_{0}\right), \ldots, \mu\left(P_{r} ; \lambda_{0}\right)\right]
$$

Proposition 5. Consider the sequence $P_{r}(\lambda), r=0,1, \ldots, n$ in (8) and consider any $\lambda_{0}>0$. Then the difference in the zero multiplicities at $\lambda_{0}$ between adjacent terms in the sequence is no larger than 1, namely $\left|\mu\left(P_{r} ; \lambda_{0}\right)-\mu\left(P_{r+1} ; \lambda_{0}\right)\right| \leq 1$ for $0 \leq r \leq n-1$.

Proof: For $\lambda_{0} \notin \Lambda$ this is a consequence of Theorem 1. Otherwise it follows directly from Lemma 1. Suppose $\lambda_{0}$ is a zero of multiplicity $m>1$ of $P_{r}(\lambda)$, where $r<n$. Let the zeros of $P_{r}(\lambda)$ be denoted by $x_{i}(i=1, \ldots, r)$ and those of $P_{r+1}(\lambda)$ by $y_{i}(i=1, \ldots, r+1)$. Then there is a $j \geq 1$ such that

$$
\lambda_{0}=x_{j}=\ldots=x_{j+m-1} .
$$

From Lemma 1,

$$
x_{j}=y_{j+1}=x_{j+1}=\ldots=y_{j+m-1}=x_{j+m-1},
$$

and hence $\lambda_{0}$ is a zero of multiplicity at least $m-1$ of $P_{r+1}(\lambda)$. Similarly, if $m \geq 1, \lambda_{0}$ cannot be a zero of $P_{r+1}(\lambda)$ of multiplicity greater than $m+1$.

Proposition 6. Consider the sequence $P_{r}(\lambda)$ defined in (8) and the set $\Lambda$ defined in (10). Let $\lambda_{0} \in \Lambda$ with starting index $s$. Then

1. $\mu\left(P_{s} ; \lambda_{0}\right)=1$ and $\mu\left(P_{s-1} ; \lambda_{0}\right)=0$;
2. if $\mu\left(P_{s+1} ; \lambda_{0}\right)=2$ and $s \leq n-2$ then $\mu\left(P_{s+2} ; \lambda_{0}\right)=1$.

Proof: 1) If $\lambda_{0}$ belongs to $\Lambda$ with a starting index $s$, then $P_{s}\left(\lambda_{0}\right)=0$ holds according to the definition of starting index. If $P_{s-1}\left(\lambda_{0}\right)=0$, then $k_{s}-\lambda_{0} b_{s} \neq 0$ as otherwise $(s-1)$ should be the starting index for $\lambda_{0}$. If $P_{s-1}\left(\lambda_{0}\right)=0$ and $k_{s}-\lambda_{0} b_{s} \neq 0$, from (9) with $i=s-1$, one has $P_{s-2}\left(\lambda_{0}\right)=0$. Similarly, since $k_{s-1}-\lambda_{0} b_{s-1} \neq 0$, then $P_{s-3}\left(\lambda_{0}\right)=0$. Repeating this procedure, one has $P_{0}\left(\lambda_{0}\right)=0$, contradicting with $P_{0}(\lambda) \equiv 1$. Therefore $P_{s-1}\left(\lambda_{0}\right) \neq 0$. It then follows from Proposition 5 that $\mu\left(P_{s} ; \lambda_{0}\right)=1$.
2) From (9) with $i=s$ we see that

$$
\begin{equation*}
\lambda_{0}=\frac{k_{s+1}+k_{s+2}}{m_{s+1}+b_{s+1}+b_{s+2}}=\frac{k_{s+2}}{m_{s+1}+b_{s+2}} . \tag{12}
\end{equation*}
$$

If $\mu\left(P_{s+1} ; \lambda_{0}\right)=2$, then from (9) with $i=s+1$ we see that $\lambda_{0}=k_{s+2} / b_{s+2}$ which contradicts (12).

Proposition 7. Consider the sequence $P_{r}(\lambda), r=0,1, \ldots, n$ defined in (8) and the set $\Lambda$ defined in (10) for $n \geq 2$. Let $\lambda_{0} \in \Lambda$ be such that $\mu\left(P_{n} ; \lambda_{0}\right)=m \geq 2$. If $\mu\left(P_{n-1} ; \lambda_{0}\right)=m-1$ then $\mu\left(P_{n-2} ; \lambda_{0}\right) \geq m-1$.

Proof: Suppose $\mu\left(P_{n-2} ; \lambda_{0}\right)=m-2$. Equation (9) with $i=n-1$ takes the form

$$
\begin{equation*}
P_{n}(\lambda)=\left(k_{n}-\lambda\left(m_{n}+b_{n}\right)\right) P_{n-1}(\lambda)-\left(k_{n}-\lambda b_{n}\right)^{2} P_{n-2}(\lambda) . \tag{13}
\end{equation*}
$$

Dividing (13) by $\left(\lambda-\lambda_{0}\right)^{m-2}$ and setting $\lambda=\lambda_{0}$ implies $\lambda_{0}=k_{n} / b_{n}$. Then from (13), $\mu\left(P_{n} ; \lambda_{0}\right)=m$ implies $\lambda_{0}=k_{n} /\left(m_{n}+b_{n}\right)$, which is a contradiction.

Corollary 3. For the mass-chain system shown in Fig. 1 with $n \geq 2$ it is impossible to assign an eigenvalue of multiplicity $n$.

Proof: Proposition 5 implies $\mu\left(P_{1}, P_{2}, \ldots, P_{n} ; \lambda_{0}\right)=[1,2, \ldots, n]$ which is a contradiction to Proposition 7.

Proposition 8. Consider the mass-chain system shown in Fig. 1. For $n<3$ it is not possible for $\lambda_{0}>0$ to be a double eigenvalue (i.e. $\mu\left(P_{n} ; \lambda_{0}\right)=2$ ). For $n=3$ a necessary and sufficient condition for $\lambda_{0}>0$ to be a double eigenvalue (i.e. $\mu\left(P_{3} ; \lambda_{0}\right)=2$ ) is

$$
\begin{equation*}
\lambda_{0}=\frac{k_{1}}{m_{1}+b_{1}}=\frac{k_{2}}{b_{2}}=\frac{k_{3}}{m_{2} \wedge m_{3}+b_{3}} . \tag{14}
\end{equation*}
$$

where $m_{2} \wedge m_{3}$ denotes $m_{2} m_{3} /\left(m_{2}+m_{3}\right)$.
Proof: Corollary 3 shows the impossibility for $n=2$. For $n=3$ Propositions 6 and 7 show that a double eigenvalue can be obtained only if

$$
\mu\left(P_{1}, P_{2}, P_{3} ; \lambda_{0}\right)=[1,1,2] .
$$

$P_{1}\left(\lambda_{0}\right)=0$ implies $\lambda_{0}=\left(k_{1}+k_{2}\right) /\left(m_{1}+b_{1}+b_{2}\right) . P_{2}\left(\lambda_{0}\right)=0$ and (9) with $i=1$ show that $\lambda_{0}=k_{2} / b_{2}$ which gives the first two equalities in (14). Substituting for $P_{2}$ from (9) with $i=1$ (while omitting the $P_{0}$ term which has a double zero at $\lambda_{0}$ ) into the expression for $P_{3}$ from (9) with $i=2$ shows that

$$
\left[\left(k_{3}-\lambda\left(m_{3}+b_{3}\right)\right)\left(k_{2}+k_{3}-\lambda\left(m_{2}+b_{2}+b_{3}\right)\right)-\left(k_{3}-\lambda b_{3}\right)^{2}\right] P_{1}(\lambda)
$$

must have a double zero at $\lambda_{0}$. This means (since $P_{1}$ may only have a single zero at $\lambda_{0}$ ) that

$$
\begin{equation*}
0=\left(k_{3}-\lambda_{0}\left(m_{3}+b_{3}\right)\right)\left(k_{3}-\lambda_{0}\left(m_{2}+b_{3}\right)\right)-\left(k_{3}-\lambda_{0} b_{3}\right)^{2} \tag{15}
\end{equation*}
$$

which gives the third equality in (14).
Remark 2. It can be seen that elements of $\Lambda$ do not need to be multiple eigenvalues. For example, if $n=3, \lambda_{0}=k_{1} /\left(m_{1}+b_{1}\right)=k_{2} / b_{2} \neq k_{3} /\left(m_{2} \wedge m_{3}+b_{3}\right)$ then $\mu\left(P_{1}, P_{2}, P_{3} ; \lambda_{0}\right)=$ $[1,1,1]$ and $\lambda_{0}$ is simple.

Proposition 9. Consider the sequence $P_{r}(\lambda), r=0,1, \ldots, n$ defined in (8) and the set $\Lambda$ defined in (10). Suppose $n \geq 3$ and

$$
\mu\left(P_{r}, P_{r+1}, P_{r+2} ; \lambda_{0}\right)=[m-1, m, m+1]
$$

with $m \geq 1$ and $r \leq n-3$. Then:

1. $\mu\left(P_{r+3} ; \lambda_{0}\right)=m$;
2. if $r+4 \leq n$ then $\mu\left(P_{r+4} ; \lambda_{0}\right) \geq m$.

Proof: 1) Taking equation (9) with $i=r+1$, dividing by $\left(\lambda-\lambda_{0}\right)^{m-1}$ and setting $\lambda=\lambda_{0}$ implies $\lambda_{0}=k_{r+2} / b_{r+2}$. In order that $\mu\left(P_{r+2} ; \lambda_{0}\right)=m+1$, from (9) with $i=r+1$, we now need

$$
\begin{equation*}
\lambda_{0}=\frac{k_{r+2}+k_{r+3}}{m_{r+2}+b_{r+2}+b_{r+3}}=\frac{k_{r+3}}{m_{r+2}+b_{r+3}} . \tag{16}
\end{equation*}
$$

Now taking equation (9) with $i=r+2$ and dividing by $\left(\lambda-\lambda_{0}\right)^{m}$ we see that $P_{r+3} /\left(\lambda-\lambda_{0}\right)^{m}$ is finite and non-zero at $\lambda=\lambda_{0}$, since $\lambda_{0} \neq k_{r+3} / b_{r+3}$ from (16). Hence $\mu\left(P_{r+3} ; \lambda_{0}\right)=m$.
2) The result follows directly from (9) with $i=r+3$.

Proposition 10. Consider the mass-chain system shown in Fig. 1. For $n<5$ it is not possible for $\lambda_{0}>0$ to be a triple eigenvalue (i.e. $\mu\left(P_{n} ; \lambda_{0}\right)=3$ ). For $n=5$ a necessary and sufficient condition for $\lambda_{0}>0$ to be a triple eigenvalue (i.e. $\mu\left(P_{5} ; \lambda_{0}\right)=3$ ) is

$$
\begin{equation*}
\lambda_{0}=\frac{k_{1}}{m_{1}+b_{1}}=\frac{k_{2}}{b_{2}}=\frac{k_{3}}{m_{2} \wedge m_{3}+b_{3}}=\frac{k_{4}}{b_{4}}=\frac{k_{5}}{m_{4} \wedge m_{5}+b_{5}} . \tag{17}
\end{equation*}
$$

Proof: Corollary 3 shows the impossibility for $n=3$. For $n=4$ Propositions 6 and 7 show that a triple eigenvalue is impossible. For $n=5$ Propositions 6,7 and 9 show that a triple eigenvalue can be obtained only if

$$
\mu\left(P_{1}, P_{2}, \ldots, P_{5} ; \lambda_{0}\right)=[1,1,2,2,3] .
$$

The first two equalities in (17) follow as in the proof of Proposition 8. In order that

$$
\mu\left(P_{2}, P_{3}, P_{4} ; \lambda_{0}\right)=[1,2,2]
$$

from (9) with $i=3$ we see that $\lambda_{0}=k_{4} / b_{4}$. As in the proof of Proposition 8 the expression for $P_{3}$ from (9) with $i=2$ implies that

$$
\left[\left(k_{3}+k_{4}-\lambda\left(m_{3}+b_{3}+b_{4}\right)\right)\left(k_{2}+k_{3}-\lambda\left(m_{2}+b_{2}+b_{3}\right)\right)-\left(k_{3}-\lambda b_{3}\right)^{2}\right] P_{1}(\lambda)
$$

must have a double zero at $\lambda_{0}$, from which (15) follows, which gives the third equality in (17). Similarly the expression for $P_{5}$ from (9) with $i=4$ implies that

$$
\left[\left(k_{5}-\lambda\left(m_{5}+b_{5}\right)\right)\left(k_{4}+k_{5}-\lambda\left(m_{4}+b_{4}+b_{5}\right)\right)-\left(k_{5}-\lambda b_{5}\right)^{2}\right] P_{3}(\lambda)
$$

must have a triple zero at $\lambda_{0}$, from which the fifth equality in (17) follows.
Theorem 2. Consider the mass-chain system shown in Fig. 1. For $n<2 m-1$ it is not possible for $\lambda_{0}>0$ to be an eigenvalue of multiplicity $m>1$ (i.e. $\mu\left(P_{n} ; \lambda_{0}\right)=m$ ). For $n=2 m-1$ a necessary and sufficient condition for $\mu\left(P_{n} ; \lambda_{0}\right)=m$ is that the following equalities hold:

$$
\begin{align*}
& \lambda_{0}=\frac{k_{1}}{m_{1}+b_{1}}=\frac{k_{3}}{m_{2} \wedge m_{3}+b_{3}}=\frac{k_{5}}{m_{4} \wedge m_{5}+b_{5}}=\cdots=\frac{k_{n}}{m_{n-1} \wedge m_{n}+b_{n}}  \tag{18}\\
& \lambda_{0}=\frac{k_{2}}{b_{2}}=\frac{k_{4}}{b_{4}}=\cdots=\frac{k_{n-1}}{b_{n-1}} \tag{19}
\end{align*}
$$

Proof: Let $\mu\left(P_{n} ; \lambda_{0}\right)=m$. Propositions 5 and 7 imply $\mu\left(P_{n-1} ; \lambda_{0}\right) \geq m-1$ and $\mu\left(P_{n-2} ; \lambda_{0}\right) \geq m-1$. Propositions 5 and 9 then imply $\mu\left(P_{n-3} ; \lambda_{0}\right) \geq m-2$ and $\mu\left(P_{n-4} ; \lambda_{0}\right) \geq$ $m-2$. In the same way, Propositions 5 and 9 then imply $\mu\left(P_{n-5} ; \lambda_{0}\right) \geq m-3$ and $\mu\left(P_{n-6} ; \lambda_{0}\right) \geq m-3$. Continuing in this way $\mu\left(P_{n-2 m+3} ; \lambda_{0}\right) \geq 1$ which means that $n-$ $2 m+3 \geq 1$. Now if $n-2 m+3=1$ there is a contradiction to Proposition 6 , therefore $n-2 m+3>1$ which means $n>2 m-2$. This proves the first part of the proposition.

In order for $\mu\left(P_{n} ; \lambda_{0}\right)=m$ with $n=2 m-1$ we must therefore have:

$$
\mu\left(P_{1}, P_{2}, \ldots, P_{n} ; \lambda_{0}\right)=[1,1,2,2, \ldots, m-1, m-1, m] .
$$

The first equality in (18) and (19) follow as in the proof of Proposition 10. In order that

$$
\mu\left(P_{2}, P_{3}, P_{4} ; \lambda_{0}\right)=[1,2,2]
$$

from (9) with $i=3$ we see that $\lambda_{0}=k_{4} / b_{4}$. In order that

$$
\mu\left(P_{4}, P_{5}, P_{6} ; \lambda_{0}\right)=[2,3,3]
$$

from (9) with $i=5$ we see that $\lambda_{0}=k_{6} / b_{6}$. Continuing in this way we obtain (19).
As in the proof of Proposition 10 the expression for $P_{3}$ from (9) with $i=2$ implies that

$$
\left[\left(k_{3}+k_{4}-\lambda\left(m_{3}+b_{3}+b_{4}\right)\right)\left(k_{2}+k_{3}-\lambda\left(m_{2}+b_{2}+b_{3}\right)\right)-\left(k_{3}-\lambda b_{3}\right)^{2}\right] P_{1}(\lambda)
$$

must have a double zero at $\lambda_{0}$, which gives the second equality in (18). Similarly the expression for $P_{5}$ from (9) with $i=4$ implies that

$$
\left[\left(k_{5}+k_{6}-\lambda\left(m_{5}+b_{5}+b_{6}\right)\right)\left(k_{4}+k_{5}-\lambda\left(m_{4}+b_{4}+b_{5}\right)\right)-\left(k_{5}-\lambda b_{5}\right)^{2}\right] P_{3}(\lambda)
$$

must have a triple zero at $\lambda_{0}$, which gives the third equality in (18). Continuing in this way we obtain (18).


Figure 2: Augment an $s$-DOF system to an $n$-DOF system.

### 3.3. Structural modification

The results in the previous sections can also be used to the problem of structure modification while preserving the natural frequency of the original system as follows.

Problem 2. As shown in Fig. 2, augment the $s$ - DOF system to an $n$-DOF system where $n>s$. Let $\lambda_{0}$ be a natural frequency of the s-DOF system. Determine the augmented inertances and spring stiffnesses such that $\lambda_{0}$ remains to be a natural frequency of the $n$ DOF system.

Problem 2 can easily be solved by choosing $k_{s+1} / b_{s+1}=\lambda_{0}$. This can be demonstrated as follows. Denote the sequence (8) for the original $s$-DOF system as $P_{0}(\lambda), P_{1}(\lambda), \ldots, P_{s}^{\prime}(\lambda)$, and denote the sequence (8) for the augmented $n$-DOF system as $P_{0}(\lambda), P_{1}(\lambda), \ldots, P_{s}(\lambda)$, $P_{s+1}(\lambda), \ldots, P_{n}(\lambda)$. Then, one has

$$
\begin{align*}
& P_{s}^{\prime}(\lambda)=\left(k_{s}-\lambda\left(m_{s}+b_{s}\right)\right) P_{s-1}(\lambda)-\left(k_{s}-\lambda b_{s}\right)^{2} P_{s-2}(\lambda),  \tag{20}\\
& P_{s}(\lambda)=\left(k_{s}+k_{s+1}-\lambda\left(m_{s}+b_{s}+b_{s+1}\right)\right) P_{s-1}(\lambda)-\left(k_{s}-\lambda b_{s}\right)^{2} P_{s-2}(\lambda) \tag{21}
\end{align*}
$$

Assume $\lambda_{0}=k_{s+1} / b_{s+1}$. It is straightforward that if $P_{s}^{\prime}\left(\lambda_{0}\right)=0$ then $P_{s}\left(\lambda_{0}\right)=0$. From Proposition $2, \lambda_{0}$ is also a zero of $P_{s+1}(\lambda), P_{s+2}(\lambda), \ldots, P_{n}(\lambda)$.

## 4. Placement of distinct eigenvalues

In Section 3, it has been proved that it is possible for mass-chain systems with inerters shown in Fig. 1 to have multiple eigenvalues, which is quite different from those without inerters whose eigenvalues are always simple. It has also been proved that if the given numbers are not strictly distinct, arbitrarily given numbers cannot always be assigned as the eigenvalues of the system by using only inerters and springs. In this section, the case where all the given numbers are distinct will be studied, and it will be proved that if the arbitrarily given numbers are distinct, they can always be assigned as the natural frequencies of mass-chain systems by using inerters and springs.

Specifically, the problem studied in this section is:
Problem 3. Let $m_{i}>0, i=1, \ldots, n$, be given and fixed, is it possible to use only inerters and springs placed between adjacent masses as shown in Fig. 1 to realize any arbitrarily given numbers $0<\lambda_{1}<\lambda_{2}<\ldots<\lambda_{n}$ as the eigenvalues of the mass-chain system? If so, what is the minimal number of inerters required to achieve this?

### 4.1. Two-degree-of-freedom system

Before addressing Problem 3, we first show that if the masses $m_{i}>0, i=1, \ldots, n$, are given and fixed, it is not always possible to realize any arbitrarily given numbers $0<\lambda_{1}<$ $\lambda_{2}<\ldots<\lambda_{n}$ as the eigenvalues of the mass-chain system by using springs only. In other words, inerters are necessary if the masses are fixed. The following result shows that for a 2-DOF mass-chain system the eigenvalues must be sufficiently separated.

Theorem 3. Consider the 2-DOF mass-chain system without inerters. Let $m_{1}$ and $m_{2}$ be given and fixed. The values $\lambda_{1}>0$ and $\lambda_{2}>0$ may be assigned as the eigenvalues of the system by choice of the springs $k_{1}$ and $k_{2}$ if and only if

$$
\begin{equation*}
\left(\sqrt{\frac{\lambda_{1}}{\lambda_{2}}}-\sqrt{\frac{\lambda_{2}}{\lambda_{1}}}\right)^{2} \geq 4 \alpha \tag{22}
\end{equation*}
$$

where $\alpha=m_{2} / m_{1}$ is the mass ratio.
Proof: The $\mathbf{M}$ and $\mathbf{K}$ matrix for the 2-DOF system without inerters are

$$
\mathbf{M}=\left[\begin{array}{ll}
m_{1} & \\
& m_{2}
\end{array}\right], \mathbf{K}=\left[\begin{array}{cc}
k_{1}+k_{2} & -k_{2} \\
-k_{2} & k_{2}
\end{array}\right] .
$$

The characteristic equation is

$$
\Delta(\lambda)=m_{1} m_{2} \lambda^{2}-\left(k_{2} m_{1}+k_{1} m_{2}+k_{2} m_{2}\right) \lambda+k_{1} k_{2}=0 .
$$

Denote $\rho_{1}=k_{1} / m_{1}, \rho_{2}=k_{2} / m_{2}, \alpha=m_{2} / m_{1}$. Then

$$
\begin{equation*}
\Delta(\lambda)=\lambda^{2}-\left(\rho_{1}+\rho_{2}+\rho_{2} \alpha\right) \lambda+\rho_{1} \rho_{2}=0 . \tag{23}
\end{equation*}
$$

Since $m_{1}$ and $m_{2}$ are given, $k_{1}$ and $k_{2}$ are free, then $\rho_{1}$ and $\rho_{2}$ are free, but $\alpha$ is fixed. Therefore, the problem is equivalent to: given $\lambda_{1}>0, \lambda_{2}>0$, and given $\alpha>0$, whether there always exist $\rho_{1}>0, \rho_{2}>0$, such that $\lambda_{1}$ and $\lambda_{2}$ are the solutions of (23)?

Suppose that $\lambda_{1}>0$ and $\lambda_{2}>0$ are the solutions of equation (23), then

$$
\begin{align*}
\lambda_{1}+\lambda_{2} & =\rho_{1}+(1+\alpha) \rho_{2},  \tag{24}\\
\lambda_{1} \lambda_{2} & =\rho_{1} \rho_{2} . \tag{25}
\end{align*}
$$

Substituting $\rho_{1}$ from (24) into (25), one obtains

$$
\begin{equation*}
(1+\alpha) \rho_{2}^{2}-\rho_{2}\left(\lambda_{1}+\lambda_{2}\right)+\lambda_{1} \lambda_{2}=0 \tag{26}
\end{equation*}
$$

and $\rho_{1}=\lambda_{1} \lambda_{2} / \rho_{2}$. Therefore a necessary and sufficient condition for $\lambda_{1}>0$ and $\lambda_{2}>0$ to be the solutions of Equation (23) is that (26) has a positive solution. This is equivalent to the discriminant of (26) being non-negative, i.e. $\left(\lambda_{1}+\lambda_{2}\right)^{2}-4(1+\alpha) \lambda_{1} \lambda_{2} \geq 0$ which yields (22).

### 4.2. Necessary and sufficient condition

In Section 4.1, it has been demonstrated that the realizable set of the eigenvalues for mass-chain systems without inerters is restricted. However, in this section, we will show that such a restriction can be removed by using at most $(n-1)$ inerters for an $n$-DOF mass-chain system.

Theorem 4. Consider the n-DOF mass-chain system with inerters, where the masses $m_{i}>$ $0, i=1, \ldots, n$, are given and fixed. Let $0<\lambda_{1}<\lambda_{2}<\ldots<\lambda_{n}$ be arbitrarily given numbers. Then $\lambda_{i}, i=1, \ldots, n$, may be assigned as the eigenvalues of the $n$-DOF system using $n$ springs and $(n-1)$ inerters but not necessarily using $n$ springs and $(n-2)$ inerters.

The proof of Theorem 4 is based on a multiplicative inverse eigenvalue problem (MIEP) formulation. The MIEP is stated as follows.

Problem 4 (MIEP [30]). Given a Hermitian matrix $\mathbf{A} \in \mathbf{R}^{n \times n}$ and $n$ real positive distinct numbers $s_{i}, i=1, \ldots, n$, find $n$ real positive numbers $d_{i}, i=1, \ldots, n$, such that the eigenvalues of the matrix $\mathbf{D A}$ are $s_{i}, i=1, \ldots, n$, where $\mathbf{D}=\operatorname{diag}\left\{d_{1}, d_{2}, \ldots, d_{n}\right\}$.

The following two Lemmas provide the basis for sufficient and necessary conditions for the solvability of the MIEP, which will be employed in the proof of Theorem 4.

Lemma 1. Let $\mathbf{A}=\left[a_{i j}\right]$ be an $n \times n$ real matrix. Assume that $a_{i i}=1, i=1, \ldots, n$, $\max _{i} P_{i} \leq 1 / 2$ and no two of the intervals $\left[s_{i}\left(1-2 P_{i}\right), s_{i}\left(1+P_{i}\right) /\left(1-P_{i}\right)\right], i=1, \ldots, n$ intersect, where the $s_{i}$ are real positive distinct numbers, and

$$
P_{i}=\sum_{j=1, j \neq i}^{n}\left|a_{i j}\right| .
$$

Then there exists a diagonal matrix $\mathbf{D}$ with positive diagonal entries such that $\mathbf{D A}$ has eigenvalues $s_{i}, i=1, \ldots, n$.

Proof: This lemma is a restriction of Theorem 2.1 in [33] to the case that the $s_{i}$ are positive. It can be verified from the proof in [33, Theorem 2.1] that the diagonal entries of $\mathbf{D}$ are positive real numbers in such a case.

Lemma 2. [34] Let $\mathbf{A}=\left[a_{i j}\right]$ be an $n \times n$ Hermitian matrix with $a_{i i}=1$ for $i=1, \ldots, n$. A necessary condition for the existence of a positive diagonal matrix $\mathbf{D}=\operatorname{diag}\left\{d_{1}, d_{2}, \ldots, d_{n}\right\}$ such that the eigenvalues of the matrix DA are $s_{i}$ where $s_{1} \geq s_{2} \geq \ldots \geq s_{n}>0$ is

$$
\begin{equation*}
\sum_{1 \leq i<j \leq n}\left(s_{i}-s_{j}\right)^{2} \geq s_{n}^{2} n\left\|\mathbf{A}^{(0)}\right\|_{F}^{2} \tag{27}
\end{equation*}
$$

where $\mathbf{A}^{(0)}=\mathbf{A}-\operatorname{diag}\left\{a_{11}, \ldots, a_{n n}\right\}$ and $\|\cdot\|_{F}$ denotes the Frobenius norm.
Proof of Theorem 4: The underlying idea of the proof of Theorem 4 is: first, formulate the problem as an MIEP shown in Problem 4; then, prove the sufficiency by demonstrating that the sufficient conditions in Lemma 1 are satisfied if $(n-1)$ inerters and $n$ springs are employed; finally, prove the necessity by showing that the necessary conditions in Lemma 2 are not always satisfied if only ( $n-2$ ) inerters and $n$ springs are employed.

Consider the first step, that is, to formulate the problem as an MIEP. Note that the matrix $\mathbf{K}$ and matrix $\mathbf{B}$ in (4) and (3), respectively, have the same structure, which can be rewritten as [21]

$$
\begin{align*}
\mathbf{K} & =\mathbf{E} \hat{\mathbf{K}} \mathbf{E}^{T}  \tag{28}\\
\mathbf{B} & =\mathbf{E} \hat{\mathbf{B}} \mathbf{E}^{T}, \tag{29}
\end{align*}
$$

where $\hat{\mathbf{K}}=\operatorname{diag}\left\{k_{1}, k_{2}, \ldots, k_{n}\right\}, \hat{\mathbf{B}}=\operatorname{diag}\left\{b_{1}, b_{2}, \ldots, b_{n}\right\}$,

$$
\mathbf{E}=\left[\begin{array}{ccccc}
1 & -1 & & & \\
& 1 & -1 & & \\
& & \ddots & \ddots & \\
& & & 1 & -1 \\
& & & & 1
\end{array}\right], \mathbf{E}^{-1}=\left[\begin{array}{ccccc}
1 & 1 & 1 & \ldots & 1 \\
& 1 & 1 & \ldots & 1 \\
& & \ddots & \ddots & \vdots \\
& & & 1 & 1 \\
& & & & 1
\end{array}\right]
$$

Since $\mathbf{E}$ is nonsingular (5) is equivalent to

$$
\begin{equation*}
\operatorname{det}\left(\hat{\mathbf{K}}-\lambda\left(\hat{\mathbf{M}}_{0}+\hat{\mathbf{B}}\right)\right)=0 \tag{30}
\end{equation*}
$$

where

$$
\hat{\mathbf{M}}_{0}=\mathbf{E}^{-1} \mathbf{M}_{\mathbf{0}} \mathbf{E}^{-T}=\left[\begin{array}{ccccc}
\hat{m}_{1} & \hat{m}_{2} & \hat{m}_{3} & \ldots & \hat{m}_{n} \\
\hat{m}_{2} & \hat{m}_{2} & \hat{m}_{3} & \ldots & \hat{m}_{n} \\
\hat{m}_{3} & \hat{m}_{3} & \hat{m}_{3} & \ldots & \hat{m}_{n} \\
\vdots & \vdots & \vdots & \ddots & \vdots \\
\hat{m}_{n} & \hat{m}_{n} & \hat{m}_{n} & \ldots & \hat{m}_{n}
\end{array}\right],
$$

and $\hat{m}_{i}=\sum_{j=i}^{n} m_{j}, i=1, \ldots, n$. It is clear that $\hat{m}_{1}>\hat{m}_{2}>\ldots>\hat{m}_{n}=m_{n}$.
Denoting $\hat{\mathbf{M}}=\hat{\mathbf{M}}_{0}+\hat{\mathbf{B}}$, we can decompose $\hat{\mathbf{M}}$ as

$$
\hat{\mathbf{M}}=\widetilde{\mathbf{M}}_{0} \widetilde{\mathbf{M}} \widetilde{\mathbf{M}}_{0}
$$

where $\widetilde{\mathbf{M}}_{0}=\operatorname{diag}\left\{\sqrt{\hat{m}_{1}+b_{1}}, \sqrt{\hat{m}_{2}+b_{2}}, \ldots, \sqrt{\hat{m}_{n}+b_{n}}\right\}$, and $\widetilde{\mathbf{M}}=\left[\widetilde{m}_{i j}\right]$ with

$$
\widetilde{m}_{i j}=\left\{\begin{array}{cl}
1, & j=i, \\
\widetilde{m}_{j i}=\frac{\hat{m}_{j}}{\sqrt{\left(\hat{m}_{i}+b_{i}\right)\left(\hat{m}_{j}+b_{j}\right)}}, & j>i
\end{array}\right.
$$

Similarly, since $\widetilde{\mathbf{M}}_{0}$ is nonsingular, (30) is equivalent to

$$
\begin{equation*}
\operatorname{det}(\widetilde{\mathbf{K}}-\lambda \widetilde{\mathbf{M}})=0 \tag{31}
\end{equation*}
$$

where $\widetilde{\mathbf{K}}=\widetilde{\mathbf{M}}_{0}^{-1} \hat{\mathbf{K}} \widetilde{\mathbf{M}}_{0}^{-1}=\operatorname{diag}\left\{k_{1} /\left(\hat{m}_{1}+b_{1}\right), k_{2} /\left(\hat{m}_{2}+b_{2}\right), \ldots, k_{n} /\left(\hat{m}_{n}+b_{n}\right)\right\}$. Furthermore, since $\widetilde{\mathbf{K}}$ is nonsingular, (31) is equivalent to

$$
\begin{equation*}
\operatorname{det}\left(\mathbf{I}-\widetilde{\mathbf{K}}^{-1} \widetilde{\mathbf{M}} \lambda\right)=0 \tag{32}
\end{equation*}
$$

Suppose $0<\lambda_{1}<\lambda_{2}<\ldots<\lambda_{n}$ are arbitrarily given eigenvalues of the matrix pair $(\mathbf{K}, \mathbf{M})$ in (5), which are also the roots of (32). Then $\mu_{1}>\mu_{2}>\ldots>\mu_{n}>0$ with $\mu_{i}=1 / \lambda_{i}, i=1, \ldots, n$ are the eigenvalues of $\widetilde{\mathbf{K}}^{-1} \widetilde{\mathbf{M}}$. Therefore, the problem of investigating the eigenvalues of the matrix pair $(\mathbf{K}, \mathbf{M})$ is equivalent to the problem of investigating the eigenvalues of $\widetilde{\mathbf{K}}^{-1} \widetilde{\mathbf{M}}$.

Hence, the problem is to demonstrate that for arbitrarily given numbers $\mu_{1}>\mu_{2}>\ldots>$ $\mu_{n}>0$, it is sufficient and necessary to use $(n-1)$ inerters and $n$ springs such that $\mu_{i}$, $i=1, \ldots, n$, are the eigenvalues of $\widetilde{\mathbf{K}}^{-1} \widetilde{\mathbf{M}}$ for all possible values of masses. This problem is indeed an MIEP, if we view the matrices $\widetilde{\mathbf{K}}^{-1}$ and $\widetilde{\mathbf{M}}$ as the matrices $\mathbf{D}$ and $\mathbf{A}$ in Problem 4, respectively.

Sufficiency: we will show that by carefully adjusting at most $(n-1)$ inertances, the sufficient conditions in Lemma 1 can always be satisfied, and hence, the existence of $n$ real positive spring stiffnesses can always be guaranteed.

To be consistent with the notations of Problem 4, we denote $\widetilde{\mathbf{K}}^{-1}$ and $\widetilde{\mathbf{M}}$ as $\mathbf{D}$ and $\mathbf{A}$, respectively. Also, by denoting

$$
\delta_{i}=\frac{b_{i}}{\hat{m}_{i}}, \rho_{i}=\frac{k_{i}}{\hat{m}_{i}}, i=1, \ldots, n,
$$

and $\alpha_{i}=\frac{\hat{m}_{i+1}}{\hat{m}_{i}}, i=1, \ldots, n-1$, we obtain

$$
\begin{align*}
\mathbf{A} & =\widetilde{\mathbf{M}}=\left[a_{i j}\right]  \tag{33}\\
\mathbf{D} & =\widetilde{\mathbf{K}}^{-1}=\operatorname{diag}\left\{d_{1}, d_{2}, \ldots, d_{n}\right\} \tag{34}
\end{align*}
$$

where

$$
a_{i j}=\left\{\begin{array}{cl}
1, & j=i  \tag{35}\\
a_{j i}=\frac{\sqrt{\alpha_{i} \alpha_{i+1} \ldots \alpha_{j-1}}}{\sqrt{\left(1+\delta_{i}\right)\left(1+\delta_{j}\right)}}, & j>i
\end{array},\right.
$$

and $d_{i}=\left(1+\delta_{i}\right) / \rho_{i}, i=1, \ldots, n$.
We now apply Lemma 1 . We note that the intervals $\left[\mu_{i}\left(1-2 P_{i}\right), \mu_{i}\left(1+P_{i}\right) /\left(1-P_{i}\right)\right]$, $i=1, \ldots, n$, each contain $\mu_{i}$ and have vanishing width as $\max _{i} P_{i} \rightarrow 0$. In particular, none of the intervals intersect if

$$
\begin{equation*}
\frac{\lambda_{i+1}}{\lambda_{i}}=\frac{\mu_{i}}{\mu_{i+1}}>\frac{1+P_{i+1}}{\left(1-P_{i+1}\right)\left(1-2 P_{i}\right)} \tag{36}
\end{equation*}
$$

for $i=1, \ldots, n-1$. This may always achieved by making $\max _{i} P_{i}$ sufficiently small since the RHS of (36) may be made as close to 1 as desired, whereas the LHS is always greater than 1 , for each $i$. From (35), we can see that we may choose $\delta_{i}=0$ for an arbitrarily chosen $i$ in $1, \ldots, n$, and ensure that $\max _{i} P_{i}$ is as small as desired by choosing $\delta_{j}$ sufficiently large for $j=1, \ldots, n$ and $j \neq i$. This demonstrates that $n-1$ inerters are sufficient to satisfy the conditions in Lemma 1. Then, Lemma 1 implies that there always exist positive $d_{i}$, $i=1, \ldots, n$, such that $\operatorname{diag}\left\{d_{1}, d_{2}, \ldots, d_{n}\right\} \mathbf{A}$ has eigenvalues $s_{i}, i=1, \ldots, n$. This means that we can always choose $\rho_{i}=\left(1+\delta_{i}\right) / d_{i}, i=1, \ldots, n$ to complete the assignment of the eigenvalues. This completes the proof of sufficiency.

Necessity: we will show that if only $(n-2)$ inerters and $n$ springs are employed, the necessary conditions in Lemma 2 are not satisfied for all $\mu_{1}>\mu_{2}>\ldots>\mu_{n}>0$.

Suppose that only $(n-2)$ inerters are employed. Then there exist $i$ and $j$ with $i \neq j$ such that $\delta_{i}=\delta_{j}=0$. Without loss of generality, assume $j>i$. Then,

$$
a_{i j}=a_{j i}=\sqrt{\alpha_{i} \alpha_{i+1} \ldots \alpha_{j-1}}
$$

It follows that

$$
\begin{equation*}
\left\|\mathbf{A}^{(0)}\right\|_{F}^{2} \geq 2 a_{i j}^{2}=2 \alpha_{i} \alpha_{i+1} \ldots \alpha_{j-1} . \tag{37}
\end{equation*}
$$

Therefore, for any numbers $\mu_{1}>\mu_{2}>\ldots \mu_{n}>0$ satisfying

$$
\begin{equation*}
\frac{\sum_{1 \leq i<j \leq n}\left(\mu_{i}-\mu_{j}\right)^{2}}{2 \mu_{n}^{2} n}<\alpha_{i} \alpha_{i+1} \ldots \alpha_{j-1} \tag{38}
\end{equation*}
$$

the necessary conditions in Lemma 2 are not satisfied. This means that only using ( $n-2$ ) inerters (together with $n$ springs) is impossible to solve the MIEP for all arbitrarily given $s_{i}$, $i=1, \ldots, n$. In other words, $(n-1)$ inerters is the minimal number of inerters required to freely assign arbitrary values $0<\lambda_{1}<\lambda_{2}<\ldots \lambda_{n}$ as the eigenvalues of the $n$-DOF system. This completes the proof of necessity.

### 4.3. Construction method

The idea of proving the sufficiency of Theorem 4 is to choose $\delta_{i}$ and $\rho_{i}, i=1, \ldots, n$, separately, where $\delta_{i}, i=1, \ldots, n$, are intended to make the entries of $\mathbf{A}$ in (33) sufficiently small so that the MIEP is solvable, and $\rho_{i}, i=1, \ldots, n$, are obtained by solving the MIEP. This is now made more concrete in the following algorithm.

First step: obtain $\delta_{i}, i=1 \ldots, n$.

1. Choose $\epsilon_{1}>0$ so that

$$
\begin{equation*}
\frac{\lambda_{i}}{\lambda_{i+1}}<1-\epsilon_{1} \tag{39}
\end{equation*}
$$

for all $i=1, \ldots, n-1$.
2. Find the unique solution with $0<\epsilon_{2}<1 / 2$ of

$$
\begin{equation*}
2 \epsilon_{2}^{2}-\left(4-\epsilon_{1}\right) \epsilon_{2}+\epsilon_{1}=0 \tag{40}
\end{equation*}
$$

which is equivalent to $\left(1-\epsilon_{2}\right)\left(1-2 \epsilon_{2}\right) /\left(1+\epsilon_{2}\right)=1-\epsilon_{1}$.
3 . For an arbitrarily chosen $i$ set $\delta_{i}=0$ and let

$$
\begin{equation*}
\delta_{j}=(n-1)^{2} / \epsilon_{2}^{2}-1 \tag{41}
\end{equation*}
$$

for $j \neq i$.
Then, it can be checked that the condition $\max _{i} P_{i} \leq \epsilon_{2} \leq 1 / 2$ is satisfied as $\alpha_{i}<1$, $i=1, \ldots, n-1$, and that (36) holds.

Second step: obtain $\rho_{i}, i=1, \ldots, n$.
The problem of finding $\rho_{i}, i=1, \ldots, n$ relies on numerically solving the MIEP problem. Specifically, there are three steps:

1. Construct matrix $\mathbf{A}$ according to (33) after obtaining $\delta_{i}, i=1, \ldots, n$;
2. Obtain $d_{i}, i=1, \ldots, n$ by solving the MIEP;
3. Obtain $\rho_{i}=\frac{1+\delta_{i}}{d_{i}}, i=1, \ldots, n$.

In the second step, the method presented in [36] is employed. The idea is to solve the following nonlinear equations by using a one step Newton's method [36]

$$
f(\mathbf{d})=\left[\begin{array}{c}
s_{1}(\mathbf{d})-s_{1}^{*} \\
s_{2}(\mathbf{d})-s_{2}^{*} \\
\vdots \\
s_{n}(\mathbf{d})-s_{n}^{*}
\end{array}\right]=0
$$

where $\mathbf{d}=\left[d_{1}, d_{2}, \ldots, d_{n}\right]$, and $s_{i}^{*}, i=1, \ldots, n$ denote the given numbers.
The following example is given to illustrate how to implement the proposed method.
Example 1. For a 5-DOF system, suppose $m_{1}=m_{2}=\ldots=m_{5}=100 \mathrm{~kg}$. Determine $b_{i}$ and $k_{i}, i=1, \ldots, 5$, such that the eigenvalues of the 5 -DOF system are assigned as the following values

$$
\lambda=\left[\lambda_{1}, \ldots, \lambda_{5}\right]^{T}=[8.0808,52.8728,100.0000,223.8426,348.5371]^{T} .
$$

Following the method introduced in this section, since $s_{i}=1 / \lambda_{i}, i=1, \ldots, n$, we obtain $s$ as

$$
s=\left[s_{1}, \ldots, s_{5}\right]^{T}=\left[\begin{array}{lll}
0.1238, & 0.0189, & 0.0100, \\
0.0045, & 0.0029
\end{array}\right]^{T} .
$$

From (39), $\epsilon_{1}=0.0129$, and from (40), $\epsilon_{2}$ should be in the range (0, 0.0032). Hence, we choose $\epsilon_{2}=0.0031$. Since $(n-1)$ inerters are required, from (41), we can arbitrarily set one $\delta_{i}, i=1, \ldots, n$ as 0 , and set others as $\delta_{j}=1.7060 \times 10^{6}, j=1, \ldots, n$ and $j \neq i$. In this example, we set $\delta_{1}=0$, and then we obtain the inertances as $b_{1}=0, b_{2}=6.8240 \times 10^{8}$, $b_{3}=5.1180 \times 10^{8}, b_{4}=3.4120 \times 10^{8}$, and $b_{5}=1.7060 \times 10^{8}$.

Then, we obtain matrix $\mathbf{A}$ according to (33). After solving an MIEP, we obtain

$$
\mathbf{d}=\left[\begin{array}{llll}
0.1238, & 0.0189, & 0.0100, & 0.0045,
\end{array} 0.0029\right]
$$

and $\rho_{1}=8.0808, \rho_{2}=9.0201 \times 10^{7}, \rho_{3}=1.7060 \times 10^{8}$, $\rho_{4}=3.8187 \times 10^{8}$, and $\rho_{5}=$ $5.9460 \times 10^{8}$. Finally, we obtain the spring stiffnesses as $k_{1}=4040.40, k_{2}=3.6080 \times 10^{10}$, $k_{3}=5.1180 \times 10^{10}, k_{4}=7.6375 \times 10^{10}$, and $k_{5}=5.9460 \times 10^{10}$.

Note that this method requires $(n-1)$ inerters which may not always be necessary. [For example, for Example 1, another solution to this problem is $b_{1}=b_{2}=b_{3}=b_{4}=0 \mathrm{~kg}$, $b_{5}=100 \mathrm{~kg}$, and $k_{1}=k_{2}=k_{3}=k_{4}=k_{5}=10 \mathrm{kN} / \mathrm{m}$.] Also the algorithm is conservative and may lead to large parameter values. Firstly, the algorithm ensures that the RHS in (36) is less than the minimum over $i$ of the LHS, whereas in order to satisfy the sufficient conditions of Lemma 1 it is only necessary to satisfy (36) individually for each $i$. Secondly, the ordering of the $s_{i}$ in Lemma 1 is not prescribed, so this is a further freedom which could be exploited. In particular if $\sigma$ denotes any permutation of the integers $1,2, \ldots, n$ and $\mu_{\sigma(i)}=1 / \lambda_{i}$ for $i=1, \ldots, n$ then (36) is replaced by

$$
\begin{equation*}
\frac{\lambda_{i+1}}{\lambda_{i}}>\frac{1+P_{\sigma(i+1)}}{\left(1-P_{\sigma(i+1)}\right)\left(1-2 P_{\sigma}(i)\right)} \tag{42}
\end{equation*}
$$

for $i=1, \ldots, n$. Thus it may be possible to satisfy (42) with smaller parameter values or a reduced number of inerters. It should be emphasise that the purpose of this paper was to prove the existence of solutions. For optimal design in practice, numerical optimization methods such as the quadratically convergent methods in [36], the LU decomposition methods in [37, 38] may usefully supplement the results of this paper. The problem of constructing explicit families of either isospectral or quasi-isospectral mass-chain systems with inerters is an interesting topic to be explored in the future.

## 5. Conclusions

This paper has studied the natural frequency assignment problem for mass-chain systems with inerters, where the adjacent masses in the mass-chain system are connected by a parallel arrangement of a spring and an inerter. The problem for mass-chain systems with given and fixed masses, whether it is possible to use only inerters and springs to realize any arbitrarily given real positive numbers as the natural frequencies of the mass-chain system was considered. A major result of the paper is that $n-1$ inerters and $n$ springs are necessary and sufficient to freely assign any arbitrarily given set of positive distinct numbers as the natural frequencies of $n$-DOF mass-chain systems. A constructive method of determining inertances and spring stiffnesses was proposed and verified by using a numerical example. It was also shown that multiple eigenvalues are possible, unlike conventional mass-chain systems without inerters whose natural frequencies are always simple and distinct. Some restrictions on the multiplicities that may occur were derived. In particular, it was shown that an eigenvalue of multiplicity $m$ may occur only if $n \geq 2 m-1$. Moreover, the inverse eigenvalue problem for continuous systems, presented as partial differential equations and infinite natural frequencies, was not studied in this paper, and would be considered in the future.
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