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Abstract 8 

Construction is an inherently less safe sector than other sectors because it exposes workers to 9 

harsh and dangerous working environments. The nature of the construction industry results in 10 

a comparatively high incidence of serious injuries and death caused by falls from a height, 11 

musculoskeletal disorders and being struck by objects. This paper presents a new concept that 12 

can tackle this problem in the future. The central hypothesis of this study is that it is possible 13 

to eliminate injuries if we move the human construction worker off-site and remotely link 14 

his/her motions to a Robotic Construction Worker (RCW) on-site. As a first steppingstone 15 

towards this ultimate goal, two systems essential for the RCW were developed in this study. 16 

First, a novel system that combines 3D body and hand position tracking was developed to 17 

capture the movements of human construction worker. This combination of tracking enables 18 

the capture of changes in the orientations and articulations of the entire human body. Second, 19 

a real-time simulation system that connects a human construction worker off-site to a virtual 20 

RCW was developed to demonstrate the proposed concept in a variety of construction scenarios. 21 

The simulation results demonstrate the future viability of the RCW concept and indicate the 22 
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promise of this system for eliminating the health and safety risks faced by human construction 23 

workers. 24 

Key words: Construction site safety, Construction worker, human body tracking, hand tracking, 25 

construction simulation, Robotic Construction Worker (RCW), Robotics 26 

1. Introduction 27 

The construction industry is one of the largest industries in both developed and developing 28 

countries. Employing two million people in the UK, it is the country's biggest employing 29 

industry. Unfortunately, it is also well known that construction is an inherently less safe sector 30 

than other sectors because it exposes workers to harsh and dangerous working environments. 31 

This nature of the construction industry results in a comparatively high incidence of serious 32 

injuries and death. This safety handicap is also one of key reasons behind the lack of 33 

construction workforce. According to the Health and Safety Executive (HSE) UK [1], deaths 34 

and serious injuries amongst construction workers are unacceptably high and more frequent 35 

than in any other sectors of the UK economy. In 2014-15 [2], 35 construction workers were 36 

fatally injured and a further 65,000 suffered a major injury at work in the UK, and the fatal 37 

injury and work-related illnesses rates are over 3.5 times and 20% than the average rate across 38 

all industries. One immediate impact of this high rate of work place injury and illness is cost 39 

to business. The total economic cost of workplace injury and ill health in the construction sector 40 

in 2013-14 was reported as £0.9 billion [2]. In a similar manner to the UK construction industry, 41 

more than 26,000 U.S. construction workers have died at work over the past two decades [3]. 42 

As these statistics indicate, safety in construction remains a major problem which needs to be 43 

fundamentally resolved. 44 

The causes of the safety problems of construction workers arising from construction activities 45 

are varied. For non-fatal injuries occurred in the UK in 2015 [2], about 80% were due to falls 46 
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from a height, trip falls, lifting/handling or being struck by an object. For fatal injury cases, 47 

falls from a height accounted for nearly 50% of cases. Considering workplace illnesses, about 48 

65% of cases were due to musculoskeletal disorders (MSDs). To act on this issue, the Health 49 

and Safety at Work etc. Act 1974 [4] imposed a duty on employers to ensure the safety of 50 

workers. The HSE in the UK also has strict safety criteria and use the deterrent effect of 51 

prosecution to enforce the criteria, primarily focusing on aiding all sectors to improve 52 

compliance with the law through inspections and investigating accidents and complaints. In 53 

addition, activities such as awareness days, issuing guidance, and providing advice ensure that 54 

the regulatory measure encourages the industry to focus on long-term health and safety. 55 

However, this action by law leads to a significant expense (the HSE spent $111 million in 56 

2002-03) and the effectiveness of this approach is unclear due to a difficulty in assessing the 57 

improvement.  58 

Alongside the regulative efforts, there are other approaches aiming to increase the safety of 59 

construction workers. Technological advances in areas such as personal protective equipment 60 

(PPE), Building Information Modeling (BIM) and safety training have improved worker safety. 61 

For example, the protective gear worn by construction workers including helmets, steel-toed 62 

boots etc., helps reduce the impact of falls, trips and being struck by objects on the body [5]even 63 

though the PPE increases worker discomfort and is ineffective against MSDs. Some recent 64 

studies shows the potential that BIM can enable the automatic identification of construction 65 

safety issues [6-8]. In addition, as a means of safety training, involvement of the workers in the 66 

decision-making processes of evaluating workplace risks also helps identify and manage risks 67 

effectively since the workforce has direct experience of site conditions and they are most aware 68 

of potential hazards [9]. For this approach, the awareness and willingness of the workers and 69 

the managers should be required to address the risks in construction site. 70 
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Although the aforementioned regulative and technological efforts have positive impact on 71 

construction workers’s safety, it is reported that the improvement rate has plateaued in recent 72 

years according to [10], indicating the pressing need to tackle the problem. This paper presents 73 

a robotics-based novel approach to not only minimise the health and safety hazards of human 74 

construction workers at construction but also increase the productivity in construction. The 75 

concept of ‘Robotic Construction Worker’ (RCW) which moves the human construction 76 

worker off-site and remotely links their motions to a RCW on-site is proposed. This approach 77 

aims to not only minimize the risk of MSDs and the risks associated with humans being present 78 

in a hazardous environment but also increase productivity. Two essential systems for the RCW 79 

were developed in this study as a first steppingstone towards this ultimate goal, which are (1) 80 

combined body and hand tracking system for the efficient and natural control of the humanoid 81 

robot and (2) simulation environment system to test and demonstrate the RCW system. First, a 82 

novel framework of combining vision-based hand tracking with body tracking was developed. 83 

This framework is integral for the RCW system in order to control both the hand and body of 84 

the robot naturally and simultaneously in a real-time and to implement detailed construction 85 

tasks which often require hand-based elaborate skill and cannot be achieved without accurate 86 

hand tracking of a construction worker. In this study, this framework was realised with 87 

coordinate mapping and development of a software pipeline to enable the tracking systems to 88 

run independently and simultaneously. Second, a simulation game engine was used to develop 89 

virtual construction sites and test the proposed RCW system. It is assumed in this study that a 90 

realistic and real-time simulation is vital to enable training, testing, planning and model-based 91 

control of the robotics. The rationale and details of the two systems are described in Sections 92 

3 and 4. 93 

The paper is organized as follows. In Section 2, a review of the state of research aiming to 94 

address the current problem of construction workers safety is presented. Section 3 describes 95 
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the long-term solution of the RCW and the framework proposed in this study, followed by the 96 

research methodology and the derived results in Section 4. Finally, Section 5 summarizes this 97 

study with future research directions. 98 

2. Related work 99 

Research efforts in improving construction worker safety have mainly lied in three areas: (1) 100 

wearable sensing techniques, (2) computer vision techniques and (3) robotic techniques. 101 

2.1.Wearable sensing techniques 102 

The use of on-body wearable sensors is widespread in several academic and industrial domains. 103 

Accelerometers and IMUs are one of the most popularly used sensors used to track the motions 104 

of construction workers. Such sensors can measure velocity, acceleration, orientation, and 105 

gravitational forces, and the acceleration data can be used to monitor the physiological 106 

condition of a human body [11]. Fang and Dzeng [12] developed an accelerometer-based fall 107 

portent detection system that used a hierarchical threshold-based algorithm. Bakhshi et al. [13] 108 

proposed an approach for measuring and monitoring human body joint angles using inertial 109 

measurement unit (IMU) sensors. Jebelli et al. [14] proposed to use IMU sensors attached to 110 

the ankle to characterise the fall risk of workers. Valero et al. [15] also presented a wearable 111 

system that can measure the postures and body motions of workers using scalable IMUs with 112 

a low level of intrusiveness and real-time processing. Cheng et al. [16] proposed an approach 113 

for monitoring safe and unsafe behaviour of construction workers using data fusion of Ultra 114 

wideband and electrocardiography sensors. In addition, researchers have also successfully 115 

employed motion sensors to evaluate heart rate, respiratory rate and energy expenditure [17-116 

18]. However, there is a limitation in the wearable sensing techniques that attaching 117 

accelerometers and IMUs to the human operator can affect negatively the accuracy of 118 
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measuring the targeted signals since sensing accuracy is heavily dependent on whether the 119 

sensors are attached correctly in the correct positions. 120 

2.2. Computer vision techniques 121 

Recently, computer vision has gain attention because it can be used for automated and 122 

continuous monitoring of construction workers at construction sites. Seo et al. [19] identified 123 

that continuous monitoring of conditions and actions at the construction site is essential to 124 

eliminate potential hazards in a timely manner. Computer vision techniques enable an 125 

automated means of monitoring the site to overcome the current limitations of slow and 126 

unreliable manual inspection by safety managers. These techniques involving object 127 

recognition and object tracking can reduce the risks of being struck by an object or vehicle and 128 

of falling from heights. However, there are very challenging issues to this approach, including 129 

occlusion and the identification of good camera positions, due to continuously changing 130 

environments and diverse machinery and objects on-site. Furthermore continuous monitoring 131 

may also impact privacy negatively and reduce the motivation of construction workers. 132 

Monitoring the individual construction worker's actions might prevent unsafe actions that lead 133 

to work place accidents. Han et al. [20] investigated the use of Microsoft Kinect to collect prior 134 

models of unsafe actions and then identify similar actions in site videos. They address safety 135 

at heights by extracting 3D skeletal models using the Kinect from videos of workers climbing 136 

ladders and evaluating their behaviour. The main drawback of this approach is that it is very 137 

difficult to form representative priors of unsafe actions due to the large motion ranges of human 138 

movement and the varied nature of construction site activities. 139 

Ray et al. [21] focused on real-time construction worker posture analysis to improve 140 

ergonomics. Such techniques employ training and monitoring to reduce the risk of MSDs. They 141 

utilized the Microsoft Kinect to extract the worker's pose (body joint angles and spatial 142 
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locations). Then, using a set of rules formulated using body posture information, the worker's 143 

activities were classified into two classes; ergonomic or non-ergonomic. The automated 144 

method can reduce the risk of MSDs and address other key issues such as risks involved in 145 

lifting/moving objects. The shortcomings of this approach are that they do not account for the 146 

factors of time, repetition, and forceful exertion. A particular pose can be safe for short periods 147 

of time, or with minimal force whereas the same pose can be unsafe with larger forces or with 148 

repetition.  149 

Another limitation in existing computer vision techniques for tracking the motion of a 150 

construction worker is that accurate tracking of the worker's hands has not been settled yet. 151 

According to [22], factors such as the high dimensionality of the hand pose and the 152 

chromatically uniform appearance of the hand and self-occlusions during hand movements 153 

make tracking the hand a challenge. Specifically, tracking of the human hand using RGB-D 154 

data is a difficult problem due to the extensive degrees of freedom of the hand and fingers, their 155 

relatively small size and the obstruction and occlusion of the fingers during motions from a 156 

single viewpoint. Although some recent studies [23-24] employed Leap Motion sensors [25] 157 

as means of hand tracking, using the sensors prevents the movements of the arms, elbows and 158 

rotation of the upper body to enable accurate hand tracking, which is not suitable for tracking 159 

construction workers. In addition, even though Sharp et al. [26] developed techniques through 160 

a new pipeline for per-frame pose estimation, followed by a generative model-fitting stage to 161 

track the hand, their software is still under development and at present unavailable. Recently, 162 

the research group led by Prof. Argyros treats hand tracking as an optimization task of seeking 163 

hand model parameters that minimize the discrepancy between the 3D structure of a 164 

hypothesized hand model and the observed hand structure [22]. Their recent work has 165 

promising results in tracking the full hand articulations in real-time and seems that it can fill 166 

the gap in knowledge of combined hand and body tracking to monitor a construction workers 167 
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pose, finally providing a complete solution to posture and worker's action analysis to prevent 168 

unsafe actions. 169 

2.3. Robotic techniques 170 

Automation with robotics is an approach that can increase productivity, reduce the risk of 171 

MSDs and minimize the risks associated with humans being present in a hazardous 172 

environment. One such robot is SAM [26] which is a semi-automated mason robotic bricklayer. 173 

A human mason can lay about 300 to 500 bricks a day, while SAM can lay about 800 to 1,200 174 

bricks a day. Furthermore, it does not need breaks, sleep etc. giving it another advantage over 175 

manual labourers. Fundamentally however, an automated robot does not have the fine skills, 176 

adaptability and flexibility that human construction workers have and human workers would 177 

still be required on-site. For instance, SAM requires a human construction worker to tidy up 178 

the mortar and place bricks in difficult areas such as corners. The simplest construction task of 179 

automating bricklaying itself poses an immense challenge and leaves much to be desired. 180 

One method to overcome the challenges of automated robots at a construction site is remote/ 181 

teleoperation of construction robots. The remote controlled trench compactor [28] reduces the 182 

need for repeated strenuous actions by workers in trenches, reducing the risk of MSDs, and in 183 

addition reducing the risk of injuries due to trench collapses. However, the machinery increases 184 

the risk of other hazards such as being hit by them. 185 

Hironao et al. [29] investigated the teleoperation of a robotic system with the use of Virtual 186 

Reality (VR) technology as a possibility of performing remote operation with greater safety. 187 

They recreated the scene in VR and investigated the teleoperation of a robotic crane system. 188 

The limitation of this approach is that other construction workers would still be required on 189 

site to perform activities that the construction machinery is unable to complete, potentially 190 

increasing the risk to construction workers due to the hazards of teleoperation of heavy 191 
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machinery. Moreover, the existing robotics only perform a small range of the tasks that 192 

comprise the activity at a construction site. 193 

2.4.  Gaps in knowledge 194 

Although the current state of research aforementioned in Sections 2.1-2.3 can reduce the risks 195 

of fall from heights, MSDs, and being struck by objects, the previous approaches do not 196 

fundamentally eliminate the risks to the construction worker. There are two significant research 197 

gaps in knowledge with these aforementioned techniques: (1) a framework that tracks both the 198 

hand and body of a construction worker simultaneously is yet to be developed. The independent 199 

tracking of the body and of the hand has been developed but the methods to address worker 200 

safety are limited due to their incapacity to fully track human motion [29]; and (2) a robotic 201 

solution to address all construction operations, ranging from using fine tools to heavy 202 

machinery, has not been developed. Existing robotics (e.g. bricklayer robot, tele-operated crane 203 

and remote controlled trench compactor) can only carry out a very small portion of the tasks 204 

necessary at a construction site. 205 

3. Proposed solution 206 

3.1. Long term solution roadmap 207 

In the long run, the ultimate goal of the proposed solution is to develop a humanoid robot that 208 

can mimic the precise motions of a human construction worker, addressing the problems and 209 

limitations highlighted in Section 2. Here we assumed that a humanoid type would be the most 210 

suitable for implementing the RCW system based on the following reasons. First, the 211 

construction site, equipment and tools on site are all optimized for humans to work on site. The 212 

activation energy of bringing a humanoid robot into an environment designed for humans is 213 

very minimal compared to a different robot which would require numerous changes to the 214 

construction site and construction process. For example, the aforementioned robot SAM, 215 
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robotic bricklayer, is very useful to the certain task of laying bricks but can only do a single 216 

task. Second, since construction sites can also be very different and vary during the different 217 

stages and for different types of construction, a humanoid robot is much more adaptable to the 218 

changing requirements of a construction site. For these reasons, this study focuses on a 219 

humanoid robot.  220 

A RCW would copy the motions of a human construction worker to carry out construction 221 

tasks. The human construction worker (off-site) can control the RCW (on-site), removing the 222 

workforce from the hazards of the construction and reducing the risks of MSDs, falls from a 223 

height and being struck by objects.  Furthermore, the increased capabilities of robots would 224 

reduce the need for lifting tools and heavy equipment as human limitations of strength and 225 

stamina would be overcome. This can also contribute to increased speed and efficiency in the 226 

construction industry. To effectively control the RCW remotely, the robot can be fitted with 227 

sensors that can provide visual, auditory and haptic feedback to the human controller. This 228 

solution incorporates research in the fields of computer vision, robotics and construction safety. 229 

The RCW requires the research and development of the following systems as shown in Figure 230 

1: 231 

Insert Figure 1 here 232 

3D hand and body tracking - Vision based tracking techniques enable efficient and relatively 233 

inexpensive methods that could use fluid human motion to control a high degree of freedom 234 

RCW. They provide a non-intrusive and natural method to map the movements of the human 235 

to the robot. Furthermore, this ensures minimal retraining for human construction workers as 236 

they would move and perform actions, as they previously would have on-site. A novel 237 

framework to recover and track the 3D position, orientation and full articulation of the human 238 
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hand combined with the human body is integral in controlling the robot naturally and efficiently. 239 

In this study, A RGB-D sensor, Microsoft Kinect, was selected and used to implement both the 240 

hand and body tracking based on two reasons. First, existing research in the field of motion 241 

tracking with the Kinect has shown very promising results and for this reason the Kinect 242 

becomes a standard in motion tracking for research and development.  Second, it turned out 243 

that other possible solutions such as attaching accelerometers and IMUs to the human operator 244 

are less suitable as their accuracy is heavily dependent on the sensors being attached correctly 245 

in the correct positions. In addition, another possible approach using Leap Motion [30] device 246 

which provides a decent accuracy in hand and finger motions tracking has a drawback that it 247 

relies on the hand remaining at a stationary position at a precise position above the device. This 248 

fixes the hand in 3D space in x, y and z and hence prevents the movements of the arms, elbows 249 

and rotation of the upper body. This feature of the device significantly limits movement and 250 

would not accurately model the motions needed to carry out construction tasks. 251 

Real-time simulation - Given that construction robots are humanoid, method of controlling such a 252 

robot must be considered and chosen. Two possible methods to do this are an operator using a 253 

remote/joystick device or mapping the movements of the operator to the robot. Due to the large number 254 

of degrees of freedom of a humanoid robot and as construction frequently requires the use of two hands 255 

in 3D motion, a remote control using remote/joystick device would not provide the same ease of control 256 

as mapping the movements of an operator to the robot. Moreover, mapping the operator’s movements 257 

requires minimal training for construction workers as they would largely perform the same actions they 258 

previously did on site. For these reasons, this study uses the assumption that the humanoid robot is 259 

remotely controlled by mapping the operator’s movements to the robot, which can be realised with real-260 

time simulation. To this end, a realistic simulation of the construction site, equipment, 261 

construction tasks and 3D human pose tracking is vital because it enables training, testing, 262 

planning and model-based control of the robotics. Performing simulations enables quicker, 263 

cheaper and safer methods to model and develop the capacity of the system in numerous 264 
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scenarios and conditions. It also provides the framework for further research into the robotic 265 

control system, mapping the real to the virtual environment in real-time and for visualising the 266 

3D hand and body tracking. There are numerous existing methods to perform simulations (e.g. 267 

[28]), but the novelty of this solution requires developing a new real-time simulation to 268 

demonstrate tracking and control of a robotic construction worker to perform construction tasks. 269 

Robotic construction worker – Based on the above assumptions for the RCW system, the robot 270 

should be humanoid to fulfil the role of a human construction worker and perform all 271 

construction tasks. This ensures the proposed solution integrates seamlessly with the existing 272 

infrastructure, tools, equipment and set-up of a construction site. It is required that the 273 

humanoid robot incorporates at least the 3D movement of 20 key body joints (head, chest, 274 

shoulders, elbows, wrists, hands, spine, hip, thighs, knees and feet) and of the fingers and hands 275 

(26 DoF (3D position and orientation of the palm, 2 angles for the base of each finger and 2 276 

for the remaining finger joints)). The best humanoid robots still need significant research and 277 

development to be able to fully mimic a human construction worker and replace them. 278 

Robotic control and feedback system - A robust, stable and fast control system must be 279 

developed to map human motions to the actuators on the robot. This ensures fluid and natural 280 

control of the robot without significant delays. In addition, it must maintain stability on two 281 

feet under scenarios such as uneven terrain, walking, climbing, carrying heavy loads etc. The 282 

latest DARPA (Defense Advanced Research Projects Agency) [31] challenges reveal that this 283 

is still a significant problem that needs to be solved in the near future. In addition, a framework 284 

of relaying feedback information such as haptics, visual and auditory systems is necessary to 285 

enable the fast, reliable and efficient teleoperation of the RCW, resulting in a closed-loop 286 

system. 287 
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3.2. Proposed framework and scope of this paper 288 

Figure 2 shows the proposed framework for the RCW system. This study develops two 289 

essential systems which would fill the gap in knowledge identified in Section 2.4: (1) A novel 290 

system to combine vision based 3D hand and body tracking; and (2) A real-time simulation to 291 

demonstrate combined tracking and to simulate a construction site and virtual construction. 292 

Body tracking pipeline - The system begins with the Microsoft Kinect sensor to perform vision 293 

based body tracking. It enables a relatively inexpensive and flexible approach to acquiring and 294 

processing RGB-D data. The Kinect Software Development Kit (SDK) [32] is capable of 295 

tracking 20 human joints and the skeletal tracking pipeline available in the Natural User 296 

Interface (NUI) library calculates the 3D joint position and bone orientation. 297 

Hand tracking pipeline - Vision based 3D hand tracking uses the same Kinect sensor, 298 

processing RGB-D data using the FORTH Hand Tracker library developed by Prof. Argyros’s 299 

group [22]. This can produce a monocular solution to hand and body tracking. The FORTH 300 

Hand Tracker calculates a 27 DoF parametrized representation of the 3D hand configuration 301 

and can be decomposed into joint coordinates in 3D homogeneous coordinates.  The details of 302 

the hand tracking technique is shown in [22].  In this study, the coordinate system of the hand 303 

tracking is mapped to the coordinate system of the body tracking, resulting in combined hand 304 

and body tracking.  305 

Insert Figure 2 here 306 

Client/Server software pipeline - Combining the two systems of hand tracking and body 307 

tracking requires the development of a client-server software pipeline. A software pipeline was 308 

developed in this study to enable the real-time combination of hand tracking with body tracking. 309 

This pipeline consists of a chain of processing segments arranged such that the output of each 310 
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segment is the input of the next, and enables a real-time communication channel between the 311 

two systems. It also allows the two independent body and hand tracking pipelines to run 312 

separately, simultaneously and seamlessly, enabling data to be transferred to a simulation 313 

platform. 314 

Full body tracking simulation - The real-time simulation to illustrate combined body and hand 315 

tracking, the construction environment and virtual construction was developed in the Unity3D 316 

game engine [33]. Unity3D has substantial ready-made components necessary for virtual 317 

reality simulations with the Kinect and it includes graphics rendering, physics and Kinect SDK 318 

support. Furthermore, existing Unity3D toolkits have ready-made human characters that can 319 

be controlled to demonstrate full body tracking. To establish the development of the RCW, the 320 

following simulations were proposed in this study: (1) Combined body and hand tracking by a 321 

virtual RCW, (2) Two-handed lifting, moving and placing of a virtual object, (3) Single-handed 322 

grasping, moving and placing of a virtual object, (4) The use of a virtual hammer and shovel 323 

tools, (5) Building a virtual wall, and finally (6) Building a virtual house. 324 

Construction environment - The 3D virtual environment was developed to simulate a 325 

construction site, tools, objects and a construction worker. The virtual construction simulation 326 

was generated by preparing various scenes in the Unity3D game engine. In each scene, the 327 

objects, algorithms, 3D models, camera and lighting were designed and built in a 3D virtual 328 

space.  329 

The task of developing the 3D full body pose tracking, a simulation of a construction site, 330 

construction tasks, and controlling a virtual RCW are composed of numerous sub-tasks. Due 331 

to the limited resource available, a full treatment of all the above aspects above is beyond the 332 

scope of this paper. The simplifications made in this study are as follows: (1) The combined 333 

hand and body tracking is developed only for a single hand, which is sufficient for the 334 
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demonstration of combining body and hand tracking; (2) The virtual RCW is based on the 20 335 

joints of the human body that are sufficient to demonstrate body tracking for the control of the 336 

virtual RCW. This enables one-to-one mapping of the 3D human body joints to the 337 

corresponding joints of the virtual RCW; and (3) The control of a virtual RCW does not use 338 

actuators, but rather a virtual rendering as the hardware equivalent of the humanoid robot is yet 339 

to be developed and it lies beyond the scope of this study. 340 

4. Research methodology and results 341 

A summary of the developed systems and results are shown in Figure 3. This section goes 342 

through the details of how each sub-system was developed. 343 

Insert Figure 3 here 344 

4.1. Body tracking 345 

The Kinect performs body tracking by calculating real-time 3D joint coordinates and 346 

orientations. This is presented in a hierarchical (parent-child) structure as shown in Figure 4(a). 347 

The Kinect SDK classes ‘Joint’ and ‘Skeleton’ are the containers for the body tracking data 348 

and provide a structured manner to utilize this information within the Unity3D simulation. 349 

To demonstrate tracking and control of a virtual RCW, a standard 3D model of a construction 350 

worker was utilized [34]. This is composed of a graphically rendered mesh, character joints, 351 

and colliders placed on the body (Figure 4(b)). The character joints are managed in the same 352 

hierarchical system used by the Kinect SDK, enabling one-to-one joint mapping. The transform 353 

component defining 3D position and orientation is then updated with the skeletal tracking data 354 

to move the character model, tracking the user's movements. 355 

Insert Figure 4 here 356 



16 

 

4.2.Combining hand and body tracking 357 

4.2.1. Software pipeline 358 

Figure 5 illustrates the flowchart of the software pipeline system developed to enable the real-359 

time combination of hand tracking with body tracking. The pipe server programmed in C# 360 

maintains a real-time communication channel to the FORTH Hand Tracker (Python pipe client) 361 

and to Unity3D (C# pipe client). The pipeline designed and developed enables the FORTH 362 

Hand Tracker to send hand coordinates to the pipe server, which then sends the coordinates to 363 

Unity3D, in real-time. The software pipeline utilises .NET library’s Named pipes which 364 

provide inter-process communication between a pipe server and one or more pipe clients. The 365 

pipeline initialises by setting up a local server. The server instantiates two pipes - one 366 

designated to connect to the Hand Tracker and the other to connect to the Unity3D. The Hand 367 

Tracker software was modified to connect to the local server as a client. The Unity3D 368 

simulation also connects to the server as a client. The modified Hand Tracker sends the 369 

calculated hand coordinates to the server after coordinate scaling and data format conversion. 370 

The server encodes the hand coordinates into a Byte array for communication via pipes to the 371 

Unity3D. The Unity3D client decodes the coordinates from a Byte array into direction and 372 

position vectors for the simulation. The coordinates are mapped to the coordinates used in the 373 

simulation to update the simulated hand. 374 

Insert Figure 5 here 375 

4.2.2. Coordinate transformation of hand tracking 376 

The FORTH Hand Tracker calculates hand coordinates in a different coordinate system (3D 377 

homogeneous coordinates) to the one used in the Unity3D simulation (3D scene coordinates). 378 

A coordinate transformation was performed to convert the output from the Hand Tracker to the 379 
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Unity3D. In homogenous coordinates, 3D transformation matrix can be represented by 4×4 380 

matrix. The linear transformation is described below with the transformation matrices: 381 

𝑨𝒙 = 𝒃 (1) 

Equation 1 shows the linear transformation where A is the 4×4 transformation matrix, 𝒙 is the 382 

4×1 matrix of hand joint coordinates in the FORTH Hand Tracker, and b is the 4×1 matrix of 383 

hand joint coordinates in the Unity3D scene and. The matrix A has twelve unknowns, and each 384 

known correspondence between the two systems provides three equations. Hence, four 385 

correspondences are required to calculate the transformation matrix. It is also essential to 386 

exercise all degrees of freedom when choosing correspondences to ensure a unique solution.  387 

In addition to the 3D joint coordinates, the orientations of hand and finger segments are 388 

essential in developing the simulation. The hand tracking libraries adapted, however, do not 389 

explicitly calculate the orientation of each modelled segment and incorrectly defining this can 390 

lead to spurious simulations. This problem can be visualised in Figure 6 where the lack of 391 

orientation information can lead to incorrect representation of the tracking. A 3D object such 392 

as a simulated finger-tip game object has 6 degrees of freedom made of 3D rotations and 3D 393 

positions. Figure 6(a) illustrates the correct 3D position and rotation of a finger segment. Note 394 

that the arrows indicate x, y and z vectors from the centre of the finger-tip game object. Figure 395 

6(b) illustrates the same finger segment game object with only the 3D position constrained 396 

which is the same position as in Figure 6(a). The unconstrained rotation degrees of freedom 397 

lead to the incorrect game object orientation, resulting in the inaccurate simulation. 398 

Insert Figure 6 here 399 

4.2.3. Orientation vectors 400 

Figure 7 shows the illustration of orientation vectors used for the hand tracking. The orientation 401 

of finger segments can be defined by two orthogonal vectors - one to indicate the forward 402 
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direction and the other to indicate the up direction. Defining the orientation of finger segments 403 

can constrain the 3D position of the segment if their positions are restricted by hierarchical 404 

joint position updates using Object Oriented Programming of the Wrist joint (see Figure 7(c)). 405 

At each time step of the simulation, the developed system pipe calculates the current orientation 406 

vectors of segments, the new orientation vectors and then updates the simulated hand and 407 

fingers with rotations. The current orientation vectors are calculated from the simulated hand 408 

in Unity3D. The new orientation vectors are calculated from the FORTH hand tracking 409 

coordinates by vector subtraction of joint coordinates and by vector cross products as shown 410 

in Figure 7(b). 411 

Insert Figure 7 here 412 

4.3.Virtual Construction Environment 413 

4.3.1. Overview 414 

The Unity3D simulation is developed by preparing various scenes. In each scene, the objects, 415 

algorithms, 3D models, camera and lighting were designed and built in a 3D virtual space. As 416 

a viewer observes a 2D screen image of the 3D world, a virtual camera was generated to capture 417 

a view for display. The camera component also defines the size and shape of the region that 418 

falls within the view. The 3D virtual environment developed to simulate a construction site, 419 

tools, objects and a construction worker is shown in Figure 8. 420 

Insert Figure 8 here 421 

Since the Unity3D platform is built on object-oriented prgramming, every entity within the 422 

scene is a ‘GameObject’ which is the base class. It contains a variety of parameters and 423 

functions and acts as a container class. This enables other classes to be parented to the base 424 

class with the use of child classes ‘Components’. Parenting and creating child classes with this 425 
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technique enables the grouping of objects in the scene and the inheritance of any 426 

transformations or algorithms that control the objects. This method is used to move objects in 427 

simulation that are held by the construction worker by parenting the held GameObject to the 428 

hand GameObject.  429 

4.3.2. Simulated physics 430 

Physics is enabled with Rigidbody, Collider, Trigger and Joint Components. First, Rigidbody 431 

enables mass to be added to an object and for it to respond to gravity. The physics game engine 432 

typically calculates the motion of objects with Rigidbody and a Rigidbody enables the object 433 

to be moved by incoming collisions with the addition of Collider Components. In cases where 434 

the user defines the motion of a Rigidbody, the motion is non-physical and is hence known as 435 

kinematic. This is performed with the Rigidbody property called IsKinematic to remove its 436 

motion control from the physics engine. This is the technique used to move objects once the 437 

virtual RCW grasps the objects, as it tracks the motion of the human controller's arms and 438 

hands.  439 

Collider components define the shape of an object for physical collisions. Colliders, which are 440 

invisible, need to conform to the shape of the graphical rendering, with rough approximations 441 

enabling more efficient calculations. The least processor-intensive colliders, the Box Collider, 442 

Sphere Collider and Capsule Collider, were used to bring physical characteristics to the virtual 443 

RCW and to the virtual construction site as shown in Figure 9.  444 

Insert Figure 9 here 445 

A Trigger enables the physics engine to detect when one collider enters the space of another, 446 

without creating the resulting ̀ collision'. A Trigger does not behave as a solid by enabling other 447 
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colliders to pass through it. This technique was utilized to enable easy single-handed grasping 448 

of objects in the simulation. 449 

Joints enable the attachment of one Rigidbody to another or to a fixed point in space. Character 450 

Joints are used in this study to create the virtual RCW to demonstrate body and hand tracking. 451 

They are a ball-socket joint, which allows the limitation of the joint movement on each axis. 452 

4.4. Simulated Construction Scenarios 453 

4.4.1. Picking up, moving and dropping 454 

Picking up, moving and dropping an object are basic tasks to demonstrate construction. The 455 

system of picking up virtual objects with a two-handed grasp was developed with the use of 456 

Colliders placed on the left and right hands of the virtual RCW and on the virtual box that was 457 

to be lifted and moved. It uses Rigidbody physics such that if both hands are touching the box, 458 

it sets IsKinematic to true and the box GameObject becomes a child component of the Right 459 

Hand GameObject. Thus, movement of the box is enabled as the box GameObject inherits the 460 

position updates of the Right Hand GameObject. If both hands are not colliding with the box, 461 

then it is dropped. The code developed for this scene is outlined in Figure 10.  462 

Insert Figure 10 here 463 

Insert Figure 11 here 464 

The class BoxPickUp, as shown in Figure 10, is attached to a box GameObject in the simulation, 465 

enabling a user to interact with it. The method Start() initialises private booleans indicating the 466 

current state of the box object. It also acquires the GameObjects that define the right and left 467 

hands. The simulated colliders attached to the box GameObject enable it to run the method 468 

OnTriggerEnter() whenever a game object collides with the box. If the collided object was 469 

either the right or left hand game objects, it updates the state of the box.  The OnTriggerExit() 470 
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method is called when objects stop colliding with the box, updating the state accordingly. 471 

During the continuous method Update(), the private booleans are checked to see if both hands 472 

are colliding with the box. Depending on this, it updates the state of the box game object and 473 

calls the method pickupObject() or dropObject(). These methods convert the box GameObject 474 

into kinematic or rigidbody respectively, enabling simulated grasping/dropping of the box. The 475 

pickupObject() method then stores the parent class of the box game object and makes the box 476 

game object a child object of the hand game object. This leads to position updates of the hand 477 

game object (the parent object) by user movement to update the position of the box game object 478 

(the child object), enabling the user to move the grasped box in simulation. The dropObject() 479 

method reverses this process in the same manner. The simulation results were able to 480 

demonstrate the use of natural human motion to move a crate as shown in Figure 11. 481 

The combination of hand and body tracking enables the development of single hand grasping 482 

of virtual objects (e.g. tools). Single hand grasping was developed with the same principles as 483 

two-handed grasps - using colliders and the grasping algorithm as shown in Figure 10. Due to 484 

the large noise in hand tracking, larger triggers were designed over the palm of the hand and 485 

over the finger tips to enable more robust grasping. If triggers of both the palm and finger tips 486 

collide with a virtual object, it indicates closing of the fingers and positioning of the hand for 487 

grasping an object. The simulation result of single-handed grasping is shown in Figure 12. 488 

Insert Figure 12 here 489 

4.4.2. Building a wall 490 

In addition to grasping, moving and placing objects, this scenario enables the demonstration of 491 

further scenarios, building a wall. Uneven mortar laying atop bricks was designed and the 492 

bricks that are misaligned atop this mortar was reformed using a hammer to correctly align 493 

misaligned bricks and repeating the procedure to increase the wall height as shown Figure 13. 494 
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Insert Figure 13 here 495 

Mortar was modelled as a prefab cuboid along with the class CementManager for simulation 496 

of laying mortar on bricks. The simulation was designed such that the shovel tool enabled the 497 

user to spread mortar atop bricks with colliders. To demonstrate uneven mortar laying, an 498 

algorithm implemented a random generator to randomly change the mortar laid, making it a 499 

more realistic simulation. The CementManager class is added as a component to the brick 500 

GameObject and inherits the brick's public properties. 501 

Bricks that were placed atop uneven mortar were programmed to be the child GameObjects of 502 

the mortar GameObjects so that the mortar's orientation and position properties are inherited. 503 

This enables the bricks to retain uneven positioning that is dependent on the randomly 504 

generated mortar that was placed. A new class HammerHitAlignVertical was developed to 505 

demonstrate hammering the uneven bricks such that they rotate to the correct orientation over 506 

the mortar. This was implemented by calculating the GameObject's up vectors and rotating 507 

their orientation to align with the Global up vector upon colliding with the hammer. Finally, 508 

the simulation was further extended to demonstrate the construction of four walls and a roof to 509 

create a small virtual house as shown in Figure 14.  510 

Quantitatively, validation of the proposed solution was carried out by comparing the time taken 511 

to implement the tasks in the simulation with the time taken in the real world. The task of 512 

building a small model house as shown in Figure 14 took on average 60 minutes in simulation 513 

where the task normally takes on average 20 minutes in the real world. The task in simulation 514 

took about three times longer than in the real world. The limiting factor for simulation speed is 515 

the slow movement speed of the operator, which was needed for the accurate tracking of the 516 

hand and fingers. It is expected that when model based hand tracking solutions are improved 517 

and optimized, it would significantly reduce the simulation time. 518 
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Qualitative measures of validation for the developed solution include exploring the complexity 519 

of tasks that can be handled. This was explored for grasping objects, moving them in 3D space, 520 

releasing and placing an object precisely and using tools. This simulation result demonstrates 521 

that the RCW system based on real-time simulation is capable of replicating real-life actions 522 

such as tools and building walls. With further development which is warranted for future work, 523 

it should be capable of simulating more complex construction tasks. 524 

The limitations of the FORTH Hand Tracker lead to constraints on the speed of hand and finger 525 

movements for accurate tracking. To prevent loss of hand tracking, the movements must be 526 

relatively slow, smooth and minimize finger occlusions. Furthermore, the Hand Tracker 527 

operates accurately only within a one to two meter depth range from the Kinect sensor. These 528 

slow down the process of virtual construction and reduce the preciseness of moving and placing 529 

virtual objects. 530 

 531 

Insert Figure 14 here 532 

5. Conclusions and future work 533 

In considering the larger goal of improving the health and safety of construction workers at a 534 

construction site, this study focused on tackling three major risk factors – (1) fall from heights, 535 

(2) musculoskeletal disorders and (3) being struck by objects. The authors proposed a novel 536 

solution called Robotic Construction Worker (RCW) system that effectively eliminates the 537 

risks faced by human construction workers. As a first step in establishing this solution, the 538 

authors developed two essential systems of the RCW – (1) combined body and hand tracking 539 

for the efficient and natural control of the humanoid robot and (2) a simulation environment to 540 

demonstrate, test and develop a virtual RCW. 541 
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Using a single Microsoft Kinect sensor, a novel framework of combining vision based hand 542 

tracking (FORTH Hand Tracker) with body tracking (Microsoft Kinect SDK) was developed. 543 

This was realised with coordinate mapping and a software pipeline to enable the tracking 544 

systems to run independently and simultaneously. The framework demonstrated accurate and 545 

successful combined tracking in real-time. 546 

The Unity3D game engine was employed to develop a virtual construction site. This was used 547 

to illustrate the use of the combined tracking to carry out virtual construction - moving crates 548 

with two hands, picking and placing bricks with a single hand and the use of construction tools. 549 

This successfully demonstrated the building of walls, with mortar spreading and hammering 550 

bricks, to complete a virtual house. These results display, as a proof-of-concept, the promising 551 

capabilities of the RCW. 552 

This research contributes to the building, civil and information engineering community by 553 

providing a novel approach to eliminating the risks faced by construction workers on site. 554 

Technical contributions of this research are twofold: (1) The development of a novel 555 

framework of combining vision based hand tracking and body tracking as a first ever. The full 556 

body vision based tracking system uses 20 body joints and 26 degrees of freedom hand; and 557 

(2) The development of a simulation of a realistic and physics based construction environment. 558 

To further develop the RCW, suggestions for future work include: (1) develop a haptic 559 

feedback system for the user using the developed simulation. This demonstrates the feedback 560 

system of the long-term proposed solution, (2) demonstrate a wider range of construction tasks 561 

to develop a more detailed virtual construction environment. This enables the testing and 562 

development of the key features and capabilities of a RCW, and (3) develop the use of multiple 563 

Kinect sensors can enable 360 degrees of tracking the user, as currently the system is restricted 564 

by range of view of a single Kinect sensor . 565 
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 680 

 

Figure 1. The feedback cycle from the human construction worker to the controlled Robotic 

Construction Worker. (The boxes in green indicate the research objectives of this study.) 
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Figure 2. The proposed framework (colour coded to illustrate the authors’ contribution. Blue - 

systems used as is. Green - newly developed systems. Yellow - existing systems extensively 

modified.) 
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Figure 3. A summary of the developed system and results. (Blue indicates systems used as-is and green 

indicates novel systems.) 
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(a) (b) 

Figure 4. Body tracking setup: (a) The hierarchical relationship of the different joints tracked and 

their orientation (image modified from [19]). The Hip Centre joint is set as the root and the hierarchy 

then extends to the feet, head, and hands. (b) The Unity3D character model with character joints and 

colliders shown as a wire frame. 
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Figure 5. The flowchart of the software pipeline system developed to enable the real-time 

combination of hand tracking with body tracking. The Python client communicates to the C# server 

when it initially connects to the pipe and during the simulation, where at each time-step the hand 

coordinates are tracked and updated. The Unity3D simulation performs body tracking and hand 

tracking independently. After it connects to the C# server, it reads the hand coordinates at each time-

step throughout the simulation. 
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(a) Correct coordinate transformation to fix the 

3D position of a finger segment in 3D space and 

with the correct orientation of the segment. 

(b) Correct coordinate transformation to fix the 

3D position of a finger segment but with incorrect 

orientation. 

Figure 6. An illustration of how fixing only the 3D position does not constrain the orientation of the 

segment in 3D space, leading to an inaccurate simulation of hand tracking. 
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(a) (b) (c) 

Figure 7. Illustration of orientation vectors used for the hand tracking: (a) Blue dots indicate the 3D 

coordinates inferred from the hand tracking software pipeline; (b) Black arrows, using the index 

finger as an example, illustrate how orthogonal vectors that indicate the forward and up vectors of 

each hand segment are calculated. The cross product of the right and forward vectors calculates the 

orthogonal up vector; and (c) The Wrist orientation (both red vectors)  can be mapped to the Unity3D 

Wrist orientation  as the anchor point for coordinate mapping, which is updated with the Kinect SDK 

Pipeline. 
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Figure 8. The virtual construction environment developed with a human character model, tools, 

bricks, crates, terrain, camera and lighting. 
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Figure 9. An illustration of the collider components developed to manage interactions of the 

construction worker's body, hands and objects in simulation (Green lines indicate the boundaries). 
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Figure 10. The Start(), Update(), OnTriggerEnter() and pickUpObject() functions in the class 

BoxPickup for two-handed grasping of virtual objects. 
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Figure 11. An example of picking up, moving and dropping a large crate in simulation using the two 

hand interaction. (Top left shows the user's live motions in front of the Kinect.) 
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Figure 12. An example of single-handed grasping. (Combining body with hand tracking enables the 

grasping of objects with a single hand in realistic grips. The blue colour indicates the recognition of 

the hand trigger collision. The red colour indicates the recognition of both hand and finger triggers 

colliding and hence enables picking up the object. The green colour indicates relaxing of the grip i.e. 

dropping the object.) 
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Figure 13. Snapshots of the simulation of building a wall 
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Figure 14. A virtual house built to demonstrate virtual construction 
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