# A stochastic study of the collective effect of random distributions of dislocations 

B. Gurrutxaga-Lerma<br>Trinity College Cambridge, Cambridge CB2 1TQ, UK and<br>Department of Engineering, University of Cambridge, Trumpington St, Cambridge CB2 1PZ, UK


#### Abstract

The effect that random populations of dislocations have on a material is examined through stochastic integration of a random cloud of dislocations lying at some distance away from a material point. The problem is studied in one, two, and three dimensions. In 1D, the cloud consists of individual edge dislocations placed along the real line; in 2D, of edge dislocations and edge dipoles on the plane; in 3D, of dislocation loops. In all cases, the dislocation cloud is randomly distributed in space, associated to which several relevant physical parameters, including the material's slip geometry, the dislocation's sign, and its relative orientation, are also stochastically treated. A fully disordered population, i.e., one where the dislocation's signatures and orientations are entirely random, is first studied. It is shown that such disordered systems entail a strong indeterminacy in the collective stress fields, which here is solved by enforcing mass conservation locally. In 2D, this is achieved by modelling a cloud of edge dipoles instead of individual dislocations; in 3D, this is naturally guaranteed by the modelling of closed dislocation loops. The long-range fields of the dipoles in 2D and of the loops in 3 D is modelled via their multipolar force expansions, which greatly simplifies the analytical treatment of the problem. The cloud's effect is then studied by performing the stochastic integration of the multipolar fields via Campbell's theorem. The local order, but not the magnitude of the dislocation density, is shown to be critical in contributing to the plastic relaxation of the material: fully disordered systems are shown to self-attenuate, leading to plastic neutrality; ordered and partially ordered systems, achieved when dislocation signatures are aligned, display a direct relationship between the dislocation density and the average stress shielding the material. We establish and generalise the conditions that a system of dislocations must fulfil to display Taylor's equation and the Hall-Petch relation, and offer adequate scaling laws related to this.


## 1. INTRODUCTION

This article is concerned with the study of random populations of dislocations, and their long range effects on any crystalline material that may exhibit such arrangements, or the dislocation microstructure of which may be modelled as being random. The idea that a population of dislocations may be loosely regarded as randomly distributed throughout a crystalline sample is relatively commonplace[1-3], and long rooted in the experimental observation of dislocation microstructures $[4,5]$. Such arrangements have often been cited as being crucial in the study of dislocation motion against obstacles [6-8], and underpin such theories as the distribution of Frank-Read sources in a crystal [9-11] or the internal ordering of the forest of dislocations, which experimental observation [12, 13], theoretical studies [14, 15], and modern simulations [16, 17] typically assume to be entirely random. Furthermore, the statistical study of collective of dislocations has received attention in the past, usually aimed at developing continuum theories of plastic flow by statistically homogenising the slip carried over by the dislocations[18-22]; usually. in these cases the dislocation densities are not treated explicitly, but its spatial evolution is studied through varied physical and statistical considerations[23-25]. Finally, the assumption that a random distribution of dislocations may be employed as the starting point to study salient features of its evolution under varied geometrical and loading conditions is pervasive in modern simulations of discrete dislocation dynamics [26-34].

One may therefore wonder whether in considering such random arrangements of dislocations, one is in fact implicitly assuming a specific internal residual stress state in the material or, vice versa, whether such random distributions of dislocations may be constructed so as to respond to or in such a way as to induce a specific stress state in the material. The greatest difficulty in this regard appears to be the averaging of the collective, long-range fields of the population of dislocations [3]. This is because the population of dislocations may be entirely random, but their inherent elastic fields are slowly decaying, and will be affected by the random position of each dislocation line. Previously, Kröner [35] had already suggested that statistical descriptions of the collective behaviour of dislocations ought to be described in terms of the probability to find a dislocation in a specific position relative to another dislocation. This idea led to

[^0]the development of a statistical description of dislocation dynamics based on pair correlation functions, as first done by Groma [36] in the context of X-ray line broadening due to disordered distributions of dislocations and, subsequently, by Groma and Bakó[37] with stochastic ensembles of parallel edge dislocations. Further work by El Azab [18], Zaiser et al. [38], Kratochvíl and Sedlácek [19] amongst many others, have focused on computing the pair correlation functions describing the dislocation density distribution and the general probability distribution functions, aiming at describing plasticity evolution laws (see [39-41]), and the energetics of dislocation ensembles [42-44]. Recently, Berdichevsky [45] has offered an expression for the regularised energy of a random set of dislocation lines, Zaiser[44] used an elastic energy functional approximation to study two and three dimensional ensembles of dislocations.

In the statistical approach developed by Groma and coworkers[37], the stress state is obtained from the probability distribution of the stress field, which in turn is dependent on the conditional probability to find dislocations at a given location, and is therefore not available in a general case [46], but may be obtained from X-ray diffraction data, dislocation dynamics simulations [39, 40], or for specific kinds of dislocation ensembles[41, 47]. For instance, Csikor and Groma [47] computed it for disperse arrangements of uncorrelated dislocation dipoles. Another possible way of evaluating the stress state would be to perform a set of Monte Carlo style simulations where the collective average fields of a vast number of random realisations of a stochastic collective of dislocations are computed, such as those obtained via fibre processes by El Azab et al.[48]. In that case, one would produce a random population of dislocations, comprising their spatial positions, crystallographic orientations, signs, loop shapes, etc, and evaluate that realisation's collective stress field on a point. This would entail the computation of the individual stress field of each dislocation in the realisation, and in order to get statistically significant averages, the compounded average of many such simulations would need to be provided. The latter would offer a measure of the average 'macroscopic' stress field, and of its variance. These would depend on the way the dislocations and their inherent properties are distributed in space, so by modifying the latter different kinds of average stress fields could be computed.

Arguably, any such calculation would have vast computational cost, particularly in three dimensions, and so long as a few underlying assumptions with regards to the nature of the spatial distribution of dislocations and to their long range fields are introduced, this article intends to show that they would be entirely unnecessary: as we shall argue here, it is possible, through stochastic integration, to evaluate analytically many of the properties, including the average stress fields, induced by a random population of dislocations.

In particular, in this article we are interested in evaluating the long range effect of any such random distribution of dislocations, and in determining whether they contribute to the global plastic relaxation of the material and, if so, how. In computing the average stress field of a random collective of dislocations, we are computing the amount of plastic relaxation they contribute to. Hence, the yield point and the subsequent plastic hardening will be directly proportional to this collective stress field.

In this work, we shall focus on dislocation clusters in the bulk, and as such deal with bulk plastic response; plasticity aspects pertaining finite systems and finite size effects are not considered here. We propose a stochastic method based not on the general computation of pair correlation functions and probability functions, but on the theory of spatial point processes to evaluate the collective effects of such randomised arrangements of dislocations on the macroscopic average stress. We are not concerned with how the random dislocation microstructure came to be, but on how, given a few stochastic assumptions (in particular, that the dislocations be distributed as a spatial point process), any one given population of dislocations may influence the salient features of their collective stress field. We therefore merely assume that such distribution of dislocations exists, that its spatial arrangement may be modelled in some particular way (say, localised in 'walls' of dislocations, or entirely disperse throughout the sample), and we evaluate its collective effect through stochastic integration of the individual stress fields of each dislocation in the sample. However, this does not prejudice comparison between the populations of dislocations under consideration and those often mentioned in experiments and simulations to be random, such as for instance those recently reported by Gunkelman et al.[49], given that many of the features of a deterministic population of dislocations may be approximated through appropriate choice of the statistic distribution of the parameters defining the random cloud of dislocations.

The article is structured as follows. In section 2, we discuss the case of a one dimensional array of dislocations, and highlight the differences between assuming particular orders leading to Taylor's equation, and perfectly random arrangements of dislocations. In section 3, we extend this analysis to the planar case, where we consider disordered populations of straight edge dislocations; we show that unless mass conservation is strictly enforced locally, we run into statistical indeterminacies which we are able to solve by introducing the multipolar expansion of a (random) dipole of dislocations. We then go on to study the collective effect of such cloud of dislocation dipoles under various assumptions, showing that Taylor style equation, i.e., that the yield point be directly proportional to the square root of the dislocation density, cannot be recovered unless particular spatial arrangements of dislocations are considered; such
arrangements will result in appropriate scaling laws related to the internal average parameters of the random cloud of dislocations. Subsequently, in section 4 we extend the study to three dimensions. We model the long range fields of random dislocation loops via their multipolar field expansion, and again estimate their collective effect on a given point. As before, we are able to establish the circumstances in which Taylor's equation is recovered, leading to an additional number of scaling laws for the dislocation microstructure. Finally, in section 5 we discuss the significance of this work's findings, offering some remarks alongside our conclusions.

## 2. PLASTIC RELAXATION INDUCED BY RANDOM CLOUDS OF DISLOCATIONS IN ONE DIMENSION

Given that the stress fields of dislocations decay with $1 / r$ (i.e., the inverse of distance) [8], their effect in relaxing a given material point can arguably be considerable. At the same time, the superposition of the long range field of two dislocations of equal magnitude but opposite sign may on a first approach appear to cancel their respective effects, and not contribute to the plastic relaxation of the material. In fact, in the latter case a contribution would remain: the dipolar field expansion of such dipole of dislocations will decay with $1 / r^{2}$, and be directly proportional to the separation $l$ between the two dislocations forming the dipole (see section 3 and [50]); this means that the two dislocations in a dipole do not fully shield one other in the long range.

Now imagine that the population of dislocations is large, and that mass is conserved (i.e., that the number of dislocations of either sign is the same). If the long range effect of individual dislocations and of dislocation dipoles (if mass is conserved it is possible to group all dislocations into dipoles) remains, it becomes increasingly difficult to judge whether the population of dislocations will promote plastic relaxation, plastic shielding, or whether it will self-attenuate and remain plastically neutral. Here we shall study with increasing level of randomisation how either of this cases may arise in a one dimensional array of dislocations.

### 2.1. The 1D case

Assume that a material point of interest, is located at $y=0$, and that for $x>0$ there lies a population of straight edge dislocations. The first dislocation is placed at a distance $R$ from the origin, and thereafter the distance between successive dislocations is given by $r_{n}$. The only stress field component acting at the origin is $\sigma_{x y} \equiv \tau$, which is given by [8]

$$
\begin{equation*}
\tau=D\left[\frac{s_{0}}{R}+\frac{s_{1}}{R+r_{1}}+\frac{s_{2}}{R+r_{2}}+\ldots\right]=D \sum_{n=0}^{\infty} \frac{s_{n}}{R+r_{n}} \tag{1}
\end{equation*}
$$

where $D=\frac{\mu B}{2 \pi(1-\nu)}$, for $B$ the magnitude of the Burgers vector, $\mu$ the shear modulus and $\nu$ Poisson's coefficient.

In the most general case of interest here, $s_{n}$ and $r_{n}$ are both random variables and, consequently, so is $\tau$. In particular, so as to guarantee mass conservation, we must impose that $s_{n}=\{+1,-1\}$ with equal probability $P_{s_{n}}=1 / 2$ (i.e., following Rademacher's distribution), whereas $r_{n}$ is allocated by some probability distribution, with the sole conditions that it be bounded between $(0, \infty)$.

Prior to that, however, it might be illuminating to study the case in which $s_{n}=(-1)^{n}$ (i.e., the sign of the dislocations is alternating), and where $r_{n}=n \cdot L$, for $L$ some fixed spacing between the dislocations. This is in fact a one dimensional version of the situation originally considered by G.I. Taylor in his seminal work on dislocations [51]. In that case, the sum can be evaluated exactly [52]:

$$
\begin{equation*}
\tau=\frac{D}{L} \Phi\left(-1,1, \frac{R}{L}\right) \tag{2}
\end{equation*}
$$

where $\Phi(-1,1, R / L)$ is a Lerch transcendent[53], which means that (to first order) $\tau$ decays with $1 / L$, thereby confirming Taylor's equation that $\tau \propto \sqrt{\rho_{\mathrm{dis}}}$ so long as $L \propto 1 / \sqrt{\rho_{\mathrm{dis}}}[51,54]$.

As we shall see in the following, disordering the population of dislocations radically alters this classical result. To begin with, we may assume that the dislocations remain evenly spaced by some deterministic $r_{n}=L$, but that their sign is now a Rademacher distributed random variable. In that case, the mean stress at the origin is simply zero:

$$
\begin{equation*}
\bar{\tau}=E[\tau]=\sum_{i=0}^{\infty} \tau_{i} \cdot P\left(\tau_{i}\right), \quad \text { where } \quad \tau_{i}=\left[D \sum_{n=0}^{\infty} \frac{s_{n}}{R+n \cdot L}\right]_{i} \tag{3}
\end{equation*}
$$

Since $n \in \mathbb{N}, P\left(\tau_{i}\right)=0 \forall i \in \mathbb{N}$, then $\bar{\tau}=0$. The variance in this case is (see [52]):
$\operatorname{Var}[\tau]=E\left[\tau^{2}\right]-E[\tau]^{2}=D^{2} \sum_{n=0}^{\infty} \frac{s_{n}^{2}}{(R+n \cdot L)^{2}}=D^{2} \sum_{n=0}^{\infty} \frac{1}{(R+n \cdot L)^{2}}=\frac{D^{2}}{R^{2}} \sum_{n=0}^{\infty} \frac{1}{(1+n \cdot d)^{2}}=\frac{D^{2}}{L^{2}} \psi^{(1)}\left(\frac{1}{d}\right)$
where $d=L / R$, and $\psi^{(1)}$ is the first derivative of the digamma function, i.e., $\psi^{(1)}(x)=[\ln \Gamma(x)]^{\prime}$. Because the series is absolutely convergent, the variance is bound to be finite. The case when the first dislocation is far away from the crack tip, i.e., when $R \gg r$ (and $d \ll 1$ ), enables a direct asymptotic limit to the variance, whereupon the standard deviation is found to be of order

$$
\begin{equation*}
\sigma_{\tau}=\frac{D}{L}(1+\text { h.o.t. }), \tag{5}
\end{equation*}
$$

that is, for a point sufficiently away from the dislocation cloud, the standard deviation on the stress experienced by the point is dominated by the spacing between dislocations. Still, we observe that such disordered population of dislocations has no net effect on the origin, unlike in the fully ordered 'lattice' Taylor model.

In the event the distance between dislocations, $r_{n}$, is a random variable as well, the resulting process is in effect a marked point process, thereby enabling us to exploit the Campbell theorem (see [55]) as follows. We define the collective random variable $\boldsymbol{x}=(r, s) \in \mathbb{R} \times \mathbb{M}$, where $\mathbb{M}$ is the mark space added to each $r_{i} \in \mathbb{R}$. In this case, $\mathbb{M}=\{-1,1\} \subset \mathbb{Z}$ is the mark. The point process $N$ in $\mathbb{R} \times \mathbb{S}$ is defined as $N=\left(r_{0}, s_{0}\right),\left(r_{1}, s_{1}\right), \ldots \equiv \boldsymbol{x}_{1}, \boldsymbol{x}_{2}, \ldots$, and such that we are interested in the random variable

$$
\begin{equation*}
\tau=\frac{D}{R} \sum_{\boldsymbol{x} \in N} \frac{s}{1+r / R}=\frac{D}{R} \sum_{\boldsymbol{x} \in N} f(\boldsymbol{x}), \quad \text { with } \quad f\left(\boldsymbol{x}_{i}\right)=\frac{s_{i}}{1+r_{i} / R} \tag{6}
\end{equation*}
$$

Then, by virtue of Campbell's theorem,

$$
\begin{equation*}
\bar{\tau}=E[\tau]=E\left[\frac{D}{R} \sum_{\boldsymbol{x} \in N} f(\boldsymbol{x})\right]=\int_{\mathbb{R} \times \mathbb{S}} f(r, s) \Lambda(\mathrm{d} r, \mathrm{~d} s) \tag{7}
\end{equation*}
$$

where $\Lambda(\mathbb{R} \times \mathbb{S})$ is the intensity measure for the marked process, about which so far we have assumed nothing further. Here the mark space is $\{-1,1\}$ with equal probability for either of the two signs, so the mark $s_{n}$ follows Rademacher's distribution:

$$
\varsigma(s)=\frac{1}{2}[\delta(s+1)+\delta(s-1)],
$$

the expectation of which is $E[\varsigma(s)]=0$ by construction. Since $r$ and $s$ are independent from one another, the product measure factorises, whereby

$$
\bar{\tau}=\int_{\mathbb{R}} \Lambda_{r}(\mathrm{~d} r) \int_{\mathbb{S}} f(r, s) \varsigma(s) \mathrm{d} s=0
$$

irrespective of the spatial distribution of the underlying point process. ${ }^{1}$
The variance is not available for a general point process, but may be estimated for a number of cases, depending on the assumptions we are ready to make about the distribution of points $r$. We may find a general upper bound to it by invoking the Cauchy-Schwarz inequality, followed by the Campbell theorem, as follows

$$
\begin{align*}
\operatorname{Var}[\tau] & =\left(\frac{D}{R}\right)^{2} \int_{\mathbb{R}^{2}}\left(\sum_{\boldsymbol{x} \in N} f(\boldsymbol{x})\right)^{2}\left[\frac{1}{2} \delta(s+1)+\frac{1}{2} \delta(s-1)\right] p(r) \mathrm{d} \boldsymbol{x} \\
& \leq\left(\frac{D}{R}\right)^{2} \int_{\mathbb{R}^{2}} \sum_{\boldsymbol{x} \in N} f^{2}(\boldsymbol{x})\left[\frac{1}{2} \delta(s+1)+\frac{1}{2} \delta(s-1)\right] p(r) \mathrm{d} \boldsymbol{x}=\left(\frac{D}{R}\right)^{2} \int_{\mathbb{R}_{r}} \mathrm{~d} r \frac{p(r)}{(1+r / R)^{2}} \tag{8}
\end{align*}
$$

If $R \gg r$, then we may asymptotically expand the integral in the upper bound about $r / R=0$, which renders

$$
\operatorname{Var}[\tau] \leq\left(\frac{D}{R}\right)^{2}\left(1-2 \frac{\bar{\Lambda}}{R}+\text { h.o.t. }\right)
$$

[^1]where $\bar{\Lambda}$ is the average intensity of the point process. If we assume that the spatial point process' intensity follows a uniform Poisson distribution of density $\lambda$, then $\operatorname{Var}[\tau] \leq\left(\frac{D}{R}\right)^{2}\left(1-2 \frac{\lambda}{R}+\right.$ h.o.t. $)$, where $\lambda$ in this case is the average counting measure, i.e., the dislocation density.

We therefore conclude that in the one dimensional case, the effective plastic relaxation on a given fixed point due to the random cloud of dislocations will on average be zero, and the variance of this shielding stress will be bound by the average distance between dislocations in the cloud. In addition, we may recover Taylor's equation, but in order to do so we must impose a strict spatial and sign order in the population of dislocations. Otherwise, a randomised pattern of dislocations does not appear to follow Taylor's equation in one dimensions. Hereafter, we shall refer to the situation where the average stress field of the cloud of dislocations is zero as 'plastic neutrality'.

## 3. PLASTIC RELAXATION INDUCED BY RANDOM CLOUDS OF DISLOCATIONS IN TWO DIMENSIONS

Clearly, the 1D case is highly degenerate: one does not expect dislocations to be aligned solely in such a specific direction as the axis of abscissae. Still, it serves as an illustration of how the collective effect of a random cloud of pre-existing dislocations over a given point may be statistically characterised. In particular, we have shown that the case of random populations of dislocations may be treated as marked point process, and that the mean stress field evaluated by means of Campbell's theorem.

In the following, we shall extend the one dimensional study of random collectives of dislocations to two dimensions. We shall focus on clusters of dislocations in the bulk, i.e., in the absence of a free surface, and highlight a number of conditions that need to be enforced to obtain meaningful statistical averages of the stress fields. The radically opposite case to this one, i.e., one with a fully ordered system of dislocations in 2D forming a lattice of dipoles along a single specific direction of slip, is the classical study by Taylor [51], which as in the 1D case leads to Taylor's equation that $\tau \propto \sqrt{\rho_{\text {dis }}}$; as we shall see, disordered systems do not necessarily exhibit such property, unless a specific number of conditions are met.

### 3.0.1. Fully disordered system

The most straightforward generalisation of the 1D case to two dimensions would be to allow a random cloud of straight edge dislocations to surround a given point of interest, their sign and positions being assigned independently and at random, without further conditions. Here, we employ polar coordinates for convenience. In that case, we place the point of interest at the origin $(r, \phi)=(0,0)$, and locate any given dislocation $i$ at some radial distance $r=R+r_{i}$, where $R$ is the minimum distance between any dislocation and the origin (and $r_{i} \in \mathbb{R}^{+}$). The angle $\phi_{n}$ describes the angular location of the dislocation line relative to the origin's. The dislocation is oriented relative to the this plane by an angle $\theta_{n}$, which specifies the orientation of the dislocation's slip plane.

Then, relative to the origin, the stress field on the origin due to such a cloud of dislocations $n=0,1, \ldots$ is given by

$$
\begin{align*}
& \sigma_{r r}=-D \sum_{n=0}^{\infty} s_{n} \frac{\sin \left(\phi_{n}-\theta_{n}\right)+\cos \left(\phi_{n}-\theta_{n}\right) \sin \left(2 \phi_{n}\right)}{R+r_{n}}=-D \sum_{\boldsymbol{x} \in N} f_{r r}(\boldsymbol{x}) \\
& \sigma_{r \phi}=D \sum_{n=0}^{\infty} s_{n} \frac{\cos (2 \phi) \cos \left(\phi-\theta_{n}\right)}{R+r_{n}}=D \sum_{\boldsymbol{x} \in N} f_{r \phi}(\boldsymbol{x}) \\
& \sigma_{\phi \phi}=D \sum_{n=0}^{\infty} s_{n} \frac{\cos \left(\phi-\theta_{n}\right) \sin (2 \phi)-\sin \left(\phi-\theta_{n}\right)}{R+r_{n}}=D \sum_{\boldsymbol{x} \in N} f_{\phi \phi}(\boldsymbol{x}) \tag{9}
\end{align*}
$$

where again we describe a marked point process $N=\boldsymbol{x}_{1}, \boldsymbol{x}_{2}, \ldots$, in this case with two marks: $s_{n}$, acting a random variable that takes values $\pm 1$ with equal probability $1 / 2$, and $\theta_{n}$, which is bounded by the crystallography of the material to take one of three values (see [56]): $54.7^{\circ}, 125.3^{\circ}, 0^{\circ}$ for FCC lattices, and $35.3^{\circ}, 144.7^{\circ}, 90^{\circ}$ for BCC lattices; we assume the three planes have the same probability $1 / 3$.

Thus, $\mathbb{M}=\{-1,1\} \times\left\{0^{\circ}, 54.7^{\circ}, 125.3^{\circ}\right\}$ or generally, $\mathbb{M}=\mathbb{M}_{s} \times \mathbb{M}_{\theta}=\{-1,1\} \times\left\{\theta_{a}, \theta_{b}, \theta_{c}\right\}$. Furthermore, $r_{n}$ and $\phi_{n}$ are independent random variables, forming a two dimensional spatial point process $N_{r \phi} \in \mathbb{R}^{2}$. We define the collective variable $\boldsymbol{x}=(s, r, \phi, \theta) \in \mathbb{R}^{2} \times \mathbb{M}$ so as to define the marked point process $N=N_{r \phi} \times \mathbb{M}=\left(s_{0}, r_{0}, \phi_{0}, \theta_{0}\right),\left(s_{1}, r_{1}, \phi_{1}, \theta_{1}\right), \ldots$, which induces the collective intensity measure $\Lambda\left(\mathbb{R}^{2} \times \mathbb{M}\right)=\nu\left(\mathbb{R}^{2}\right) \times \mu_{s}\left(\mathbb{M}_{s}\right) \times \mu_{\theta}\left(\mathbb{M}_{\theta}\right)$.

We may apply the Campbell theorem to each of the stress field components, which shows their expectations to vanish due to the signature of mark $s$ :

$$
\begin{align*}
& \bar{\sigma}_{r r}=-D \int_{\mathbb{R}^{2}} \nu(\mathrm{~d} r \times \mathrm{d} s) \int_{\mathbb{M}_{s}} \mu_{\theta}(\mathrm{d} \theta) \int_{\mathbb{M}_{s}} f_{r r}(s, r, \phi, \theta)\left[\frac{1}{2} \delta(s+1)+\frac{1}{2} \delta(s-1)\right] \mathrm{d} s=0 \\
& \bar{\sigma}_{r \phi}=D \int_{\mathbb{R}^{2}} \nu(\mathrm{~d} r \times \mathrm{d} s) \int_{\mathbb{M}_{s}} \mu_{\theta}(\mathrm{d} \theta) \int_{\mathbb{M}_{s}} f_{r \phi}(s, r, \phi, \theta)\left[\frac{1}{2} \delta(s+1)+\frac{1}{2} \delta(s-1)\right] \mathrm{d} s=0 \\
& \bar{\sigma}_{\phi \phi}=D \int_{\mathbb{R}^{2}} \nu(\mathrm{~d} r \times \mathrm{d} s) \int_{\mathbb{M}_{s}} \mu_{\theta}(\mathrm{d} \theta) \int_{\mathbb{M}_{s}} f_{\phi \phi}(s, r, \phi, \theta)\left[\frac{1}{2} \delta(s+1)+\frac{1}{2} \delta(s-1)\right] \mathrm{d} s=0 \tag{10}
\end{align*}
$$

The variances, however, are unbounded:

$$
\begin{equation*}
\operatorname{Var}\left[\sigma_{i j}\right]=\infty \tag{11}
\end{equation*}
$$

because $s_{n}^{2}=1 \forall n \in N$. This means that albeit the average stress state on the origin might be 0 , the actual stress state of any one realisation of the random cloud may take any value, rendering a strong statistical indeterminacy.

In this case, the indeterminacy has its origin in the construction of the random process itself, namely in that the sign of individual dislocations has been allocated in an entirely random fashion. This is because the underlying summation of the stress fields of dislocations of positive and negative sign is conditionally convergent. That is, the divergence of the variance is closely related to the way mass, i.e., dislocations of positive and negative sign, are distributed in the 2D plane. So far, no provisions have been made in this regard, other than that the sign of the dislocations be either positive or negative with equal probability. Arguably, this entails that there are on average the same number of positive and negative dislocations, i.e., that mass is conserved. However, in truth this is only conditionally so, since the mean signature is indeed zero:

$$
\begin{equation*}
\bar{s}=E\left[\sum_{n=0}^{\infty} s_{n}\right]=\int_{\mathbb{R}} s\left[\frac{1}{2} \delta(s+1)+\frac{1}{2} \delta(s-1)\right] \mathrm{d} s=0 \tag{12}
\end{equation*}
$$

but the variance is also unbounded

$$
\begin{equation*}
\operatorname{Var}[s]=E\left[\left(\sum_{n=0}^{\infty} s_{n}\right)^{2}\right]=\sum_{n=0}^{\infty} \operatorname{Var}\left[s_{n}\right]=\sum_{n=0}^{\infty} 1=\infty \tag{13}
\end{equation*}
$$

To wit, albeit on average mass is conserved, any one realisation of the random point process so far assumed need not, and almost surely will not, conserve mass.

This suggests that a certain order needs to be imposed into how the positive and negative dislocations are arranged in the crystal; given the stochastic nature of the spatial process, there are many options in this regard. In studying random planar arrangements of dislocations in finite crystals, Wilkens [57] and Kocks and Scattergood [58] grouped dislocations into spatial sections containing the same number of dislocations (cf.[46]). The dislocations were randomly distributed within the section, and they were able to show that the averaged total elastic energy of such system was non-vanishing. Such construction would therefore serve to model areas of large net Burgers vectors that are balanced by steps at the free surface so as to conserve mass. The system under consideration here, in turn, is infinite, so the global mass conservation criterion can only be satisfied if the same number of positive and negative dislocations is guaranteed to exist in each realisation of the random process. In the following, we shall enforce this locally by considering not individual edge dislocations, but randomly located dipoles of edge dislocations instead; similar constructions where employed by Csikor and Groma [47] in computing the probability distribution of random populations of straight edge dislocations. This ensures that mass is locally conserved whilst providing enough flexibility that local areas of large net Burgers vectors may still be recovered by restricting the dipolar length or its orientation. Albeit this solution is not unique, it is motivated by two factors. On the one hand, it serves to represent bulk dislocation patterns such as those expected in Taylor's [51] model (see [8, 59]). On the other hand, it draws a direct analogy with the three dimensional dislocation constructions that we shall be considering in section 4 : the dipole would represent the cross-section of a dislocation loop with the plane.

### 3.1. Mass conservation via dipolar moments

In order to ensure that each realisation of the random process conserves mass, here we consider a random process where the individual events are not single edge dislocations any longer but dipoles of


FIG. 1. Configuration of the two-dimensional system of dipoles of dislocations.
edge dislocations. In this planar case, the dipoles represent the necessary topological closure of the dislocation loop in three dimensions (see [60, 61] for how three dimensional loops correspond with planar dislocation dipoles). As said, this solution is not unique, and depending on the dislocation patterns under consideration, one could employ alternative constructions, such as for instance quadrupoles of dislocations (required for example in shock front models [62]), and then proceed as detailed below to compute the stress fields.

Therefore, here we must consider the fields due to a cloud of dipoles of dislocations. In the most general case, we shall consider a cloud of dipoles defined by the distance $l$. Inasmuch as the cloud is located by construction at sufficient distance from the origin, we can approximate this cloud of dipoles via their respective dipolar field expansions (see [50] and the Appendix), which renders the following stress field components in polar coordinates:

$$
\begin{equation*}
\sigma_{r r}(r, \phi)=2 D l \frac{\sin (2 \phi)}{r^{2}}, \quad \sigma_{r \phi}(r, \phi)=-2 D l \frac{\cos (2 \phi)}{r^{2}}, \quad \sigma_{\phi \phi}(r, \phi)=0 \tag{14}
\end{equation*}
$$

where in this case $D=\frac{B \mu(\lambda+\mu)}{\pi(\lambda+2 \mu)}$, with $\lambda$ and $\mu$ the first and second of Lamé's parameters. We note that the fields are expressed relative to the centre of the dipole, and aligned with its slip plane.

The configuration we are interested in here is the one shown in fig. 1: each dipole will be characterised by the position of its central point, which is determined via the same $N=\left\{\left(r_{n}, \phi_{n}\right)\right\}_{n=1}^{\infty}$ spatial point process, associated to which in this case we define the marks $\theta_{n} \in \mathbb{M}_{\theta}=\left\{\theta_{a}, \theta_{b}, \theta_{c}\right\}$, which describes the slip systems, the signature of the dipole $s_{n} \in \mathbb{M}_{s}=\{-1,1\}$, which describes the relative sign of one dislocation with respect to another, and $l_{n} \in \mathbb{M}_{l} \subset(0, \infty)$, which describes the separation distance between the dislocations forming the dipole, and which we shall assume below to either be a uniformly distributed random variable, or a log-normally distributed one.

The corresponding random variables of interest here (translated and rotated to align them with the original plane) are then

$$
\begin{align*}
& \sigma_{r r}=D \sum_{n=0}^{\infty} s_{n} l_{n} \frac{\sin \left(2 \phi_{n}\right)+\sin \left(4 \phi_{n}-2 \theta_{n}\right)}{\left(R+r_{n}\right)^{2}}=D \sum_{\boldsymbol{x} \in N} f_{r r}(\boldsymbol{x}) \\
& \sigma_{r \phi}=-D \sum_{n=0}^{\infty} s_{n} l_{n} \frac{\cos \left(4 \phi_{n}-2 \theta_{n}\right)}{\left(R+r_{n}\right)^{2}}=-D \sum_{\boldsymbol{x} \in N} f_{r \phi}(\boldsymbol{x}) \\
& \sigma_{\phi \phi}=D \sum_{n=0}^{\infty} s_{n} l_{n} \frac{\sin \left(2 \phi_{n}\right)-\sin \left(4 \phi_{n}-2 \theta_{n}\right)}{\left(R+r_{n}\right)^{2}}=D \sum_{\boldsymbol{x} \in N} f_{\phi \phi}(\boldsymbol{x}) \tag{15}
\end{align*}
$$

The resulting point process is now marked by $s_{n}, l_{n}$, and $\theta_{n}$. As before, $s_{n}$ and $\theta_{n}$ follow a Rademacherlike distribution. In this case, however, $l_{n}$ is continuously distributed. On a first approach, we assume that $l_{i}$ is uniformly distributed with support over a positive interval $\left(l_{\min }, l_{\max }\right] \subset \mathbb{R}$, the bounds being given by the minimum and maximum lengths allowed.
a. Uniformly distributed dipole lengths. Before examining that case, however, we shall assume that $l_{n}$ is uniformly distributed with p.d.f. $\lambda(l)=1 /\left(l_{\max }-l_{\min }\right)$. In that case, we have that, invoking Campbell's theorem, we can only state that the average stress will be proportional to the average dipole distance, $\left(l_{\text {max }}+l_{\text {min }}\right) / 2$ :
$\bar{\sigma}_{i j}=2 D \int_{\mathbb{R}^{2}} \nu(\mathrm{~d} r \times \mathrm{d} \phi) \int_{\mathbb{M}_{\theta}} \mu_{\theta}(\mathrm{d} \theta) \int_{\mathbb{M}_{s}} \mu_{s}(\mathrm{~d} s) \int_{\mathbb{M}_{l}} f_{i j}(\boldsymbol{x}) \frac{1}{l_{\max }-l_{\min }} \mathrm{d} l=D\left(l_{\max }+l_{\min }\right) \int_{\mathbb{R}^{2}} \nu(\mathrm{~d} r \times \mathrm{d} \phi) \int_{\mathbb{M}_{\theta}} \frac{f_{i j}(\boldsymbol{x})}{l} \mu_{\theta}(\mathrm{d} \theta)$

In the most randomised case possible, it is reasonable to assume that the spatial point process is a stationary Poisson process, with $r$ and $\phi$ independent variables the intensity of which is characterised by Poisson parameters $\bar{r}$ and $\bar{\phi}$, whereupon the induced measure is $\nu(B)=\bar{r} \bar{\phi} \operatorname{Area}(B)$. The idea that dislocation microstructures may locally follow Poisson statistics has in the past been employed as a test case in a number of studies on the fractal nature of dislocation collectives [12, 63, 64].

In that case, then, we have that the mean value of stress at the origin vanishes:

$$
\begin{equation*}
\bar{\sigma}_{i j}=0 \quad \forall i, j \tag{17}
\end{equation*}
$$

due to the angular symmetry entailed by $\phi$.
The variance of the stress at the origin, in turn, is finite, and given by

$$
\begin{align*}
& \operatorname{Var}\left[\sigma_{r r}\right]=\frac{\pi D^{2} \bar{\rho}_{\mathrm{dis}}}{12 R^{2}}\left(l_{\max }^{2}+l_{\max } l_{\min }+l_{\min }^{2}\right) \\
& \operatorname{Var}\left[\sigma_{r \phi}\right]=\frac{\pi D^{2} \bar{\rho}_{\mathrm{dis}}}{24 R^{2}}\left(l_{\max }^{2}+l_{\max } l_{\min }+l_{\min }^{2}\right) \\
& \operatorname{Var}\left[\sigma_{\phi \phi}\right]=\frac{\pi D^{2} \bar{\rho}_{\mathrm{dis}}}{12 R^{2}}\left(l_{\max }^{2}+l_{\max } l_{\min }+l_{\min }^{2}\right) \tag{18}
\end{align*}
$$

where $\bar{\rho}_{\text {dis }}$ is the average dislocation density.
The average dislocation density is, in effect, twice the average intensity of the process, hereafter $\bar{\Lambda}$, since the latter measures the average number of dislocation dipoles per unit area. It is important to note that, despite the population being largely disordered, in this study we maintain the Taylor style scaling between the average distance between dipoles, $\bar{x}$, and the (average) dislocation density, $\bar{\rho}_{\text {dis }}$, as $\bar{x} \propto \bar{\rho}_{\text {dis }}^{-1 / 2}$ [51]. Indeed, the average distance may be computed from the nearest neighbour function (a cumulative distribution function), which for a Poisson process is simply, by Rényi's theorem[65]

$$
\begin{equation*}
D(r, \phi)=1-e^{-\bar{\Lambda} \pi r^{2}} \tag{19}
\end{equation*}
$$

Then, the average distance $\bar{x}$ between dipoles is

$$
\begin{equation*}
\bar{x}=\frac{1}{2 \pi} \int_{0}^{2 \pi} \mathrm{~d} \phi \int_{0}^{\infty} \phi r\left(2 \pi \bar{\Lambda} r e^{-\bar{\Lambda} \pi r^{2}}\right) \mathrm{d} r=\frac{\pi}{2 \sqrt{\bar{\Lambda}}}=\frac{\pi}{2 \sqrt{2} \sqrt{\bar{\rho}_{\mathrm{dis}}}} \tag{20}
\end{equation*}
$$

Thus, the average distance between particles remains proportional to $\bar{\rho}_{\text {dis }}^{-1 / 2}$, even if clearly the internal disorder entails plastic neutrality.
b. Non-uniformly distributed dipole lengths. In the event $l_{n}$ is non-uniformly distributed over $\mathbb{R}^{+}$, then it most likely adopts a log-normal distribution, as was argued by Shishvan and Van der Giessen [60] when discussing the length of a Frank-Read source. This assumes that the dipole length is never negative, and that its most usual values are concentrated about its mean, by making the logarithm of $l$ be normally distributed. The ensuing mark's support is then $\mathbb{R}^{+}=(0, \infty)$. We define the mean and standard deviation of the underlying log-normal distribution in terms of the admissible $l_{\min }$ and $l_{\text {max }}$ defined by the minimum and maximum allowable distance in a dipole. Here, we set $l_{\min }$ as the distance below which the mutually attractive stress is the ideal lattice strength $\mu /(4 \pi)$ [66], which is given by $l_{\min }=\frac{2 B}{1-\nu}$ (see [9]). We set $l_{\max }$ as defined by the system's likely grain geometry: $l_{\max }=\sqrt{D}$ for $D$ the grain size. Let $m$ and $\varsigma$ denote the mean and the standard deviation of the associated normal distribution. We set their values by imposing a $3-\Sigma$ criterion as done in [60], so that

$$
\begin{align*}
& m+3 \varsigma=\ln l_{\max } \\
& m-3 \varsigma=\ln l_{\min } \tag{21}
\end{align*}
$$

whereupon

$$
\begin{equation*}
m=\ln \sqrt{l_{\max } l_{\min }}, \quad \varsigma=\ln \left(\frac{l_{\max }}{l_{\min }}\right)^{\frac{1}{6}} \tag{22}
\end{equation*}
$$

The resulting probability distribution function of lengths is then

$$
\begin{equation*}
f_{l}(l)=\frac{1}{l \varsigma \sqrt{2 \pi}} e^{-\frac{(\ln l-m)^{2}}{2 \varsigma^{2}}} \tag{23}
\end{equation*}
$$

for $m$ and $s$ defined as above.


FIG. 2. A random population of aligned dipoles. Note the local net Burgers vector they induce.

The resulting average is again $\bar{\sigma}_{i j}=0$ due to the angular symmetry about the origin, but the variance is different, albeit still finite:

$$
\begin{align*}
\operatorname{Var}\left[\sigma_{r r}\right] & =\frac{\pi D^{2} \bar{\rho}_{\mathrm{dis}} e^{2 m+2 \varsigma^{2}}}{R^{2}} \\
\operatorname{Var}\left[\sigma_{r \phi}\right] & =\frac{\pi D^{2} \bar{\rho}_{\mathrm{dis}} e^{2 m+2 \varsigma^{2}}}{2 R^{2}} \\
\operatorname{Var}\left[\sigma_{\phi \phi}\right] & =\frac{\pi D^{2} \bar{\rho}_{\mathrm{dis}} e^{2 m+2 \varsigma^{2}}}{R^{2}} \tag{24}
\end{align*}
$$

This shows that so long as the distribution of dipole lengths remains independent from their geometric location, the effective stress of a random cloud of dislocations on a certain point is zero, but that the variance found between different realisations is finite. It also confirms that a material cannot be relaxed by a disordered distribution of dislocations, but that there is a statistical possibility that it be shielded (or, unshielded) with standard deviation proportional to $\sqrt{\bar{\rho}_{\text {dis }}}$, even despite the fact that the inherent scaling of the problem, i.e., the average distance between dipoles, scales with $1 / \sqrt{\bar{\rho}_{\text {dis }}}$.

### 3.2. Partial orders: Taylor's equation and the Hall-Petch relation

The direct implication of the analysis so far is that one can only expect a random collective of dislocations to exert a non-zero mean stress if additional ordering beyond mass conservation is enforced. This means that a given dislocation density is not sufficient to ensure plastic relaxation: one needs to provide the density field with some order. Hitherto, we have assumed that the population of dislocations is entirely random, both in each dislocation's location and in its attributes (e.g., its sign or slip plane).

The results presented so far crucially depend on mass conservation, and on the net neutrality of the signature or alignment of dislocation dipoles. This immediately raises the question of whether there are no random dislocation arrangements for which plastic relaxation may be possible. As we show in this section, they do indeed exist, but must be achieved by inducing an additional, partial order on the random collective of dislocations. In this section we shall study two such partial orders: alignment of the dipoles, and spatial localisation.

By dipole alignment we refer to providing all dipoles with the same signature, leading to, locally, regions of the same net Burgers vector - note however that the overall net Burgers vector of each dipole is zero, but that in aligning dipoles we may generate regions of large effective Burgers vector, as we indicate in fig.2. By spatial localisation, we mean localising the dislocation into specific regions of space, but without surrendering the underlying randomness of a point process. We shall achieve this by modifying the intensity of the point process to make it larger on specific regions of space.

### 3.2.1. Biasing the dipolar alignment: Taylor's equation.

In section 33.1 , the alignments of dipoles was treated as a stochastic variable via the signature $s_{n}$, and by allowing $2 \pi$ rotations about the directions of slip. In this section, we wish to induce a partial order in the random cloud of dislocations such that all dipoles are aligned in such a way as to induce a long range stress field of the same signature.

There are a number of relevant physical situations that may lead to such partially ordered ensembles of dislocations. An example may be found in shock loading models such as the Smith-Hornbogen interface
$[67,68]$ or in the Meyers model of a shock front $[62,69]$ : in order to accommodate the vast lattice compression induced by the shock front, both models postulate an interface of aligned dipoles of dislocations; albeit mass is conserved, the shock front is shielded by the dislocations of the same signature, whilst those of opposite sign move away from the front and are left behind. Hence, an effective region of large net Burgers vector is created locally about the front, which is accordingly relaxed. Still, we have seen any such dipole induces a long-range, net stress field (given by eqn. 14 in the dipolar field expansion), and in this case we are interested in studying the effect ordering the dipoles in such a way that the net stress field is of the same sign on the origin.

A situation reminiscent of this is also found in the notion of arrays of geometrically necessary dislocations, and their apparent role in plastic relaxation [70, 71]. Furthermore, ordered dipoles of dislocations are commonly observed in dicrete dislocation simulations, where they arise to relax the external stress fields. Thus, they may be found in the study of beams that are plastically relaxed while subjected to a flexile load: when studying thin foils of material subjected to simple bending loads, Cleveringa et al.[72] report that dislocation dipoles nucleated from Frank-Read sources minimise the external, constant stress applied on the Frank-Read source, resulting in configurations of dipoles of the same alignment. Other situations leading to the alignment of the dipoles may be found in [27], where the authors report similar structures for thin strips subjected to tensile static loads; in [73], where Balint et al. examined the way dislocation sources give raise to the Hall-Petch effect in polycrystalline thin foils; or in [33], where the dipoles are equally aligned so as to consistently shield a shock front. Albeit in these cases the net Burgers vector is zero (so as to preserve mass), the dipoles align themselves so as to contribute to the relaxation.

In order to achieve a partial order where all dipoles are equally aligned, we may simply model the signature of the fields in eqn. 15 to be a sign function $s(\phi)$ such that it flips the sign of the field each quadrant of $\phi$, rather than as a mark associated with the spatial Poisson process. We may express this as:

$$
\begin{equation*}
s(\phi)=\operatorname{sgn}\left[\sin \frac{\pi \phi}{2}\right] \tag{25}
\end{equation*}
$$

In effect this would align all dipoles in this specific way about the epicentral line.
If we multiply each field component in eqn. 15 and proceed as before, we find the following mean values of stress at the origin to be, for the case when $l_{n}$ is uniformly distributed:

$$
\begin{equation*}
\bar{\sigma}_{r r}=D \bar{l} \bar{\rho}_{\mathrm{dis}} \ln \left(\frac{R+r_{\max }}{2 R}\right)=\bar{\sigma}_{\phi \phi}, \quad \bar{\sigma}_{r \phi}=0 \tag{26}
\end{equation*}
$$

where $r_{\text {max }}$ denotes the maximum value of $r$ and $\bar{l}$ the average dipolar length. Clearly, if $r \rightarrow \infty, \bar{\sigma}_{r r}$ and $\bar{\sigma}_{\phi \phi}$ diverge, which is to be expected because in this partial order all dipoles contribute with the same sign to the relaxation of the origin; unless there is a physical limitation to the spatial distribution of these dipoles, the stress fields will diverge. The associated variances are:

$$
\begin{align*}
& \operatorname{Var}\left[\sigma_{r r}\right]=\frac{\pi D^{2} \rho_{\mathrm{dis}} r_{\max }\left(l_{\max }^{2}+l_{\max } l_{\min }+l_{\min }^{2}\right)\left(2 R+r_{\max }\right)}{12 R^{4}} \\
& \operatorname{Var}\left[\sigma_{r \phi}\right]=\frac{\pi D^{2} \rho_{\mathrm{dis}} r_{\max }\left(l_{\max }^{2}+l_{\max } l_{\min }+l_{\min }^{2}\right)\left(2 R+r_{\max }\right)}{24 R^{4}} \\
& \operatorname{Var}\left[\sigma_{\phi \phi}\right]=\frac{\pi D^{2} \rho_{\mathrm{dis}} r_{\max }\left(l_{\max }^{2}+l_{\max } l_{\min }+l_{\min }^{2}\right)\left(2 R+r_{\max }\right)}{12 R^{4}} \tag{27}
\end{align*}
$$

It is significant that in imposing this partial order, the crystallographical alignment of the dipoles becomes irrelevant when computing the mean and the variance; this is because the alignment makes the contributions to the stress state consistently of the same sign for all dipoles. We also note that the coefficient of variation (i.e., the ratio between the standard deviation and the mean of the stress field) is necessary smaller than one, which suggests a small variability in the actual stress field between different realisations of the cloud of dislocation dipoles.

We observe two apparent physical limits the net effect this population of dislocations may have on a material point: (1) the effective stress field will be directly proportional to that population's dislocation density, $\bar{\sigma} \propto \bar{\rho}_{\text {dis }}$, irrespective of the values of $R$ and $r_{\max } ;(2)$ the magnitude of the shielding in this case will be dominated by the average dipolar length, which will most likely be considerably smaller than the grain size, i.e., $\bar{l} \ll \sqrt{A_{\text {grain }}}$. If $\bar{l}$ is uncorrelated to any other physical feature, then the scaling of $\bar{\sigma}_{i j}$ will be proportional to $\bar{\rho}_{\text {dis }}$. However, if we allow $\bar{l} \approx \bar{x}$, we recover Taylor's equation: $\bar{\sigma}_{i j} \propto \sqrt{\bar{\rho}_{\text {dis }}} \delta_{i j}$. This assumption underlies most of Taylor's own [51] and subsequent analyses (see for instance [74] and [59],pp. 9-10.), as is a crucial requirement for the formation of a lattice of dislocations that is in mechanical equilibrium.


FIG. 3. Simulation of the spatial locations of a inhomogeneous distribution of dislocation dipoles given by eqn. 28 . Here $s=0.1, m=\sqrt{3}, \bar{\nu}=100$. Here each point would represent a dipole of edge dislocations.

Thus, in recovering Taylor's equation, we require that the average size of a dipole be approximately equal to the average distance between dipoles. We need not assume (and indeed in taking a Poisson process, we have implicitly assumed the opposite), that the specific dislocations forming the stochastic cloud interact with one another; in using a point process we merely require a statistical description of the distribution of dipolar lengths and of the intensity of the spatial point process. However, $\bar{l} \approx \bar{x}$ implicitly assumes that mechanical equilibrium between the different dislocations in the dipole has been established.

We note that eqn. 26 may be used to estimate the degree of disorder in a material: if Taylor's scaling breaks down, as it happens for instance with the Bauschinger effect after a few cycles of loading in fatigue, when the dislocation density keeps increasing but the yield point remains constant [75, 76], in light of eqn. 26 and the previous section one may surmise that the newly generated population of dipoles are either much closely packed than their average distance (i.e., $\bar{l} \ll \bar{x}$ ), or that it is simply heavily disordered, and their additional collective effect is plastically neutral. In other words, we find two lengthscales at play: the one related to the spacing between dislocation dipoles, which governs the dislocation density, and the one related to the dipolar distance, which governs the internal arrangement of dislocations. Only if they both match is Taylor's equation obeyed.

An additional consideration may be drawn from eqn.26, in this case for discrete dislocation simulations of plasticity, where it is often the case that a random population of dislocations is used as a seed for studying their posterior evolution $[9,77]$. If the initial assumption is that the material to simulate has been deformed or otherwise should be expected to display Taylor-style hardening, then the initial population of random dislocations ought to be chosen in such a way as to ensure that the average dipolar length scales with the initial dislocation density.

### 3.2.2. Non uniform spatial distribution of dislocation dipoles: the Hall-Petch equation.

So far, we have assumed that the dipoles of dislocations remain homogeneously distributed about the origin with constant intensity measure. An alternative way of inducing a partial order in the population of dislocations would consist on inducing a greater degree of spatial localisation on the cloud of dislocations. This would align with the notion of a forest of dislocations [59] or, otherwise, dislocation walls, lamellar structures and similar such arrangements (cf. [8, 78]), which we may therefore hope to model by considering spatially localised, random populations of dislocations. Although it is arguably inaccurate to assume that the dislocations in a forest are distributed entirely at random, it is a typical assumption in many models [79].

Thus, let us assume that the population of dislocation dipoles is concentrated about a certain band at some average distance $\bar{y}$ from the origin. We may represent ex hypothesi the Poisson process' intensity with the mathematical form of pseudo-log normal distribution about

$$
\begin{equation*}
\nu(\boldsymbol{x})=\frac{\bar{\nu}}{2 \sqrt{2 \pi} s|y|} e^{-\frac{(\ln |y|-m)^{2}}{2 s^{2}}} \tag{28}
\end{equation*}
$$

where $m$ is the average distance of the band to the origin, and $s$ an adjustable parameter - the standard
deviation of the underlying log-normal intensity - and $\bar{\nu}$ some mean intensity. Accordingly, we are considering a spatial distribution of dislocation dipoles similar to the one shown in fig.3, which concentrates the intensity measure about two bands (the narrowness of which is set by $s$ ) parallel to the $x$ axis. Thus we are able to reproduce a wall-like structure of random dislocations, and retain the randomness of the spatial distribution of points.

The average stress in this case may still be computed invoking Campbell's theorem, which holds for inhomogeneous Poisson processes. We shall assume that the dipolar lengths are uniformly distributed. This renders ${ }^{2}$

$$
\begin{equation*}
\bar{\sigma}_{i j}=D \bar{l} \bar{\nu} e^{\left(-2 m+2 s^{2}\right)} \kappa_{i j}\left(\theta_{a}, \theta_{b}, \theta_{c}\right) \tag{29}
\end{equation*}
$$

where $\kappa_{i j}$ is a geometric factor (not reproduced here due to its length), and $\bar{l}$ the average dipolar length. The introduction of an alignment factor in the dipoles only modifies the form of the $\kappa_{i j}$ functions. In this case the dislocation density is largely localised along the two bands of dislocations; however, the average dislocation density remains the intensity measure of the process,

$$
\begin{equation*}
\bar{\rho}_{\mathrm{dis}}=\int_{\mathbb{R} \times \mathbb{R}} \frac{\bar{\nu}}{2 \sqrt{2 \pi} s|y|} e^{-\frac{(\ln |y|-m)^{2}}{2 s^{2}}} \mathrm{~d} x \mathrm{~d} y=\bar{\nu} e^{\left(m+\frac{s^{2}}{2}\right)} \tag{30}
\end{equation*}
$$

whereupon

$$
\begin{equation*}
\bar{\sigma}_{i j}=D \bar{l} \bar{\rho}_{\mathrm{dis}} e^{-\frac{m}{2}} e^{\frac{3 s^{2}}{2}} \kappa_{i j}\left(\theta_{a}, \theta_{b}, \theta_{c}\right) \tag{31}
\end{equation*}
$$

Two things stand out from this result. On the one hand, without having previously assumed any property related to the spatial alignment of dipoles, we reach with eqn. 31 an equation reminiscent of eqn.26. As before, we may argue that if $\bar{l} \approx \bar{x}$ (and in this case $\bar{x} \propto 1 / \sqrt{\rho_{\mathrm{dis}}}$ as well as per properties of Poisson processes[65]), then $\bar{\sigma}_{i j} \propto \sqrt{\bar{\rho}_{\text {dis }}}$, so that heavily localised random distributions of dislocations of the sort that are observed in Kuhlmann-Wilsdorff style cell structures [78, 80] or in lamellar cell structures [81, 82] contribute to the hardening of the material with a Taylor-style law, even if the underlying microstructure may be regarded as largely random. At the same time, we must point out that if $\bar{l}$ is not related to the average distance between dislocations $\bar{x}$, then Taylor's equation need not be obeyed by the specific population of dislocations.

On the other hand, we note that eqn. 31 is directly proportional to $e^{-m / 2}$, to wit, the inverse of (half) the geometric mean distance between the two bands of dislocations. Thus, if the median distance between the two 'walls' is $d$, then eqn. 31 predicts $\bar{\sigma}_{i j}$ be inversely proportional to $d$. If such median distance were to be regarded proportional to the grain size, i.e., if $d \propto \sqrt{D}$ (this is reasonable if the dislocations are clustered in lamellar structures), then eqn. 31 would scale according to the Hall-Petch equation (cf.[83]). We also note that $\bar{\sigma}_{i j}$ is directly influenced by the width of the wall via the $e^{\frac{3 s^{2}}{2}}$ factor.

Thus, by considering a simple wall-like random structure of dislocations, we are able to recover both the Hall-Petch and Taylor's equations. Future work will focus on exploring such relations between cell sizes and clustered random clouds of dislocations.

## 4. PLASTIC RELAXATION INDUCED BY RANDOM CLOUDS OF DISLOCATIONS IN THREE DIMENSIONS

The 3D case may in some ways be regarded as a generalisation of the 2D case. The main difference lies in the nature of the distribution of the random cloud dislocations itself, which in this case must be formed by dislocation loops of different shapes and sizes. As before, we assume that the cloud of now dislocation loops lies at sufficient distance from the origin that their effect may be substituted by their force multipolar expansions, as given in [50]. The cloud is then subsumed to a set of points in $\mathbb{R}^{3}$ which we distribute stochastically via a marked Poisson process. The corresponding stress fields can then be integrated stochastically via Campbell's theorem. In the 3D case particular care must be taken in orienting the dislocation loops according to an appropriate crystallographic orientation, which is detailed in the following discussion. Although they made no attempt to compute the stress field, El Azab et al.[48] proposed modelling 3D dislocation networks using stochastic fibre processes, which may be regarded as a generalisation of the point processes approach we adopt here (see [84]). In a fibre process, rather than

[^2]describing the distribution of dislocations as a spatial distribution of individual points, the dislocations lines are treated explicitly. Albeit more accurate in describing the network of dislocations, the evaluation of the stress fields associated with a fibre process would be considerably more expensive, particularly since Campbell's theorem does not generally apply[55]. The description of the dislocation loops via their multipolar field expansions, albeit an approximation, enables a simpler approach at computing the loop's long range contribution. This facilitates the evaluation of the stress field averages of complex networks at a fraction of the computational cost. As will be seen, employing higher order corrections to the force multipolar field expansion produces an increasingly accurate approximation to the short range stress fields.

### 4.1. Dipolar expansion of a dislocation loop

We shall assume the loops are planar, and to begin with approximate their fields up to dipolar order. In an elastic isotropic medium, the dipolar moment $\gamma_{p k}^{(1)}$ of a planar dislocation loop of area $A_{l}$ is given by [50]

$$
\begin{equation*}
\gamma_{p k}^{(1)}=B_{i} \nu_{j}\left[\lambda \delta_{i j} \delta_{p k}+\mu\left(\delta_{i p} \delta_{j k}+\delta_{i k} \delta_{j p}\right)\right] A_{l} \tag{32}
\end{equation*}
$$

where $B_{i}$ is the Burgers vector, $\nu_{j}$ the slip plane normal, $\mu$ the shear modulus and $\lambda$ Lamé's first parameter. We set an orthonormal basis at the centre of area of the loop. The $x_{1}, x_{2}$ plane contains the loop, and the loop's normal is parallel to the $x_{3}$ direction. Hence, in the most general case $B_{i}=\left[B_{1} B_{2} 0\right]^{T}$ is the Burgers vector and $\nu_{j}=\left[\begin{array}{lll}0 & 1\end{array}\right]^{t}$. Relative to these axes, we find that the only non-zero components of $\gamma_{p k}^{(1)}$ are:

$$
\begin{equation*}
\gamma_{13}^{(1)}=\gamma_{31}^{(1)}=B_{1} \mu A_{l}, \quad \gamma_{23}^{(1)}=\gamma_{32}^{(1)}=B_{2} \mu A_{l} \tag{33}
\end{equation*}
$$

Therefore, the multipolar expansion is given by

$$
\begin{equation*}
u_{i}(\boldsymbol{x})=\left[\frac{\partial G_{i 1}}{\partial x_{3}}+\frac{\partial G_{i 3}}{\partial x_{1}}\right] B_{1} \mu A_{l}+\left[\frac{\partial G_{i 2}}{\partial x_{3}}+\frac{\partial G_{i 3}}{\partial x_{2}}\right] B_{2} \mu A_{l} \tag{34}
\end{equation*}
$$

where $G_{i j}$ is the 3D elastic isotropic Green's function [85],

$$
\begin{equation*}
G_{i j}(\boldsymbol{x})=\frac{1}{8 \pi \mu} \frac{1}{r}\left[2 \delta_{i j}-\frac{\lambda+\mu}{\lambda+2 \mu}\left(\delta_{i j}-\frac{x_{i} x_{j}}{r^{2}}\right)\right], \quad r=\sqrt{x_{1}^{2}+x_{2}^{2}+x_{3}^{2}} \tag{35}
\end{equation*}
$$

The corresponding dipolar stress fields are collected in table I.
a. Higher order multipolar terms. In some circumstances, it might be of interest to consider the stress field contributions of higher order terms in the multipolar expansion as a means for obtaining better approximations of the short range fields of the dislocation loops. If, as we have defined it above, the local coordinate system is located on the centre of area (centroid) of the loop, then the second order 'quadrupolar' terms vanish because the first moments of area are all identically zero, and the next higher order term would be the 'octopolar' third order terms, dependent on the second moments of area. For simplicity, but without loss of generality, in subsequent discussions we shall assume that the loop is planar, and that therefore the displacement field contribution of the octopolar terms is of the form [50]

$$
\begin{equation*}
u_{i}^{(3)}=\frac{1}{3!}\left[3 \frac{\partial^{3} G_{i 1}}{\partial x_{3} \partial x_{1}^{2}} \gamma_{1311}^{(3)}+3 \frac{\partial^{3} G_{i 1}}{\partial x_{3} \partial x_{2}^{2}} \gamma_{1322}^{(3)}+3 \frac{\partial^{3} G_{i 1}}{\partial x_{3} \partial x_{3}^{2}} \gamma_{3122}^{(3)}+3 \frac{\partial^{3} G_{i 3}}{\partial x_{1}^{3}} \gamma_{3111}^{(3)}\right] \tag{36}
\end{equation*}
$$

The corresponding stress field contributions may be obtained from differentiation, as $\sigma_{i j}=\lambda \delta_{i j} u_{k, k}+$ $\left.\mu u_{i, j}\right)$.

The octopole moments $\gamma_{p k_{1} k_{2} k_{3}}^{(3)}$ depend on the second moment of area of the loop

$$
\begin{equation*}
\gamma_{p k_{1} k_{2} k_{3}}^{(3)}=B_{i} \nu_{j}\left(\lambda \delta_{i j} \delta_{p q}+\mu\left(\delta_{i p} \delta j q+\delta_{i q} \delta_{j p}\right)\right) \sum_{i=1}^{3} \delta_{k_{i} q} \prod_{j=1, j \neq i}^{3} J_{u_{1} u_{2}} \tag{37}
\end{equation*}
$$

where

$$
\begin{equation*}
J_{u_{1} u_{2}}=\int_{D} x_{u_{1}} x_{u_{2}} \mathrm{~d} D \tag{38}
\end{equation*}
$$

| Stress component | Dipolar expansion |
| :---: | :---: |
| $\sigma_{11}$ | $\begin{aligned} & \frac{-3 A_{l} x_{3}}{8 \pi(\lambda+2 \mu) r^{7}}\left[B _ { 2 } \left(\lambda^{2}\left(x_{1}^{3}-3 x_{1}^{2} x_{2}-4 x_{1} x_{2}^{2}+x_{1} x_{3}^{2}+2 x_{2}^{3}-3 x_{2} x_{3}^{2}\right)+\right.\right. \\ & \left.+\lambda \mu\left(x_{1}^{3}-23 x_{1}^{2} x_{2}-4 x_{1} x_{2}^{2}+x_{1} x_{3}^{2}+2 x_{2}^{3}-3 x_{2} x_{3}^{2}\right)+4 \mu^{2} x_{2}\left(-4 x_{1}^{2}+x_{2}^{2}+x_{3}^{2}\right)\right)+ \\ & +B_{1}\left(\lambda^{2}\left(-\left(x_{1}-x_{2}\right)\right)\left(x_{1}^{2}+5 x_{1} x_{2}+x_{2}^{2}+x_{3}^{2}\right)+\right. \\ & \left.\left.+\lambda \mu\left(-17 x_{1}^{3}-4 x_{1}^{2} x_{2}+8 x_{1} x_{2}^{2}+3 x_{1} x_{3}^{2}+x_{2}^{3}+x_{2} x_{3}^{2}\right)+4 \mu^{2} x_{1}\left(-4 x_{1}^{2}+x_{2}^{2}+x_{3}^{2}\right)\right)\right] \end{aligned}$ |
| $\sigma_{22}$ | $\begin{aligned} & \frac{3 A_{l} x_{3}}{8 \pi(\lambda+2 \mu) r^{7}}\left\{B _ { 1 } \left[\lambda^{2}\left(x_{1}-x_{2}\right)\left(x_{1}^{2}+5 x_{1} x_{2}+x_{2}^{2}+x_{3}^{2}\right)+\right.\right. \\ & \left.+\lambda \mu\left(3 x_{1}^{3}+12 x_{1}^{2} x_{2}+x_{1}\left(8 x_{2}^{2}+3 x_{3}^{2}\right)-3 x_{2}\left(x_{2}^{2}+x_{3}^{2}\right)\right)-2 \mu^{2}\left(x_{1}+x_{2}\right)\left(x_{1}^{2}-5 x_{1} x_{2}+x_{2}^{2}+x_{3}^{2}\right)\right]+ \\ & +B_{2}\left[-\lambda^{2}\left(x_{1}^{3}-3 x_{1}^{2} x_{2}-4 x_{1} x_{2}^{2}+x_{1} x_{3}^{2}+2 x_{2}^{3}-3 x_{2} x_{3}^{2}\right)+\right. \\ & \lambda \mu\left(-3 x_{1}^{3}+5 x_{1}^{2} x_{2}+12 x_{1} x_{2}^{2}-3 x_{1} x_{3}^{2}+10 x_{2}^{3}+5 x_{2} x_{3}^{2}\right)+ \\ & \left.\left.+2 \mu^{2}\left(-x_{1}^{3}+x_{1}^{2} x_{2}+4 x_{1} x_{2}^{2}-x_{1} x_{3}^{2}+6 x_{2}^{3}+x_{2} x_{3}^{2}\right)\right]\right\} \end{aligned}$ |
| $\sigma_{33}$ | $\begin{aligned} & \frac{3 A_{1} x_{3}(\lambda+\mu)}{8 \pi(\lambda+2 \mu) r^{7}}\left(B_{1} \lambda\left(x_{1}-x_{2}\right)\left(x_{1}^{2}+5 x_{1} x_{2}+x_{2}^{2}+x_{3}^{2}\right)-4 B_{1} \mu x_{1}\left(x_{1}^{2}+x_{2}^{2}-4 x_{3}^{2}\right)-\right. \\ & \left.-B_{2} \lambda\left(x_{1}^{3}-3 x_{1}^{2} x_{2}+x_{1}\left(x_{3}^{2}-4 x_{2}^{2}\right)+2 x_{2}^{3}-3 x_{2} x_{3}^{2}\right)-4 B_{2} \mu x_{2}\left(x_{1}^{2}+x_{2}^{2}-4 x_{3}^{2}\right)\right) \end{aligned}$ |
| $\sigma_{12}$ | $\begin{aligned} & -\frac{3 A_{l} \mu x_{3}}{8 \pi(\lambda+2 \mu) r^{7}}\left(B_{1} \lambda\left(-2 x_{1}^{3}-14 x_{1}^{2} x_{2}+3 x_{1}\left(x_{2}^{2}+x_{3}^{2}\right)+x_{2}\left(x_{2}^{2}+x_{3}^{2}\right)\right)-\right. \\ & -B_{1} \mu\left(2 x_{1}^{3}+16 x_{1}^{2} x_{2}-3 x_{1}\left(x_{2}^{2}+x_{3}^{2}\right)+x_{2}\left(x_{2}^{2}+x_{3}^{2}\right)\right)+ \\ & +B_{2} \lambda\left(x_{1}^{3}-4 x_{1}^{2} x_{2}-14 x_{1} x_{2}^{2}+x_{1} x_{3}^{2}+x_{2}^{3}+x_{2} x_{3}^{2}\right)- \\ & \left.-B_{2} \mu\left(x_{1}^{3}+4 x_{1}^{2} x_{2}+x_{1}\left(16 x_{2}^{2}+x_{3}^{2}\right)-x_{2}\left(x_{2}^{2}+x_{3}^{2}\right)\right)\right) \end{aligned}$ |
| $\sigma_{13}$ | $\begin{aligned} & -\frac{A_{l} \mu}{4 \pi(\lambda+2 \mu) r^{7}}\left(B _ { 1 } \left(3 \lambda\left(x_{1}^{4}+x_{1}^{2}\left(x_{2}^{2}-8 x_{3}^{2}\right)+x_{3}^{2}\left(x_{2}^{2}+x_{3}^{2}\right)\right)+\right.\right. \\ & \left.\left.+2 \mu\left(x_{1}^{4}+x_{1}^{2}\left(2 x_{2}^{2}-13 x_{3}^{2}\right)+\left(x_{2}^{2}+x_{3}^{2}\right)^{2}\right)\right)+3 B_{2} x_{1} x_{2}\left(\lambda\left(x_{1}^{2}+x_{2}^{2}-9 x_{3}^{2}\right)-10 \mu x_{3}^{2}\right)\right) \end{aligned}$ |
| $\sigma_{23}$ | $\begin{aligned} & -\frac{A_{l} \mu}{8 \pi(\lambda+2 \mu) r^{7}}\left(B_{1} \lambda\left(2 x_{1}^{4}+3 x_{1}^{3} x_{2}+x_{1}^{2}\left(x_{2}^{2}-11 x_{3}^{2}\right)+3 x_{1}\left(x_{2}^{3}-14 x_{2} x_{3}^{2}\right)-x_{2}^{4}+x_{2}^{2} x_{3}^{2}+2 x_{3}^{4}\right)+\right. \\ & +B_{1} \mu\left(2 x_{1}^{4}-3 x_{1}^{3} x_{2}+x_{1}^{2}\left(x_{2}^{2}-11 x_{3}^{2}\right)-3 x_{1}\left(x_{2}^{3}+16 x_{2} x_{3}^{2}\right)-x_{2}^{4}+x_{2}^{2} x_{3}^{2}+2 x_{3}^{4}\right)+ \\ & +B_{2} \lambda\left(x_{1}^{4}+3 x_{1}^{3} x_{2}+5 x_{1}^{2}\left(x_{2}^{2}+x_{3}^{2}\right)+3 x_{1}\left(x_{2}^{3}-4 x_{2} x_{3}^{2}\right)+4 x_{2}^{4}-37 x_{2}^{2} x_{3}^{2}+4 x_{3}^{4}\right)+ \\ & \left.+B_{2} \mu\left(5 x_{1}^{4}+3 x_{1}^{3} x_{2}+7 x_{1}^{2}\left(x_{2}^{2}+x_{3}^{2}\right)+3 x_{1}\left(x_{2}^{3}-4 x_{2} x_{3}^{2}\right)+2 x_{2}^{4}-41 x_{2}^{2} x_{3}^{2}+2 x_{3}^{4}\right)\right) \end{aligned}$ |

TABLE I. Force dipole expansion of the stress field of a planar dislocation loop.
are the second moments of area of the loop, with $D$ the loop's area.
Since it depends on the second moment of area as well as on the loop's area, the octopolar approximation will capture with greater accuracy the actual shape of the loop. In accordance with the ansatz that the shape of the loops is a random variable, we note that if $\chi_{D}(\boldsymbol{x})$ is the characteristic function the support of which is the dislocation loop, then we may regard it as a probability measure over $D$ (the loop), whereby the second moments of area are statistical moments as well, i.e., $J_{u_{1} u_{2}}=E\left[u_{1} u_{2}\right]=\operatorname{Cov}\left(u_{1}, u_{2}\right)$, measuring the loop's shape covariances because the first moments vanish for the coordinate system located on the loop's centroid.

Given that the multipolar approximation is linear, the octopolar stress field can be regarded as the sum of the dipolar expansion and the octopolar terms described above, i.e., the full octopolar fields will be $\sigma_{i j}=\sigma_{i j}^{(1)}+\sigma_{i j}^{(3)}$. The form of $\sigma_{i j}^{3}$ is collected in the Appendix for the case of a planar loop. Similar expressions may be obtained for higher order multipolar terms (for more details, see [50]), and may be useful if greater accuracy in the short range fields is necessary.


FIG. 4. Configuration of the three-dimensional system

### 4.2. Stress field due to a stochastic cloud of dislocation loops

We are now set to describe the corresponding stress tensor in spherical polar coordinates about the point we wish to evaluate the stress field at the origin. The dipolar expansion of the dislocation loops enables us to subsume the loop into a single point (the centre of area of the enclosed slipped surface), the long range field of which is an accurate approximation of the actual loop's elastic fields. As in the 2D case, we distinguish between the position of the centre of mass, and the inherent angular characteristics associated with the loop (i.e., the slip system and the orientation of the Burgers vector). Accordingly, we set a spherical polar coordinate system $(r, \theta, \phi)$ at a point of interest, which without loss of generality we choose to be the origin ; the position of the centre of area of the $n^{\text {th }}$ loop shall then be given by $\left(R+r_{n}, \theta_{n}, \phi_{n}\right)$ with $r_{n} \in R^{+}, \theta_{n} \in[0,2 \pi], \phi_{n}=[0, \pi]$.

These three random variables determine the spatial point process, associated to which we establish a number of marks. As depicted in fig.4, we have considered a secondary coordinate system with origin at the centre of area of the loop, $\left(x_{1}, x_{2}, x_{3}\right)$. Given that we are interested in the stress field at the origin of the global coordinate system $(x, y, z)$, we ought to rotate and translate the local coordinate system $\left(x_{1}, x_{2}, x_{3}\right)$. We employ a ZXZ Euler angle convention to that end, defining the ( $\alpha, \beta, \gamma$ ) rotation angles; these three Euler angles will serve as marks, and are defined by the crystallographic orientation of the slip system.

We restrict this study to dislocations lying on the primary slip system of an FCC or BCC crystal (albeit a similar one could be extended to HCP crystals). For simplicity, we set the $x y$ plane on the ( 010 ) plane; its normal lies on the $z=\left[\begin{array}{lll}0 & 1 & 0\end{array}\right]$ direction, and the global origin's direction along $x=[101]$; accordingly, we set $y=\left[\begin{array}{lll}1 & 0 & 1\end{array}\right]$. When expressed in spherical coordinates, the $x$ axis acts as the origin of $\theta$, and the $z$ axis as the origin of $\phi$. The slip systems for FCC lie on the $\{111\}$ family of planes, and for BCC along the $\{110\}$; the slip directions are set along the $\langle 110\rangle$ for FCC crystals, and $\langle 111\rangle$ for BCC crystals [8]. The marks resulting from the corresponding slip systems, i.e., the Euler angles $(\alpha, \beta, \gamma)$, are summarised in table II.

The resulting point process shall therefore consist of the spatial random variables $N_{r \theta \phi}=\left\{r_{n}, \theta_{n}, \phi_{n}\right\} \in$ $R^{+} \times[0,2 \pi] \times[0, \pi] \equiv \mathbb{F}$, and the following marks: $A_{l_{n}} \in \mathbb{R}^{+} \equiv \mathbb{M}_{\mathrm{A}}$, which characterises the area enclosed by the loop; and $\left(\alpha_{n}, \beta_{n}, \gamma_{n}\right) \in[0,2 \pi] \times[0,2 \pi] \times[0,2 \pi] \equiv \mathbb{M}_{\text {slip }}$. We note that due to the way we have defined the Euler angles, it is necessary to account for the signature of the Burgers vector, for otherwise the direction of the loop will always be the same for each slip system; this shall make the last mark, $s_{n}=\{-1,1\} \equiv \mathbb{M}_{s}$. Thus, we have defined a marked point process $N=\mathbb{F} \times \mathbb{M}$ for $\mathbb{M}=\mathbb{M}_{\mathrm{A}} \times \mathbb{M}_{\text {slip }} \times \mathbb{M}_{s}$, which induces the collective intensity measure $\Lambda(\mathbb{F} \times \mathbb{M})=\nu(\mathbb{F}) \times \mu_{s}\left(\mathbb{M}_{s}\right) \times \mu_{\text {slip }}\left(\mathbb{M}_{\text {slip }}\right) \times \mu_{\mathrm{A}}\left(\mathbb{M}_{\mathrm{A}}\right)$. In the following we describe the distribution of marks and spatial points.

As can be seen, either case results in 12 slip systems, each of which we assume has equal probability; we note that the selection of one slip system sets the values of all three $\alpha_{n}, \beta_{n}, \gamma_{n}$ Euler angles. Hence, we may define the collective variable $\vartheta_{n} \equiv\left\{\alpha_{n}, \beta_{n}, \gamma_{n}\right\}$, which takes one of 12 values, and therefore follows the following probability density function

$$
\begin{equation*}
f_{\vartheta}(\vartheta)=\frac{1}{12} \sum_{i=a \ldots l} \delta\left(\vartheta-\vartheta_{i}\right) \tag{39}
\end{equation*}
$$

| FCC crystals |  |  |  |  |  | BCC crystals |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| Label Slip plane Slip direction $\cos \alpha \cos \beta \cos \gamma$ |  |  |  |  |  | Label Slip plane Slip direction $\cos \alpha \cos \beta \cos \gamma$ |  |  |  |  |  |
| a |  | ［ $\begin{aligned} & 1 \\ & 0\end{aligned} 1$ 1］ |  |  | 1 | a | （110） | ［1 $\overline{1} 1]$ |  | $\sqrt{2}$ | $-\frac{\sqrt{3}}{3}$ |
| b | （111） | ［011］ | 0 | $\frac{\sqrt{3}}{3}$ | $\frac{1}{2}$ | b | （110） | ［111］ | 2 |  | $-\frac{\sqrt{3}}{3}$ |
| c |  | ［ 110$]$ |  |  | $\frac{1}{2}$ | c |  | ［ 1111$]$ | 0 | 0 | $-\frac{\sqrt{6}}{3}$ |
| d |  | ［101］ |  |  | －1 | d |  | ［11可］ |  |  | $-\frac{\sqrt{3}}{3}$ |
| e | （111） | ［01］1］ | 1 | $\frac{\sqrt{3}}{3}$ | $-\frac{1}{2}$ | e |  | ［111］ | $\sqrt{2}$ |  | $\frac{\sqrt{3}}{3}$ |
| f |  | ［110］ |  |  | $-\frac{1}{2}$ | f |  | ［11烏］ | 2 |  | $-\frac{\sqrt{3}}{3}$ |
| g |  | ［101］ |  |  | 1 | g | 11） | ［11可］ | $\sqrt{2}$ | $\sqrt{2}$ | $-\frac{\sqrt{3}}{3}$ |
| h | （1 11 ） | ［011］ | 0 | $-\frac{\sqrt{3}}{3}$ | $\frac{1}{2}$ | h | （011） |  | 2 | 2 | $-\frac{\sqrt{3}}{3}$ |
| Ii |  | ［110］ |  |  | $-\frac{1}{2}$ | i | （101） | ［111］ | －1 | 0 | $\frac{\sqrt{6}}{3}$ |
| j |  | ［101］ |  |  | －1 | j | （101） | ［1可1］ |  |  | $\frac{\sqrt{6}}{3}$ |
| k | （ $\overline{1} 11$ 1） | ［ $\left.\begin{array}{lll}1 & 0\end{array}\right]$ | 1 | $-\frac{\sqrt{3}}{3}$ | $\frac{1}{2}$ | k | （011） | ［111］ | $\sqrt{2}$ | $\sqrt{2}$ | $\frac{\sqrt{3}}{3}$ |
| 1 |  | ［011］ |  |  | $-\frac{1}{2}$ | 1 | （011） | ［111］ | 2 | 2 | $-\frac{\sqrt{3}}{3}$ |

TABLE II．Euler angles for the 12 different slip systems of FCC（left）and BCC（right）crystals．

Equally，the signature is allocated with equal probability，so that

$$
\begin{equation*}
f_{s}\left(s_{n}\right)=\frac{1}{2}\left(\delta\left(s_{n}-1\right)+\delta\left(s_{n}+1\right)\right) \tag{40}
\end{equation*}
$$

As in the 2D case，we must assume that the area enclosed by the loop will have an upper and a lower bound，$A_{\min }$ and $A_{\max }$ ．These ought to correspond to physical limitations：the size of the crystal and the minimum size required for producing a stable loop．The latter can be estimated by balancing the ideal lattice strength $\tau_{\text {ideal }} \approx \mu /(4 \pi)$ with self attracting forces experienced by the edge components of the loop（owing to these being larger than those experienced by the screw components）；assuming that the loop is approximately circular with radius $\rho$ ，this sets

$$
\begin{equation*}
\tau_{\text {ideal }} \equiv \frac{\mu}{4 \pi}=\frac{\mu B}{2 \pi(1-\nu)} \frac{1}{2 \rho} \Longrightarrow \rho=\frac{B}{1-\nu} \Longrightarrow A_{\min }=\pi \frac{B^{2}}{(1-\nu)^{2}} \approx 10 B^{2} \tag{41}
\end{equation*}
$$

In turn，the former $A_{\max }$ is defined as the typical grain size of the system under consideration，i．e．， $A_{\max }=D$ ．As a first approach，we shall assume that the areas are uniformly distributed，so that

$$
\begin{equation*}
f_{A}\left(A_{n}\right)=\frac{1}{A_{\max }-A_{\min }} \tag{42}
\end{equation*}
$$

The computation of the stress field components at the origin is elaborate enough that it merits some consideration．The dipolar field components given in table I are relative to the（ $x_{1}, x_{2}, x_{3}$ ）coordinate system，which is oriented relative to the global $(x, y, z)$ system as described with the Euler angles given in table II．We therefore seek to first rotate both the stress field components and the field variables in table I to align $\left(x_{1}, x_{2}, x_{3}\right)$ ，by rotating both coordinates and stress field components in table I first via the rotation matrix $L$

$$
L=\left(\begin{array}{ccc}
c_{\alpha} c_{\beta} c_{\gamma}-s_{\alpha} s_{\gamma} & -c_{\gamma} s_{\alpha}-c_{\alpha} c_{\beta} s_{\gamma} & c_{\alpha} s_{\beta}  \tag{43}\\
c_{\beta} c_{\gamma} s_{\alpha}+c_{\alpha} s_{\gamma} & c_{\alpha} c_{\gamma}-c_{\beta} s_{\alpha} s_{\gamma} & s_{\alpha} s_{\beta} \\
-c_{\gamma} s_{\beta} & s_{\beta} s_{\gamma} & c_{\beta}
\end{array}\right)
$$

and then translating it back to the origin of the $(x, y, z)$ system with the linear transformation $x \mapsto x-x_{0}$ ， $y \mapsto y-y_{0}, z \mapsto z-z_{0}$ ，where $x_{0}, y_{0}, z_{0}$ describe the cartesian position of the centre of area of the loop relative to the origin．The resulting fields are then expressed in spherical polar coordinates $(\rho, \vartheta, \psi)$ ，and are then evaluated for $\rho=0, \vartheta=0, \psi=0$ ．Finally，we set $x_{0}=(r+R) \cos \theta \sin \phi, y_{0}=(r+R) \sin \theta \sin \phi$ and $z_{0}=(r+R) \cos \phi$ ．

The resulting field expressions are collected on table III．As can be seen on table III，all stress field components may be expressed as

$$
\begin{equation*}
\sigma_{i j}=\frac{K_{i j}}{(r+R)^{3}} s A_{l} \Sigma_{i j}(\alpha, \beta, \gamma, \theta, \phi) \tag{44}
\end{equation*}
$$

where $K_{i j}$ is a constant dependent on the elastic constants, and $\Sigma_{i j}$ an angular term dependent on the marks $\alpha, \beta, \gamma$ and on the spatial angles $\theta, \phi$.

Thus, associated with the point process defined we have described above, we obtain the following fields

$$
\begin{equation*}
\sigma_{i j}=K_{i j} \sum_{n=0}^{\infty} s_{n} A_{l_{n}} B_{n} \frac{\Sigma_{i j}\left(\alpha_{n}, \beta_{n}, \gamma_{n} ; \theta_{n}, \phi_{n}\right)}{\left(R+r_{n}\right)^{3}}=K_{i j} \sum_{\boldsymbol{x} \in N} f_{i j}(\boldsymbol{x}) \tag{45}
\end{equation*}
$$

We may then proceed as in the 2 D , and invoking Campbell's theorem compute the mean and the variance of the stress field components exerted by other dislocation loops over the origin. The averages are found to be

$$
\begin{equation*}
\bar{\sigma}_{i j}=0 \tag{46}
\end{equation*}
$$

whereas the variance, for the case of uniformly distributed loop areas, is of the form

$$
\begin{equation*}
\operatorname{Var}\left[\sigma_{i j}\right]=\frac{B^{2} \mu^{2} \bar{\rho}_{\text {loop }}\left(A_{l_{\max }}^{2}+A_{l_{\max }} A_{l_{\min }}+A_{l_{\min }}^{2}\right)}{R^{4}(\lambda+2 \mu)^{2}} \varsigma_{i j}\left(\alpha_{1}, \ldots, \alpha_{12}, \beta_{1}, \ldots, \beta_{12}, \gamma_{1}, \ldots, \gamma_{12}\right) \tag{47}
\end{equation*}
$$

where $\bar{\rho}_{\text {loop }}=\bar{\phi} \bar{r} \bar{\theta}$ is the average number of loops per unit volume, which in turn is directly proportional to the dislocation density via $\bar{\rho}_{\text {loop }}=\bar{\rho}_{\text {dis }} / \bar{L}_{\text {loop }}$, with $\bar{L}_{\text {loop }}$ the mean length of a loop; and where $\varsigma_{i j}$ is an angular function that is directly proportional to the square of the elastic constants, and includes the slip system angles, and where as in the 2D case. Due to its size, it will not be reproduced here. We note however that if $\sqrt{A_{l}} \propto O(l)$, then the variance of the three dimensional case is considerably smaller than that of the two dimensional case. This shows that three dimensional dislocation structures attenuate one another considerably more than two dimensional ones. Furthermore, since the sign mark also premultiplies the higher order multipolar terms (e.g., the octopolar term given in section 44.1 ), the latter's contributions to the average stress field also vanish irrespective of the internal form of the multipolar field terms, and we may therefore conclude that plastic neutrality is maintained for 3D dislocation loops.

As in the 2D case, the same procedure may be extended for the case when the $A_{l}$ follows a log-normal distribution, which yields $\bar{\sigma}_{i j}=0$ and variances of the form:

$$
\begin{equation*}
\operatorname{Var}\left[\sigma_{i j}\right]=\frac{B^{2} \mu^{2} \bar{\rho}_{\text {dis }} e^{2 m+2 s^{2}}}{\bar{L}_{\mathrm{loop}} R^{4}(\lambda+2 \mu)^{2}} \varsigma_{i j}^{\text {log-norm }}\left(\alpha_{1}, \ldots, \alpha_{12}, \beta_{1}, \ldots, \beta_{12}, \gamma_{1}, \ldots, \gamma_{12}\right) \tag{48}
\end{equation*}
$$

Thus, as in the 2D case, we observe that fully disordered clusters of dislocation loops entail plastic neutrality, and we must conclude that only insofar as we may induce a partial ordering of the cloud of dislocation loops we may observe a collective non-zero average effect of the latter over the material. Still, fully random collectives of dislocations are sometimes used to model forests of dislocations, which in turn are used to justify the motion of non-forest dislocations against fixed obstacles [86]. The plastic neutrality we have established in this analysis shows that the forest of dislocations will have no net effect, on average, over those moving dislocations, other than as obstacles that must be overcome through close range interactions.

### 4.3. Partial orders in 3D

As in the 2D cases, a partial order may be induced over the distribution of loops to better capture physically relevant situations where the cloud of dislocation loops has been generated by a directional load, or otherwise arises from the material's processing and previous damage. As will be seen in the following, the main conclusions of the 2D case still apply to the three dimensional case. The most immediate case is one where we enforce the signature of all loops to be the same, which in the 3D case is achieved by setting $s_{n}=1 \forall n$. In that event, we find that the average stress field is non zero, and takes the form

$$
\begin{equation*}
\bar{\sigma}_{i j}=\frac{\pi B \bar{\rho}_{\mathrm{dis}} \bar{A} K_{i j}}{L_{\mathrm{loop}} R(\lambda+2 \mu)} \bar{\Sigma}_{i j}\left(\alpha_{1}, \ldots, \alpha_{12}, \beta_{1}, \ldots, \beta_{12}, \gamma_{1}, \ldots, \gamma_{12}\right) \tag{49}
\end{equation*}
$$

where $K_{i j}$ is a constant directly proportional to the elastic constants, $\bar{A}$ is the average slipped surface of a loop, and $\bar{\Sigma}_{i j}$ is a (lengthy) angular function also directly proportional to the elastic constants. The full average fields are reproduced in the Appendix due to their length.

The associated variances are of the form

$$
\begin{equation*}
\operatorname{Var}\left[\sigma_{i j}\right]=\frac{B^{2} \bar{\rho}_{\text {dis }} L_{\text {loop }}\left(A_{l_{\max }}^{2}+A_{l_{\max }} A_{l_{\min }}+A_{l_{\min }^{2}}^{2}\right) K_{i j}^{\prime}}{R^{4}(\lambda+2 \mu)^{2}} \bar{\Sigma}_{i j}^{\prime}\left(\alpha_{1}, \ldots, \alpha_{12}, \beta_{1}, \ldots, \beta_{12}, \gamma_{1}, \ldots, \gamma_{12}\right) \tag{50}
\end{equation*}
$$

\begin{tabular}{|c|c|}
\hline Component \& Dipolar expansion <br>
\hline $\sigma_{r r}$

$\Sigma_{r r}$ \& $$
\begin{aligned}
& \frac{A_{l} B s \mu}{128 \pi r^{3}(\lambda+2 \mu)} \Sigma_{r r}(\alpha, \beta, \gamma, \theta, \phi) \\
& -48 \mathrm{~s}_{\beta} \mathrm{c}_{\gamma} \mathrm{s}_{\phi_{n}}^{2} \mathrm{~s}_{2\left(\theta_{n}-\alpha\right)}\left(5(\lambda+\mu) \mathrm{c}_{2 \phi_{n}}+5 \lambda+3 \mu\right)+2 \mathrm{~s}_{2 \beta} \mathrm{~s}_{\gamma}\left(12 \mathrm{~s}_{\phi_{n}}^{2} \mathrm{c}_{2\left(\theta_{n}-\alpha\right)}\left(5(\lambda+\mu) \mathrm{c}_{2 \phi_{n}}+5 \lambda+3 \mu\right)+\right. \\
& \left.+72 \lambda \mathrm{c}_{2 \phi_{n}}+45 \lambda \mathrm{c}_{4 \phi_{n}}+27 \lambda+84 \mu \mathrm{c}_{2 \phi_{n}}+45 \mu \mathrm{c}_{4 \phi_{n}}+31 \mu\right)+24 \mathrm{c}_{\beta} \mathrm{c}_{\gamma}(\lambda+\mu)\left(6 \mathrm{~s}_{2 \phi_{n}}+5 \mathrm{~s}_{4 \phi_{n}}\right) \mathrm{c}_{\theta_{n}-\alpha}+ \\
& +24 \mathrm{c}_{2 \beta} \mathrm{~s}_{\gamma}(\lambda+\mu)\left(6 \mathrm{~s}_{\left.2 \phi_{n}\right)}+5 \mathrm{~s}_{4 \phi_{n}}\right) \mathrm{s}_{\theta_{n}-\alpha}
\end{aligned}
$$ <br>

\hline $\sigma_{r \theta}$

$\Sigma_{r \theta}$ \& $$
\begin{aligned}
& \frac{A_{l} B s \mu}{256 \pi r} r^{3}(\lambda+2 \mu) \\
& \Sigma_{r \theta}(\alpha, \beta, \gamma, \theta, \phi) \\
& \left.\left.-8(15 \lambda+\mu) \mathrm{c}_{4 \phi_{n}}+6 \lambda \mathrm{c}_{2 \phi_{n}}+3 \lambda+\mu\right)\left(\mathrm{c}_{\alpha} \mathrm{c}_{\beta} \mathrm{c}_{\gamma}-\mathrm{s}_{\alpha} \mathrm{c}_{2 \beta} \mathrm{~s}_{\gamma}\right)+240 \lambda+\mu\right) \mathrm{s}_{\phi_{n}}^{3} \mathrm{c}_{\phi_{n}} \mathrm{c}_{3 \theta_{n}}\left(2 \mathrm{~s}_{2 \alpha} \mathrm{~s}_{\beta} \mathrm{c}_{\gamma}+\mathrm{c}_{2 \alpha} \mathrm{~s}_{2 \beta} \mathrm{~s}_{\gamma}\right)- \\
& \left.\left.-480 \mathrm{~s}_{\beta} \lambda+\mu\right) \mathrm{s}_{\phi_{n}}^{3} \mathrm{c}_{\phi_{n}} \mathrm{~s}_{3 \theta_{n}}\left(\mathrm{c}_{2 \alpha} \mathrm{c}_{\gamma}-2 \mathrm{~s}_{\alpha} \mathrm{c}_{\alpha} \mathrm{c}_{\beta} \mathrm{s}_{\gamma}\right)+96 \mathrm{~s}_{\phi_{n}}^{2} \mathrm{~s}_{2 \theta_{n}}(5 \lambda+\mu) \mathrm{c}_{2 \phi_{n}}+4 \lambda+5 \mu\right)\left(\mathrm{s}_{\alpha} \mathrm{c}_{\beta} \mathrm{c}_{\gamma}+\mathrm{c}_{\alpha} \mathrm{c}_{2 \beta} \mathrm{~s}_{\gamma}\right)+ \\
& \left.+96 \mathrm{~s}_{\phi_{n}}^{2} \mathrm{c}_{2 \theta_{n}}(5 \lambda+\mu) \mathrm{c}_{2 \phi_{n}}+4 \lambda+5 \mu\right)\left(\mathrm{c}_{\alpha} \mathrm{c}_{\beta} \mathrm{c}_{\gamma}-\mathrm{s}_{\alpha} \mathrm{c}_{2 \beta} \mathrm{~s}_{\gamma}\right)+6 \mathrm{~s}_{2 \phi_{n}} \mathrm{c}_{\theta_{n}}\left(4 \mathrm{~s}_{2 \alpha} \mathrm{~s}_{\beta} \mathrm{c}_{\gamma}(-5 \lambda+\mu) \mathrm{c}_{2 \phi_{n}}+\lambda+5 \mu\right)+ \\
& \left.\left.\left.+2 \mathrm{~s}_{2 \beta} \mathrm{~s}_{\gamma}\left(\mathrm{c}_{2 \alpha} \lambda+5 \mu\right)-5\left(\mathrm{c}_{2 \alpha}-6\right) \lambda+\mu\right) \mathrm{c}_{2 \phi_{n}}+6 \lambda+10 \mu\right)\right)+ \\
& \left.+6 \mathrm{~s}_{\beta} \mathrm{s}_{2 \phi_{n}} \mathrm{~s}_{\theta_{n}}(5 \lambda+\mu) \mathrm{c}_{2 \phi_{n}}-\lambda-5 \mu\right)\left(4 \mathrm{c}_{2 \alpha} \mathrm{c}_{\gamma}-8 \mathrm{~s}_{\alpha} \mathrm{c}_{\alpha} \mathrm{c}_{\beta} \mathrm{s}_{\gamma}\right)
\end{aligned}
$$ <br>

\hline $\sigma_{r \phi}$

$\Sigma_{r \phi}$ \& $$
\begin{aligned}
& \frac{A_{l} B s \mu}{32 \pi r^{3}(\lambda+2 \mu)} \Sigma_{r \phi}(\alpha, \beta, \gamma, \theta, \phi) \\
& \mathrm{c}_{\gamma}\left(3 \mathrm { s } _ { \beta } \mathrm { s } _ { 2 \phi _ { n } } \left(5 ( \lambda + \mu ) \left(2 \mathrm{c}_{2 \phi_{n}} \mathrm{~s}_{\theta_{n}} \mathrm{~s}_{2\left(\theta_{n}-\alpha\right)}+\mathrm{c}_{\left.3 \theta_{n}-2 \alpha\right)}-(\lambda+5 \mu) \mathrm{c}_{\left.\theta_{n}-2 \alpha\right)}-\mathrm{s}_{\alpha} \mathrm{c}_{\beta}\left(12(4 \lambda+5 \mu) \mathrm{s}_{\phi_{n}}^{2} \mathrm{c}_{2 \theta_{n}}+\right.\right.\right.\right. \\
& \left.\left.+6 \mathrm{c}_{2 \phi_{n}}\left(10(\lambda+\mu) \mathrm{s}_{\phi_{n}}^{2} \mathrm{c}_{2 \theta_{n}}+l\right)+15(\lambda+\mu) \mathrm{c}_{4 \phi_{n}}+3 \lambda+\mu\right)\right)+3 \mathrm{~s}_{\gamma}\left(\mathrm { s } _ { 2 \beta } \mathrm { s } _ { 2 \phi _ { n } } \left(\mathrm { s } _ { \theta _ { n } } \left(2 \mathrm{c}_{2 \alpha}\left(5(\lambda+\mu) \mathrm{s}_{\phi_{n}}^{2} \mathrm{c}_{2 \theta_{n}}+l\right)+\right.\right.\right. \\
& \left.\left.+15(\lambda+\mu) \mathrm{c}_{2 \phi_{n}}+3 \lambda+5 \mu\right)-\mathrm{s}_{2 \alpha} \mathrm{c}_{\theta_{n}}\left(5(\lambda+\mu)\left(2 \mathrm{~s}_{\phi_{n}}^{2} \mathrm{c}_{2 \theta_{n}}+\mathrm{c}_{2 \phi_{n}}\right)-3 l-5 \mu\right)\right)- \\
& \left.-4 \mathrm{~s}_{\alpha} \mathrm{c}_{2 \beta} \mathrm{~s}_{\phi_{n}}^{2} \mathrm{~s}_{2 \theta_{n}}\left(5(\lambda+\mu) \mathrm{c}_{2 \phi_{n}}+4 \lambda+5 \mu\right)\right)+\mathrm{c}_{\alpha}\left(12 \mathrm{c}_{\beta} \mathrm{c}_{\gamma} \mathrm{s}_{\phi_{n}}^{2} \mathrm{~s}_{2 \theta_{n}}\left(5(\lambda+\mu) \mathrm{c}_{2 \phi_{n}}+4 \lambda+5 \mu\right)-\right. \\
& \left.-\mathrm{c}_{2 \beta} \mathrm{~s}_{\gamma}\left(12 \mathrm{~s}_{\phi_{n}}^{2} \mathrm{c}_{2 \theta_{n}}\left(5(\lambda+\mu) \mathrm{c}_{2 \phi_{n}}+4 \lambda+5 \mu\right)+6 \lambda \mathrm{c}_{2 \phi_{n}}+15 \lambda \mathrm{c}_{4 \phi_{n}}+3 \lambda+15 \mu \mathrm{c}_{4 \phi_{n}}+\mu\right)\right)
\end{aligned}
$$ <br>

\hline $\sigma_{\theta \theta}$

$\Sigma_{\theta \theta}$ \& $$
\begin{aligned}
& -\frac{A_{l} B s \mu}{4 \pi r^{3}(\lambda+2 \mu)} \mathrm{s}_{\theta \theta}(\alpha, \beta, \gamma, \theta, \phi) \\
& 6 \mathrm{~s}_{\phi_{n}} \mathrm{c}_{\phi_{n}}^{3}\left(\mathrm{c}_{\beta} \mathrm{c}_{\gamma}\left(\mathrm{c}_{\alpha}(\lambda+\mu) \mathrm{c}_{\theta_{n}}+\mu \mathrm{s}_{\alpha} \mathrm{s}_{\theta_{n}}\right)+\mathrm{c}_{2 \beta} \mathrm{~s}_{\gamma}\left(\mu \mathrm{c}_{\alpha} \mathrm{s}_{\theta_{n}}-\mathrm{s}_{\alpha}(\lambda+\mu) \mathrm{c}_{\theta_{n}}\right)\right)+\mathrm{s}_{\beta} \mathrm{s}_{\phi_{n}}^{2} \mathrm{c}_{\phi_{n}}^{2}\left(\mathrm { c } _ { \beta } \mathrm { s } _ { \gamma } \left(\mathrm{c}_{2 \alpha}(3 \lambda+4 \mu)+\right.\right. \\
& \left.\left.+3(\lambda+\mu) \mathrm{c}_{2\left(\theta_{n}-\alpha\right)}-3(6 \lambda+5 \mu) \mathrm{c}_{2 \theta_{n}}-2(9 \lambda+8 \mu)\right)+\mathrm{c}_{\gamma}\left(\mathrm{s}_{2 \alpha}(3 \lambda+4 \mu)-3(\lambda+\mu) \mathrm{s}_{2\left(\theta_{n}-\alpha\right)}\right)\right)+ \\
& +\frac{1}{4} \mathrm{~s}_{\beta} \mathrm{s}_{\phi_{n}}^{4}\left(\mathrm { c } _ { \gamma } \left(3(\lambda+\mu)\left(6 \mathrm{~s}_{2\left(\theta_{n}-\alpha\right)}+5 \mathrm{~s}_{\left.4 \theta_{n}-2 \alpha\right)}-\mathrm{s}_{2 \alpha}(3 \lambda+7 \mu)\right)-\mathrm{c}_{\beta} \mathrm{s}_{\gamma}\left(3 \mathrm{~s}_{2 \alpha}(\lambda+\mu)\left(6 \mathrm{~s}_{2 \theta_{n}}+5 \mathrm{~s}_{4 \theta_{n}}\right)+\right.\right.\right. \\
& \left.\left.+\mathrm{c}_{2 \alpha}\left(3(\lambda+\mu)\left(6 \mathrm{c}_{2 \theta_{n}}+5 \mathrm{c}_{4 \theta_{n}}\right)+3 \lambda+7 \mu\right)-2\left(3(3 \lambda+5 \mu) \mathrm{c}_{2 \theta_{n}}+9 \lambda+5 \mu\right)\right)\right)+ \\
& +\frac{3}{2} \mathrm{~s}_{\phi_{n}}^{3} \mathrm{c}_{\phi_{n}}\left(2 \mathrm{c}_{\beta} \mathrm{c}_{\gamma}\left(\mathrm{c}_{\alpha}(-(\lambda+\mu)) \mathrm{c}_{\theta_{n}}\left(5 \mathrm{c}_{2 \theta_{n}}+3\right)-\mathrm{s}_{\alpha} \mathrm{s}_{\theta_{n}}\left(5(\lambda+\mu) \mathrm{c}_{2 \theta_{n}}+5 \lambda+3 \mu\right)\right)+\right. \\
& \left.+\mathrm{c}_{2 \beta} \mathrm{~s}_{\gamma}\left(\mathrm{s}_{\alpha}(\lambda+\mu)\left(11 \mathrm{c}_{\theta_{n}}+5 \mathrm{c}_{3 \theta_{n}}\right)-2 \mathrm{c}_{\alpha} \mathrm{s}_{\theta_{n}}\left(5(\lambda+\mu) \mathrm{c}_{2 \theta_{n}}+5 \lambda+3 \mu\right)\right)\right)+\mu \mathrm{c}_{\phi_{n}}^{4}\left(2 \mathrm{~s}_{2 \alpha} \mathrm{~s}_{\beta} \mathrm{c}_{\gamma}+\left(\mathrm{c}_{2 \alpha}+2\right) \mathrm{s}_{2 \beta} \mathrm{~s}_{\gamma}\right)
\end{aligned}
$$ <br>

\hline $\sigma_{\theta \phi}$

$\Sigma_{\theta \phi}$ \& $$
\begin{aligned}
& \frac{A_{l} B s \mu}{512 \pi r^{3}(\lambda+2 \mu)} \Sigma_{\theta \phi}(\alpha, \beta, \gamma, \theta, \phi) \\
& -\mathrm{s}_{\alpha} \mathrm{s}_{\beta}^{2} \mathrm{~s}_{\gamma} \mathrm{s}_{\phi} \mathrm{s}_{\theta}+\mathrm{c}_{\alpha}^{2} \mathrm{~s}_{\beta} \mathrm{c}_{\theta}\left(\mathrm{c}_{\beta} \mathrm{s}_{\gamma} \mathrm{s}_{2 \phi}+\mathrm{c}_{\gamma} \mathrm{c}_{\phi}^{2}-\mathrm{c}_{\gamma} \mathrm{s}_{\phi}^{2}\right)+\mathrm{c}_{\alpha}\left(-\mathrm{c}_{\beta}\left(2 \mathrm{~s}_{\alpha} \mathrm{s}_{\beta} \mathrm{s}_{\gamma} \mathrm{c}_{\phi}^{2} \mathrm{c}_{\theta}+\mathrm{c}_{\gamma} \mathrm{s}_{\phi} \mathrm{s}_{\theta}\right)+\mathrm{s}_{\gamma}\left(\mathrm{s}_{\alpha} \mathrm{s}_{2 \beta} \mathrm{~s}_{\phi}^{2} \mathrm{c}_{\theta}-\right.\right. \\
& \left.\left.-\mathrm{s}_{\beta}^{2} \mathrm{c}_{\phi} \mathrm{s}_{\theta}\right)+\mathrm{c}_{\beta}^{2} \mathrm{~s}_{\gamma} \mathrm{c}_{\phi} \mathrm{s}_{\theta}\right)-\mathrm{s}_{\alpha}^{2} \mathrm{~s}_{\beta} \mathrm{c}_{\gamma} \mathrm{c}_{\phi}^{2} \mathrm{c}_{\theta}+\mathrm{s}_{\alpha} \mathrm{c}_{\beta}^{2} \mathrm{~s}_{\gamma} \mathrm{s}_{\phi} \mathrm{s}_{\theta}+\mathrm{s}_{\alpha}^{2} \mathrm{~s}_{\beta} \mathrm{c}_{\gamma} \mathrm{s}_{\phi}^{2} \mathrm{c}_{\theta}+\mathrm{s}_{2 \alpha} \mathrm{~s}_{\beta} \mathrm{c}_{\gamma} \mathrm{s}_{2 \phi} \mathrm{c}_{\theta}+ \\
& +\mathrm{s}_{\alpha} \mathrm{c}_{\beta} \mathrm{c}_{\phi}\left(\mathrm{c}_{\gamma} \mathrm{s}_{\theta}-2 \mathrm{~s}_{\alpha} \mathrm{s}_{\beta} \mathrm{s}_{\gamma} \mathrm{s}_{\phi} \mathrm{c}_{\theta}\right)
\end{aligned}
$$ <br>

\hline $\sigma_{\phi \phi}$

$\Sigma_{\phi \phi}$ \& $$
\begin{aligned}
& \frac{A_{B} s_{\mu}}{8 \pi r^{3}(\lambda+2 \mu)} \mathrm{s}_{\phi \phi}(\alpha, \beta, \gamma, \theta, \phi) \\
& \frac{3}{2} \mathrm{~s}_{\phi_{n}}^{3} \mathrm{c}_{\phi_{n}}\left(2 \mathrm{c}_{\beta} \mathrm{c}_{\gamma}\left(2 \mathrm{c}_{\alpha}(5 \lambda+4 \mu) \mathrm{s}_{\theta_{n}}^{2} \mathrm{c}_{\theta_{n}}-\mathrm{s}_{\alpha}(\lambda+\mu) \mathrm{s}_{\theta_{n}}\left(5 \mathrm{c}_{2 \theta_{n}}-3\right)-2 \mu \mathrm{c}_{\alpha} \mathrm{c}_{\theta_{n}}^{3}\right)+\mathrm{c}_{2 \beta} \mathrm{~s}_{\gamma}\left(\mathrm{c}_{\alpha}(\lambda+\mu)\left(11 \mathrm{~s}_{\theta_{n}}-5 \mathrm{~s}_{3 \theta_{n}}\right)+\right.\right. \\
& \left.\left.+2 \mathrm{~s}_{\alpha} \mathrm{c}_{\theta_{n}}\left(5(\lambda+\mu) \mathrm{c}_{2 \theta_{n}}-5 \lambda-3 \mu\right)\right)\right)+6 \mathrm{~s}_{\phi_{n}} \mathrm{c}_{\phi_{n}}^{3}\left(\mu \mathrm{c}_{\theta_{n}}\left(\mathrm{~s}_{\alpha} \mathrm{c}_{2 \beta} \mathrm{~s}_{\gamma}-\mathrm{c}_{\alpha} \mathrm{c}_{\beta} \mathrm{c}_{\gamma}\right)-(\lambda+\mu) \mathrm{s}_{\theta_{n}}\left(\mathrm{~s}_{\alpha} \mathrm{c}_{\beta} \mathrm{c}_{\gamma}+\mathrm{c}_{\alpha} \mathrm{c}_{2 \beta} \mathrm{~s}_{\gamma}\right)\right)+ \\
& +\mathrm{s}_{\beta} \mathrm{s}_{\phi_{n}}^{2} \mathrm{c}_{\phi_{n}}^{2}\left(\mathrm{c}_{\beta} \mathrm{s}_{\gamma}\left(\mathrm{c}_{2 \alpha}(3 \lambda+4 \mu)-3(\lambda+\mu) \mathrm{c}_{2\left(\theta_{n}-\alpha\right)}-15 \mu \mathrm{c}_{2 \theta_{n}}+16 \mu\right)+\mathrm{c}_{\gamma}\left(\mathrm{s}_{2 \alpha}(3 \lambda+4 \mu)+3(\lambda+\mu) \mathrm{s}_{2\left(\theta_{n}-\alpha\right)}\right)\right)+ \\
& +\frac{1}{8}\left(\mathrm { s } _ { 2 \beta } \mathrm { s } _ { \gamma } \mathrm { s } _ { \phi _ { n } } ^ { 2 } \left(3 \mathrm{~s}_{2 \alpha}(\lambda+\mu) \mathrm{s}_{\phi_{n}}^{2}\left(6 \mathrm{~s}_{2 \theta_{n}}-5 \mathrm{~s}_{4 \theta_{n}}\right)+\mathrm{c}_{2 \alpha} \mathrm{~s}_{\phi_{n}}^{2}\left(-\left(3(\lambda+\mu)\left(5 \mathrm{c}_{4 \theta_{n}}-6 \mathrm{c}_{2 \theta_{n}}\right)+3 \lambda+7 \mu\right)\right)-\right.\right. \\
& \left.3 \mathrm{c}_{2 \theta_{n}}\left(5(3 \lambda+\mu) \mathrm{c}_{2 \phi_{n}}+9 \lambda-5 \mu\right)+5(9 \lambda+\mu) \mathrm{c}_{2 \phi_{n}}+27 \lambda-5 \mu\right)-2 \mathrm{~s}_{\beta} \mathrm{c}_{\gamma} \mathrm{s}_{\phi_{n}}^{4}\left(\mathrm{~s}_{2 \alpha}(3 \lambda+7 \mu)+3(\lambda+\mu)\left(6 \mathrm{~s}_{2\left(\theta_{n}-\alpha\right)}-\right.\right. \\
& \left.\left.-5 \mathrm{~s}_{\left.4 \theta_{n}-2 \alpha\right)}\right)\right)+\mu \mathrm{c}_{\phi_{n}}^{4}\left(2 \mathrm{~s}_{2 \alpha} \mathrm{~s}_{\beta} \mathrm{c}_{\gamma}+\left(\mathrm{c}_{2 \alpha}-2\right) \mathrm{s}_{2 \beta} \mathrm{~s}_{\gamma}\right)
\end{aligned}
$$ <br>

\hline
\end{tabular}

TABLE III. Force dipole expansion of the stress field of a planar dislocation loop in spherical polars, relative to the origin. Nota that here $\mathrm{c}_{i} \equiv \cos (i), \mathrm{s}_{i} \equiv \sin (i)$.
where $\bar{\Sigma}_{i j}^{\prime}$ is again a function of the slip plane angles and of the square of the elastic constants, and $K_{i j}^{\prime}$ a constant directly proportional to the square of the elastic constants as well.

Equation 49 is reminiscent of eqn. 31 , as in both cases the hardening is found to be directly proportional to the dislocation density and to a spatial lengthscale related to the average size of the individual dislocation cluster (dipole or loop, that is). The average distance between loops, $\|\bar{x}\|$, can be proven to remain, as per properties of the Poisson distribution, inversely proportional to the square root of the expectation of the intensity, which in turn we have defined as proportional to $\bar{\rho}_{\text {dis }} / L_{\text {loop }}$. Thus, $\|\bar{x}\| \propto 1 / \sqrt[3]{\bar{\rho}_{\text {dis }} / L_{\text {loop }}}$. Hence, if $\|\bar{x}\| \approx \sqrt[3]{\bar{A}^{2} / \bar{L}}$, then $\bar{\sigma}_{i j} \propto \sqrt{\bar{\rho}_{\mathrm{dis}}}$, thereby recovering Taylor's equation.

Thus, it would seem that in 3D, obeying Taylor's equation binds the shape of the loop, measured by $\bar{A}$, to the length of its perimeter (i.e., of the dislocation line), $\bar{L}$, and these two variables to the average spacing between loops. This places a very particular expectation on the observed shape and spacing of the loops: the average distance between the loops must scale with $\sqrt[3]{A^{2} / \bar{L}}$. If the loops are such that their area-perimeter ratio is very large (for instance, very elongated), then they must be very far away from each other, and vice versa. In any other circumstance, Taylor's equation is not observed.

The spatial clustering of dislocations also renders similar conclusions. In particular, if we assume the intensity of the Poisson process to be the same as the one we considered a bivariate version of the 2D case described by eqn.28,

$$
\begin{equation*}
\nu(x, y, z)=\frac{\bar{\nu}}{2 \pi|y||z| s_{y} s_{z} \sqrt{1-\rho^{2}}} e^{-\frac{q}{2}} \tag{51}
\end{equation*}
$$

with

$$
q=\frac{1}{1-\rho^{2}}\left[\frac{\ln |y|-m_{y}}{s_{y}}-\frac{\ln |z|-m_{z}}{s_{z}^{2}}\right]^{2}
$$

where $\rho$ is the correlation between $y$ and $z$ (which we may assume to be zero to begin with), and $m_{i}, s_{i}$ the lognormal means and standard deviations. Through this, we are in effect promoting the clustering of dislocation loops along a narrow band located at some distance defined by $m_{y}$ and $m_{z}$ from the origin; for simplicity hereafter we assume that $m_{y}=0$, we obtain that the mean stress at the origin is of the form

$$
\begin{equation*}
\bar{\sigma}_{i j}=\frac{\pi B \bar{\rho}_{\mathrm{dis}} \bar{A} K_{i j}^{\prime} e^{-3 m_{z}+8 s_{z}^{4}}}{\bar{L}_{\mathrm{loop}} R(\lambda+2 \mu)} \bar{\varsigma}_{i j}\left(\alpha_{1}, \ldots, \alpha_{12}, \beta_{1}, \ldots, \beta_{12}, \gamma_{1}, \ldots, \gamma_{12}\right) \tag{52}
\end{equation*}
$$

where again $K_{i j}^{\prime}$ is a lengthy constant directly proportional to the elastic constants, and $\bar{\varsigma}_{i j}$ a geometric function directly proportional to the elastic constants. The same scaling and conclusions apply in this case: Taylor's equation is recovered only if $\|\bar{x}\| \approx \sqrt[3]{\bar{A}^{2} / \bar{L}}$. We also observe an inverse relationship between $\bar{\sigma}_{i j}$ and the median distance between the two 'walls', which again implies that eqn. 52 obeys the Hall-Petch relationship.

Thus, the crucial difference with the planar case is the area-perimeter requirement we have found for the dislocation loops in three dimensions. As in the 2D case, however, we still find two fundamental lengthscales governing the net stress state (the spacing between dislocations, and the area-perimeter ratio of the dislocation loops), and the Hall-Petch equation for wall-like structures.
a. Higher order contributions. If the variations in the stress field are of a similar lengthscale to the representative size of the loops, or if the dislocation cloud is dense, the dipolar approximation may not suffice in accurately capturing the short range stress fields between loops. In that event, the dipolar field formulation discussed here may have to be expanded to higher order multipolar terms such as those we have described in section 44.1 .

Given that the higher order contributions appear as summing terms in the fields expression, and because the expectation operator is linear, we may correct the average stress field at will by applying Campbell's theorem on the higher order multipolar terms contributions using the same marked process we have described above. We note that the $n^{\text {th }}$ order multipolar terms will depend on the $n-1$ moments of area of the dislocation loop, which as discussed in section 44.1 must be treated as additional marks in the point process.

As an example of the latter, in the following we focus on the significance the higher order multipolar terms have on the partial order where the signature of the loops is constant, and which leads to the Taylorlike equation. For instance, the octopolar field term given in section 44.1 (and collected in Appendix C) depends on the second moments of area, which were they to be treated as uniformly distributed marks (as we did with the loop's area), lead to the following correction term:

$$
\begin{equation*}
\bar{\sigma}_{i j}^{(3)}=\frac{B \mu \bar{\rho}_{\mathrm{dis}}}{\bar{L}_{\mathrm{loop}}(\lambda+2 \mu) R^{3}} K_{i j}\left(\bar{J}_{p q}, \alpha, \beta, \gamma ; \mu, \lambda\right) \tag{53}
\end{equation*}
$$

where $\bar{J}_{p q}$ are the average second moments of area of the loop, and where $K_{i j}$ depends on the crystallography and the elastic constants. We do not reproduced it here due to its length; as an briefer example however, we will reproduce the $\bar{\sigma}_{r \theta}$ octopolar component for uniformly distributed moments of area in the 'e' crystallographic orientation of an FCC crystal in table II:

$$
\begin{equation*}
\bar{\sigma}_{r \theta}^{(3)}=\frac{\pi \bar{\rho}_{\mathrm{dis}} B \mu}{16,384 \sqrt{3} R^{3}(\lambda+2 \mu) \bar{L}_{\mathrm{loop}}}\left(\bar{J}_{11}(534 \lambda+471 \mu)+\bar{J}_{22}(250 \lambda+301 \mu)\right) \tag{54}
\end{equation*}
$$

As can be seen, the octopolar terms will be directly proportional to the average moments of area. The octopolar term's average is added as a correction to the dipolar average term ( $\bar{\sigma}_{i j}^{(1)}$, given in eqn.49), so that

$$
\begin{equation*}
\bar{\sigma}_{i j}=\bar{\sigma}_{i j}^{(1)}+\bar{\sigma}_{i j}^{(3)} \tag{55}
\end{equation*}
$$

provides the complete average stress field of interest, which now is affected by the dipolar and octopolar terms. Clearly, $\bar{\sigma}_{i j}^{(3)}$ dominates in the short range. It does not alter the $\bar{\rho}_{\text {dis }} / \bar{L}_{\text {loop }}$ proportionality found in eqn.49, so in principle it is possible to express $\bar{\sigma}_{i j} \propto \sqrt{\bar{\rho}_{\mathrm{dis}}}$, thereby recovering Taylor's equation. However, the octopolar terms correct the $\sqrt{\bar{\rho}_{\text {dis }}}$ proportionality terms, which now will depend on some $\kappa^{(3)} \sqrt{\bar{\rho}_{\text {dis }}}$, where $\kappa=\bar{J}_{i j} / \bar{A}$ is the coefficient of variation of the loops' shape distribution, given that the second moments of area are the covariance of the latter. Thus, the loop's actual shape is seen to affect the average stress field in Taylor's equation, and it will become increasingly relevant if the latter is more disperse, since in that case for the same average distance between loop's centroids there being nearby dislocation lines becomes increasing likely.

Similarly, using higher order multipolar terms one could achieve additional correction terms dependent on the higher order moments of area. For the fourth order term, for instance, the average stress contribution may be shown to be proportional to the skewness-to-area ratio; the fifth to the kurtosis-to-area ratio, and so on. In general, we may say that

$$
\begin{equation*}
\bar{\sigma}_{i j}^{(n)} \propto \frac{\bar{\rho}_{\mathrm{dis}}}{\bar{L}_{\mathrm{loop}} R^{n}} \bar{J}_{u_{1} \ldots u_{n-1}} \tag{56}
\end{equation*}
$$

where $\bar{J}_{u_{1} \ldots u_{n-1}}$ is the average $n-1$ moment of the loop.
The higher order multipolar field corrections to the average stress field are increasingly accurate over shorter distances. This is because the field contribution of the $n^{\text {th }}$ order multipolar field correction decays with $r^{n+1}$. The range over which each applies can be given as defined by the ratio between the prior and following multipolar moment of areas (see [50]). If we call $r_{n}$ to the minimum distance over which the $n^{\text {th }}$ order multipolar correction is valid, then accounting for the directionality of the moments of area,

$$
\begin{equation*}
r_{n}=\min \left|\frac{\bar{J}_{u_{1} \ldots u_{n}}}{\bar{J}_{k_{1} \ldots k_{n-1}}}\right| \tag{57}
\end{equation*}
$$

This provides an estimate of the order of the multipolar correction needed to appropriately capture shorter range interactions at the desired lengthscale of the problem. The $2 n^{\text {th }}$ order statistical moments of the distribution of loop sizes are expected to be bounded by $n^{\text {th }}$ power of the variance [87], so $r_{n}$ is expected to converge to 0 .

What we therefore are able to show is that by taking the multipolar field expansion to increasingly higher orders, we can capture with increasing accuracy the short range interactions between dislocations, and that these reflect on the average stress fields as averages of the statistical moments of the distribution of loop shapes. This enables us to quantify, to an arbitrary accuracy, the latter's contributions to the collective stress state. In the limit, the multipolar fields converge to the actual fields of the loop, which would then be represented as complete, non-localised Burridge-Knopoff forces[50]. In such limit, one would recover the complete average stress state that could be computed from more sophisticated fibre process descriptions such as the ones considered in [48].

## 5. DISCUSSION AND CONCLUSIONS

This article provides a rigorous approach to computing the collective effect the collective effect that random populations of dislocations have on a crystalline material. In order to do so, we have employed the theory of stochastic point processes to introduce a disordered collection of dislocations in one, two, and three dimensions, and study the stress state they induce on a given material point. In each case,
we have generated a spatially distributed stochastic population of dislocations according to some point process, and then evaluated the resulting stress fields by invoking Campbell's theorem.

In 1 D and 2 D , we have shown that the assumption that the populations of dislocations may consist of individual dislocations, which for instance commonly underpins the simulations of discrete dislocation plasticity (see [9]), may lead to statistical indeterminacy, i.e., to situations where either the mean stress state cannot be defined, or where even if the latter exists, the associated variance is infinite. This has been found to be because a single realisation of a distribution of randomly allocated individual dislocations is not guaranteed to conserve mass. We have then argued that, at least in 2 D , and the possibility of alternative constructions notwithstanding, mass conservation may be recovered if dislocations occur as dipoles of dislocations of same magnitude but opposite sign, separated by a given distance which we subsequently assumed to be a random variable as well.

In order to enforce mass conservation in 2D, we have exploited the dipolar field expansion of a dipole of dislocations, which accurately describes the long-range fields of the dipole. In this way we have characterised the plastic neutrality of a disordered distribution of dislocation dipoles in 2 D . The dipoles have been defined by their sign, crystallographic orientation relative to the base plane, and the separation distance between the dislocations forming the dipole; these three variables have been treated stochastically. The subsequent sum of their collective stress fields over the material point has been performed by stochastic integration, showing that the collective effect of the system of dislocations ought to be on average zero, i.e., that the material remains plastically neutral, but with standard deviation proportional to the square root of the dislocation density.

In 3D, we have considered a random population of closed dislocation loops of random shape. We have offer the dipolar expansion of a dislocation loop as a way to study the long range effect of the elastic fields of the loop. Further higher order multipolar field expansions have also been discussed, as a means of correcting the dipolar approximation in situations where the stress variation may be too large for the dipolar approximation to remain accurate. This has led to characterising the loop via its slipped (enclosed) area, the crystallographic orientation, and its signature. The latter were described as random variables, and the collective effect of a random population computed via stochastic integration based on Campbell's theorem for point processes. As in 2D, this enabled us to show the stress neutrality of a disordered population of dislocation loops (i.e., that their mean stress field over a specific point is zero), and that the associated standard deviation was proportional to the square root of dislocation density.

This shows that global plastic neutrality may be enforced is mass is conserved locally, i.e., if the dislocations do not occur individually but in loops or dipoles that ensure that locally mass is conserved as well as globally. The global elastic neutrality also shows that entirely disordered systems of dislocations will experience a strong, if not total, attenuation of their internal elastic fields.

At the same time, we have studied a number of circumstances where the cloud of dislocations was not fully disordered. In this study we have focused on aligning dislocations so that their collective long range effects would always be, locally, of the same sign, and in localising the cloud on narrow bands reminiscent of lamellar structures. Both situations have their physical basis, and are perhaps more realistic than an entirely disordered cloud of dislocations. In doing so, we have established the following scaling laws that generalise Taylor's own for the average plastic relaxation $\bar{\sigma}$ : (1) in 2D, $\bar{\sigma} \propto \bar{l}_{\text {dipole }} \bar{\rho}_{\text {dis }}$; (2) in 3D, $\bar{\sigma} \propto \bar{A}_{\text {loop }} \bar{L}_{\text {loop }} \bar{\rho}_{\text {dis }}$. Here $\bar{l}_{\text {dipole }}, \bar{A}_{\text {loop }}$, and $\bar{L}_{\text {loop }}$ are, respectively, the average length of a dipole, average slipped surface, and average length of a dislocation line, and where $\bar{\rho}_{\text {dis }}$ is the average dislocation density. Higher order multipolar corrections of the stress field average have shown the increasing role of the loops' shape in describing the near field, via the covariance, skewness, and higher order moments of the distribution of loop shapes. Furthermore, in the case of two opposed 'random' walls of dislocations, we determine that $\bar{\sigma} \propto 1 / \sqrt{D_{\text {grain }}}$, i.e., that the collective of dislocations in such cases obeys the Hall-Petch relation.

With regards to these scaling laws, we may therefore remark the following conclusions:

1. Fully disordered populations of dislocations, as the forest dislocations are sometimes assumed to be, are plastically neutral (i.e., do not contribute to the plastic hardening).
2. Locally clustered random populations of dislocations, and random populations of fully aligned dislocations, can exhibit a Taylor style equation.
3. We observe two fundamental length scales contributing to the plastic hardening of a material: the average spacing between dislocation loops, which is related to the dislocation density $\bar{\rho}_{\text {dis }}$, and the average size of those loops. If both length scales match, Taylor's equation is observed; if they do not, then the hardening becomes directly proportional to the dislocation density and to the area-perimeter ratio of the dislocation loop.
4. If the random clouds of dislocations are heavily localised in wall-like structures, the average stress
scales with the inverse median distance between the walls, thereby obeying the Hall-Petch relationship.

Moreover, the mathematical procedure we have described focuses in evaluating the effect of an a priori unknown, random population of dislocations via methods of stochastic geometry, it could be extended to evaluating the local stress fields of experimentally observed populations of dislocations, and to verify whether the scaling conditions we have described are met.

A random population of dislocations is one in which the positions of individual dislocations are independent from one another, and allocated according to some point process of specific statistics. The constructive hypothesis of this study is that dislocations may be distributed in space according to a Poisson point process. This is tantamount to assuming that the location of one dislocation does not influence that of any other. A priori, this is a reasonable hypothesis if the material has been annealed, if the population arises from rare events such as radiation damage, or if the population of dislocations is superimposed to another that is already saturated and locked. It is also a reasonable assumption if one seeks to study long range effects, and the population of dislocations is heavily localised, since in that case the localisation effect will likely surpass the internal resolution of the structures.

However, there are instances where this hypothesis is no longer reasonable, particularly if the density of dislocations is large and the plasticity is heavily path dependent. Nevertheless, this does not mean that the methodology we have proposed here breaks down. As we have shown, the approximation of the loop's elastic fields via their dipolar moments may be extended to higher order terms, leading to arbitrarily more accurate expressions dependent on the higher order statistical moments of the distribution of loops, which as we have seen will be increasingly dominant in the near field; a similar approach could be employed in two dimensions if analogously, short range interactions had to be accounted with better accuracy. Furthermore, there exist alternative point processes the intensity of which models the internal interactions between points. An appropriate type of point process able to better capture such effect is the so-called Gibbs point process, where the distribution of points is affected by the neighbouring point's own attraction and repulsion [88]. Having said that, the modelling of such process is considerably challenging. The intensity measure of such point process depends on the system's total Hamiltonian, which in the case of an ensemble of points such as the one under consideration here is typically intractable owing to the large number of interacting particles involved, and is therefore not generally available. Future work will focus on extending the analysis presented here to stochastic processes involving interacting particles (using for instance a Gibbs process), and to specific studies of observable microstructures.

Thus, given a stochastic distribution of dislocations, this article has detailed how the global stress field (or, indeed, any other elastic field) can be computed. We have not homogenised the slip carried by dislocations along specific glide directions, nor have we focused on the population's evolution to external stimuli. In fact, we have shown and quantified that a given density of dislocations may induce radically different degrees of plastic relaxation on the material depending on the internal order of its constituent dislocations. Rather, we have concerned ourselves with deriving a methodology to compute the plastic state associated with any sort of dislocation populations, irrespective of their internal order or spatial localisation. In doing so, we have been able to show the most relevant salient macroscopic features of dislocation microstructures by studying the collective effect of random populations of dislocations. These collective effects have been studied under the theory of point processes and by relying on the multipolar expansions of dislocation clusters, and have been shown to lead to adequate scaling laws that generalise Taylor's equation, dislodging it from the strict square root dependency with the dislocation density for those situations where it might not hold true. These results are of immediate interest to the estimation of the stress state of large networks of dislocations. These may be experimentally observed, or obtained from large scale dislocation dynamics simulations. The main features of the dislocation network characterised in terms of the underlying point process (as is done for instance in geophysical applications[84]), and the stress fields evaluated as described in this article. They will also be useful in estimating the frictional stress experienced by a dislocation due to a cloud of background dislocations[8], and in generalising and randomising traditional regular patters of dislocations such as the Taylor lattice. We have introduced a simple, yet cost effective formalism to study such structures, and link them to experimentally measurable parameters. It has also allowed us to rigorously establish the statistical requirements that one should impose on random populations of dislocations in simulations of discrete dislocation dynamics, where such arrangements are often used as seeds.
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## APPENDICES

## Appendix A. Multipolar expansions of edge dislocation dipoles

The multipolar expansion of an edge dislocation dipole is attained from the multipolar expansion of a force distribution. Further details on this may be found in [50]. Here, it suffices to indicate that the elastic field of a body force distribution $f_{p}(\boldsymbol{x})$ acting on some infinite domain $\Omega$ is given by the representation theorem

$$
u_{i}(\boldsymbol{x})=\int_{\Omega^{\prime}} G_{i p}\left(\boldsymbol{x}-\boldsymbol{x}^{\prime}\right) f_{p}\left(\boldsymbol{x}^{\prime}\right) \mathrm{d} \Omega^{\prime}
$$

where Gip is the elastic Green's function. Expanding in Taylor series about $\boldsymbol{x}$, we find

$$
u_{i}(\boldsymbol{x})=\sum_{n=0}^{\infty} \frac{(-1)^{n}}{n!} \frac{\partial^{n} G_{i p}(\boldsymbol{x})}{\partial x_{k_{1}} \ldots \partial x_{k_{n}}} \gamma_{p k_{1} \ldots k_{n}}^{(n)}
$$

where $\gamma_{p k_{1} \ldots k_{n}}^{(n)}$ is the $n^{\text {th }}$ order multipolar moment, given by

$$
\gamma_{p k_{1} \ldots k_{n}}^{(n)}=\int_{\Omega^{\prime}}\left[x_{k_{1}}^{\prime} \cdot \ldots \cdot x_{k_{n}}^{\prime} f_{p}\left(\boldsymbol{x}^{\prime}\right)\right] \mathrm{d} \Omega^{\prime}
$$

A dipole of edge dislocations separated a distance $L$ from one another allows for the following BurridgeKnopoff force representation (see [89]), when the edge dislocation is given by $\left[u_{1}\right]=B\left[H\left(x_{1}\right)-H\left(x_{1}-L\right)\right]$,

$$
f_{1}=-B \mu\left[H\left(x_{1}\right)-H\left(x_{1}-L\right)\right] \delta^{\prime}\left(x_{2}\right), \quad f_{2}=-B \mu\left[\delta\left(x_{1}\right)-\delta\left(x_{1}-L\right)\right] \delta\left(x_{2}\right), \quad f_{3}=0
$$

where $H(\cdot)$ is the Heaviside function, $\delta(\cdot)$ the Dirac delta, $B$ the magnitude of the Burgers vector, $\mu$ the shear modulus. Accordingly, the first order, dipolar moment of the dipole of edge dislocations is

$$
\left.\gamma_{12}^{(1)}=\gamma_{21}^{(1}\right)=B \mu L
$$

Substituting this in the multipolar field expansion, we obtain $u_{i}(\boldsymbol{x})$ to dipolar order, and through differentiation, the stress fields. As is discussed in [50], these fields are extremely accurate in capturing the long range behaviour of the dipole.

## Appendix B. Average dipolar field of a random distribution of dislocation loops

The average dipolar fields at the origin for a random population of dislocation loops is given by:

$$
\begin{aligned}
& \bar{\sigma}_{r r}=\frac{\pi B \mu \bar{\rho}_{\mathrm{dis}} 2 \bar{A}(27 \lambda+31 \mu)}{384 R(\lambda+2 \mu)}\left[\sin \left(\beta_{1}\right) \cos \left(\beta_{1}\right) \sin \left(\gamma_{1}\right)+\sin \left(\beta_{10}\right) \cos \left(\beta_{10}\right) \sin \left(\gamma_{10}\right)+\right. \\
& +\sin \left(\beta_{11}\right) \cos \left(\beta_{11}\right) \sin \left(\gamma_{11}\right)+\sin \left(\beta_{12}\right) \cos \left(\beta_{12}\right) \sin \left(\gamma_{12}\right)+\sin \left(\beta_{2}\right) \cos \left(\beta_{2}\right) \sin \left(\gamma_{3}\right)+\sin \left(\beta_{3}\right) \cos \left(\beta_{3}\right) \sin \left(\gamma_{3}\right)+ \\
& +\sin \left(\beta_{4}\right) \cos \left(\beta_{4}\right) \sin \left(\gamma_{4}\right)+\sin \left(\beta_{5}\right) \cos \left(\beta_{5}\right) \sin \left(\gamma_{4}\right)+\sin \left(\beta_{6}\right) \cos \left(\beta_{6}\right) \sin \left(\gamma_{6}\right)+\sin \left(\beta_{7}\right) \cos \left(\beta_{7}\right) \sin \left(\gamma_{7}\right)+ \\
& \left.+\sin \left(\beta_{8}\right) \cos \left(\beta_{8}\right) \sin \left(\gamma_{8}\right)+\sin \left(\beta_{9}\right) \cos \left(\beta_{9}\right) \sin \left(\gamma_{9}\right)\right] \\
& \bar{\sigma}_{r \theta}=\frac{\pi B \mu \bar{\rho}_{\mathrm{dis}} 2 \bar{A}(27 \lambda+31 \mu)}{384 R(\lambda+2 \mu)}\left[\sin \left(\beta_{1}\right) \cos \left(\beta_{1}\right) \sin \left(\gamma_{1}\right)+\sin \left(\beta_{10}\right) \cos \left(\beta_{10}\right) \sin \left(\gamma_{10}\right)+\right. \\
& +\sin \left(\beta_{11}\right) \cos \left(\beta_{11}\right) \sin \left(\gamma_{11}\right)+\sin \left(\beta_{12}\right) \cos \left(\beta_{12}\right) \sin \left(\gamma_{12}\right)+\sin \left(\beta_{2}\right) \cos \left(\beta_{2}\right) \sin \left(\gamma_{3}\right)+ \\
& +\sin \left(\beta_{3}\right) \cos \left(\beta_{3}\right) \sin \left(\gamma_{3}\right)+\sin \left(\beta_{4}\right) \cos \left(\beta_{4}\right) \sin \left(\gamma_{4}\right)+\sin \left(\beta_{5}\right) \cos \left(\beta_{5}\right) \sin \left(\gamma_{4}\right)+\sin \left(\beta_{6}\right) \cos \left(\beta_{6}\right) \sin \left(\gamma_{6}\right)+ \\
& \left.+\sin \left(\beta_{7}\right) \cos \left(\beta_{7}\right) \sin \left(\gamma_{7}\right)+\sin \left(\beta_{8}\right) \cos \left(\beta_{8}\right) \sin \left(\gamma_{8}\right)+\sin \left(\beta_{9}\right) \cos \left(\beta_{9}\right) \sin \left(\gamma_{9}\right)\right] \\
& \bar{\sigma}_{r \phi}=-\frac{\pi B \mu \bar{\rho}_{\text {dis }} 2 \bar{A}(3 \lambda+\mu)}{384 R(\lambda+2 \mu)}\left[\sin \left(\alpha_{1}\right) \cos \left(\beta_{1}\right) \cos \left(\gamma_{1}\right)+\cos \left(\alpha_{1}\right) \cos \left(2 \beta_{1}\right) \sin \left(\gamma_{1}\right)+\right. \\
& +\sin \left(\alpha_{10}\right) \cos \left(\beta_{10}\right) \cos \left(\gamma_{10}\right)+\cos \left(\alpha_{10}\right) \cos \left(2 \beta_{10}\right) \sin \left(\gamma_{10}\right)+\sin \left(\alpha_{11}\right) \cos \left(\beta_{11}\right) \cos \left(\gamma_{11}\right)+ \\
& +\cos \left(\alpha_{11}\right) \cos \left(2 \beta_{11}\right) \sin \left(\gamma_{11}\right)+\sin \left(\alpha_{12}\right) \cos \left(\beta_{12}\right) \cos \left(\gamma_{12}\right)+\cos \left(\alpha_{12}\right) \cos \left(2 \beta_{12}\right) \sin \left(\gamma_{12}\right)+ \\
& +\sin \left(\alpha_{2}\right) \cos \left(\beta_{2}\right) \cos \left(\gamma_{2}\right)+\cos \left(\alpha_{2}\right) \cos \left(2 \beta_{2}\right) \sin \left(\gamma_{2}\right)+\sin \left(\alpha_{3}\right) \cos \left(\beta_{3}\right) \cos \left(\gamma_{3}\right)+ \\
& +\cos \left(\alpha_{3}\right) \cos \left(2 \beta_{3}\right) \sin \left(\gamma_{3}\right)+\sin \left(\alpha_{4}\right) \cos \left(\beta_{4}\right) \cos \left(\gamma_{4}\right)+\cos \left(\alpha_{4}\right) \cos \left(2 \beta_{4}\right) \sin \left(\gamma_{4}\right)+ \\
& +\sin \left(\alpha_{5}\right) \cos \left(\beta_{5}\right) \cos \left(\gamma_{4}\right)+\cos \left(\alpha_{5}\right) \cos \left(2 \beta_{5}\right) \sin \left(\gamma_{4}\right)+\sin \left(\alpha_{6}\right) \cos \left(\beta_{6}\right) \cos \left(\gamma_{6}\right)+\cos \left(\alpha_{6}\right) \cos \left(2 \beta_{6}\right) \sin \left(\gamma_{6}\right)+ \\
& +\sin \left(\alpha_{7}\right) \cos \left(\beta_{7}\right) \cos \left(\gamma_{7}\right)+\cos \left(\alpha_{7}\right) \cos \left(2 \beta_{7}\right) \sin \left(\gamma_{7}\right)+\sin \left(\alpha_{8}\right) \cos \left(\beta_{8}\right) \cos \left(\gamma_{8}\right)+\cos \left(\alpha_{8}\right) \cos \left(2 \beta_{8}\right) \sin \left(\gamma_{8}\right)+ \\
& \left.\left.+\sin \left(\alpha_{9}\right) \cos \left(\beta_{9}\right) \cos \left(\gamma_{9}\right)+\cos \left(\alpha_{9}\right) \cos \left(2 \beta_{9}\right) \sin \left(\gamma_{9}\right)\right)\right] \\
& \bar{\sigma}_{\theta \theta}=-\frac{2 \bar{A} B \mu \bar{\rho}_{\mathrm{dis}} \pi}{3072(\lambda+2 \mu) R}\left[2(3 \lambda+19 \mu) \cos \left(\gamma_{1}\right) \sin \left(2 \alpha_{1}\right) \sin \left(\beta_{1}\right)+2(3 \lambda+19 \mu) \cos \left(\gamma_{10}\right) \sin \left(2 \alpha_{10}\right) \sin \left(\beta_{10}\right)+6 \lambda \cos \left(\gamma_{11}\right) \sin (20\right. \\
& \bar{\sigma}_{\theta \phi}=\frac{\pi B \mu \bar{\rho}_{\mathrm{dis}} 2 \bar{A}(3 \lambda+19 \mu)}{3072 R(\lambda+2 \mu)}\left[-\sin \left(2 \alpha_{1}\right) \sin \left(2 \beta_{1}\right) \sin \left(\gamma_{1}\right)+2 \cos \left(2 \alpha_{1}\right) \sin \left(\beta_{1}\right) \cos \left(\gamma_{1}\right)-\sin \left(2 \alpha_{10}\right) \sin \left(2 \beta_{10}\right) \sin \left(\gamma_{10}\right)+\right. \\
& +2 \cos \left(2 \alpha_{10}\right) \sin \left(\beta_{10}\right) \cos \left(\gamma_{10}\right)-\sin \left(2 \alpha_{11}\right) \sin \left(2 \beta_{11}\right) \sin \left(\gamma_{11}\right)+2 \cos \left(2 \alpha_{11}\right) \sin \left(\beta_{11}\right) \cos \left(\gamma_{11}\right)- \\
& -\sin \left(2 \alpha_{12}\right) \sin \left(2 \beta_{12}\right) \sin \left(\gamma_{12}\right)+2 \cos \left(2 \alpha_{12}\right) \sin \left(\beta_{12}\right) \cos \left(\gamma_{12}\right)-\sin \left(2 \alpha_{2}\right) \sin \left(2 \beta_{2}\right) \sin \left(\gamma_{2}\right)+ \\
& +2 \cos \left(2 \alpha_{2}\right) \sin \left(\beta_{2}\right) \cos \left(\gamma_{2}\right)-\sin \left(2 \alpha_{3}\right) \sin \left(2 \beta_{3}\right) \sin \left(\gamma_{3}\right)+2 \cos \left(2 \alpha_{3}\right) \sin \left(\beta_{3}\right) \cos \left(\gamma_{3}\right)- \\
& -\sin \left(2 \alpha_{4}\right) \sin \left(2 \beta_{4}\right) \sin \left(\gamma_{4}\right)+2 \cos \left(2 \alpha_{4}\right) \sin \left(\beta_{4}\right) \cos \left(\gamma_{4}\right)-\sin \left(2 \alpha_{5}\right) \sin \left(2 \beta_{5}\right) \sin \left(\gamma_{4}\right)+2 \cos \left(2 \alpha_{5}\right) \sin \left(\beta_{5}\right) \cos \left(\gamma_{4}\right)- \\
& -\sin \left(2 \alpha_{6}\right) \sin \left(2 \beta_{6}\right) \sin \left(\gamma_{6}\right)+2 \cos \left(2 \alpha_{6}\right) \sin \left(\beta_{6}\right) \cos \left(\gamma_{6}\right)-\sin \left(2 \alpha_{7}\right) \sin \left(2 \beta_{7}\right) \sin \left(\gamma_{7}\right)+2 \cos \left(2 \alpha_{7}\right) \sin \left(\beta_{7}\right) \cos \left(\gamma_{7}\right)- \\
& \left.-\sin \left(2 \alpha_{8}\right) \sin \left(2 \beta_{8}\right) \sin \left(\gamma_{8}\right)+2 \cos \left(2 \alpha_{8}\right) \sin \left(\beta_{8}\right) \cos \left(\gamma_{8}\right)-\sin \left(2 \alpha_{9}\right) \sin \left(2 \beta_{9}\right) \sin \left(\gamma_{9}\right)+2 \cos \left(2 \alpha_{9}\right) \sin \left(\beta_{9}\right) \cos \left(\gamma_{9}\right)\right] \\
& \sigma_{\phi \phi}=\frac{2 \bar{A} B \mu \bar{\rho}_{\text {dis }} \pi}{3072(\lambda+2 \mu) R}\left[2(3 \lambda+19 \mu) \cos \left(\gamma_{1}\right) \sin \left(2 \alpha_{1}\right) \sin \left(\beta_{1}\right)+2(3 \lambda+19 \mu) \cos \left(\gamma_{10}\right) \sin \left(2 \alpha_{10}\right) \sin \left(\beta_{10}\right)+6 \lambda \cos \left(\gamma_{11}\right) \sin \left(2 \alpha_{1}\right.\right.
\end{aligned}
$$

## Appendix C. Octopolar field approximation

The octopolar field components of a dislocation loop are given by:

$$
\begin{align*}
\sigma_{11}^{3}= & \frac{1}{8 \pi\left(\lambda+2 \mu R^{11}\right.}\left[5 x _ { 1 } x _ { 3 } \left(\gamma_{1311}^{(3)}\left(\lambda\left(20 x_{1}^{4}-37 x_{1}^{2}\left(x_{2}^{2}+x_{3}^{2}\right)+6\left(x_{2}^{2}+x_{3}^{2}\right)^{2}\right)+3 \mu\left(8 x_{1}^{4}-12 x_{1}^{2}\left(x_{2}^{2}+x_{3}^{2}\right)+\left(x_{2}^{2}+x_{3}^{2}\right)^{2}\right)\right)\right.\right. \\
& -3 \gamma_{1322}^{(3)}\left(7 \lambda x_{1}^{2}\left(x_{1}^{2}-8 x_{2}^{2}+x_{3}^{2}\right)+\mu\left(8 x_{1}^{4}+x_{1}^{2}\left(9 x_{3}^{2}-61 x_{2}^{2}\right)-6 x_{2}^{4}-5 x_{2}^{2} x_{3}^{2}+x_{3}^{4}\right)\right)+12 \gamma_{3111}^{(3)} \lambda x_{1}^{4} \\
& -39 \gamma_{3111}^{(3)} \lambda x_{1}^{2} x_{2}^{2}-39 \gamma_{3111}^{(3)} \lambda x_{1}^{2} x_{3}^{2}+12 \gamma_{3111}^{(3)} \lambda x_{2}^{4}+24 \gamma_{3111}^{(3)} \lambda x_{2}^{2} x_{3}^{2}+12 \gamma_{3111}^{(3)} \lambda x_{3}^{4}+8 \gamma_{3111}^{(3)} \mu x_{1}^{4} \\
& -40 \gamma_{3111}^{(3)} \mu x_{1}^{2} x_{2}^{2}-40 \gamma_{3111}^{(3)} \mu x_{1}^{2} x_{3}^{2}+15 \gamma_{3111}^{(3)} \mu x_{2}^{4}+30 \gamma_{3111}^{(3)} \mu x_{2}^{2} x_{3}^{2}+15 \gamma_{3111}^{(3)} \mu x_{3}^{4}-15 \gamma_{3122}^{(3)} \lambda x_{1}^{4} \\
& +138 \gamma_{3122}^{(3)} \lambda x_{1}^{2} x_{2}^{2}-9 \gamma_{3122}^{(3)} \lambda x_{1}^{2} x_{3}^{2}-36 \gamma_{3122}^{(3)} \lambda x_{2}^{4}-30 \gamma_{3122}^{(3)} \lambda x_{2}^{2} x_{3}^{2}+6 \gamma_{3122}^{(3)} \lambda x_{3}^{4}-12 \gamma_{3122}^{(3)} \mu x_{1}^{4} \\
& \left.\left.+123 \gamma_{3122}^{(3)} \mu x_{1}^{2} x_{2}^{2}-3 \gamma_{3122}^{(3)} \mu x_{1}^{2} x_{3}^{2}-54 \gamma_{3122}^{(3)} \mu x_{2}^{4}-45 \gamma_{3122}^{(3)} \mu x_{2}^{2} x_{3}^{2}+9 \gamma_{3122}^{(3)} \mu x_{3}^{4}\right)\right] \tag{79}
\end{align*}
$$

$$
\begin{align*}
\sigma_{22}^{3}= & \frac{1}{8 \pi(\lambda+2 \mu) R^{11}}\left[5 x _ { 1 } x _ { 3 } \left(-\left(\gamma_{1311}^{(3)}+\gamma_{3111}^{(3)}\right)\left(21 \lambda x_{2}^{2}\left(-2 x_{1}^{2}+x_{2}^{2}+x_{3}^{2}\right)+\mu\left(4 x_{1}^{4}+x_{1}^{2}\left(x_{3}^{2}-41 x_{2}^{2}\right)+\right.\right.\right.\right. \\
& \left.\left.3\left(6 x_{2}^{4}+5 x_{2}^{2} x_{3}^{2}-x_{3}^{4}\right)\right)\right)+3 \gamma_{1322}^{(3)}\left(\lambda\left(2 x_{1}^{4}+x_{1}^{2}\left(4 x_{3}^{2}-31 x_{2}^{2}\right)+30 x_{2}^{4}-31 x_{2}^{2} x_{3}^{2}+2 x_{3}^{4}\right)\right. \\
& \left.+3 \mu\left(x_{1}^{4}+2 x_{1}^{2}\left(x_{3}^{2}-6 x_{2}^{2}\right)+8 x_{2}^{4}-12 x_{2}^{2} x_{3}^{2}+x_{3}^{4}\right)\right)+3 \gamma_{3122}^{(3)}\left(\lambda \left(2 x_{1}^{4}+x_{1}^{2}\left(4 x_{3}^{2}-31 x_{2}^{2}\right)+30 x_{2}^{4}\right.\right. \\
& \left.\left.\left.\left.-31 x_{2}^{2} x_{3}^{2}+2 x_{3}^{4}\right)+3 \mu\left(x_{1}^{4}+2 x_{1}^{2}\left(x_{3}^{2}-6 x_{2}^{2}\right)+8 x_{2}^{4}-12 x_{2}^{2} x_{3}^{2}+x_{3}^{4}\right)\right)\right)\right] \tag{80}
\end{align*}
$$

$$
\begin{align*}
\sigma_{33}^{3}= & -\frac{1}{8 \pi(\lambda+2 \mu) R^{11}}\left[5 x _ { 1 } x _ { 3 } \left(\gamma_{1311}^{(3)} \lambda\left(8 x_{1}^{4}+2 x_{1}^{2}\left(x_{2}^{2}-20 x_{3}^{2}\right)-6 x_{2}^{4}+9 x_{2}^{2} x_{3}^{2}+15 x_{3}^{4}\right)\right.\right. \\
& +3 \gamma_{1311}^{(3)} \mu\left(4 x_{1}^{4}+x_{1}^{2}\left(x_{2}^{2}-13 x_{3}^{2}\right)-3 x_{2}^{4}+x_{2}^{2} x_{3}^{2}+4 x_{3}^{4}\right)+3 \gamma_{1322}^{(3)} \lambda\left(-2 x_{1}^{4}+x_{1}^{2}\left(10 x_{2}^{2}+3 x_{3}^{2}\right)\right. \\
& \left.+12 x_{2}^{4}-46 x_{2}^{2} x_{3}^{2}+5 x_{3}^{4}\right)+3 \gamma_{1322}^{(3)} \mu\left(-3 x_{1}^{4}+x_{1}^{2}\left(15 x_{2}^{2}+x_{3}^{2}\right)+18 x_{2}^{4}-41 x_{2}^{2} x_{3}^{2}+4 x_{3}^{4}\right) \\
& -42 \gamma_{3111}^{(3)} \lambda x_{1}^{2} x_{3}^{2}+21 \gamma_{3111}^{(3)} \lambda x_{2}^{2} x_{3}^{2}+21 \gamma_{3111}^{(3)} \lambda x_{3}^{4}-4 \gamma_{3111}^{(3)} \mu x_{1}^{4}-\gamma_{3111}^{(3)} \mu x_{1}^{2} x_{2}^{2}-43 \gamma_{3111}^{(3)} \mu x_{1}^{2} x_{3}^{2} \\
& +3 \gamma_{3111}^{(3)} \mu x_{2}^{4}+27 \gamma_{3111}^{(3)} \mu x_{2}^{2} x_{3}^{2}+24 \gamma_{31111}^{(3)} \mu x_{3}^{4}+21 \gamma_{3122}^{(3)} \lambda x_{1}^{2} x_{3}^{2}-168 \gamma_{3122}^{(3)} \lambda x_{2}^{2} x_{3}^{2}+21 \gamma_{3122}^{(3)} \lambda x_{3}^{4} \\
& \left.+3 \gamma_{3122}^{(3)} \mu x_{1}^{4}-15 \gamma_{3122}^{(3)} \mu x_{1}^{2} x_{2}^{2}+27 \gamma_{3122}^{(3)} \mu x_{1}^{2} x_{3}^{2}-18 \gamma_{3122}^{(3)} \mu x_{2}^{4}-183 \gamma_{3122}^{(3)} \mu x_{2}^{2} x_{3}^{2}+24 \gamma_{3122}^{(3)} \mu x_{3}^{4}\right)( \tag{81}
\end{align*}
$$

$$
\begin{align*}
\sigma_{12}^{3}= & \frac{1}{8 \pi(\lambda+2 \mu) R^{11}}\left[5 x _ { 2 } x _ { 3 } \left(\gamma _ { 1 3 1 1 } ^ { ( 3 ) } \left(\lambda\left(30 x_{1}^{4}-31 x_{1}^{2}\left(x_{2}^{2}+x_{3}^{2}\right)+2\left(x_{2}^{2}+x_{3}^{2}\right)^{2}\right)+\mu\left(36 x_{1}^{4}-26 x_{1}^{2}\left(x_{2}^{2}+x_{3}^{2}\right)\right.\right.\right.\right. \\
& \left.\left.+\left(x_{2}^{2}+x_{3}^{2}\right)^{2}\right)\right)-3 \gamma_{1322}^{(3)}\left(21 \lambda x_{1}^{2}\left(x_{1}^{2}-2 x_{2}^{2}+x_{3}^{2}\right)+\mu\left(24 x_{1}^{4}+x_{1}^{2}\left(27 x_{3}^{2}-43 x_{2}^{2}\right)-4 x_{2}^{4}-x_{2}^{2} x_{3}^{2}+3 x_{3}^{4}\right)\right) \\
& +3(\lambda+\mu)\left(\gamma_{3111}^{(3)}\left(8 x_{1}^{4}-12 x_{1}^{2}\left(x_{2}^{2}+x_{3}^{2}\right)+\left(x_{2}^{2}+x_{3}^{2}\right)^{2}\right)-\gamma_{3122}^{(3)}\left(18 x_{1}^{4}+x_{1}^{2}\left(15 x_{3}^{2}-41 x_{2}^{2}\right)\right.\right. \\
& \left.\left.\left.\left.+4 x_{2}^{4}+x_{2}^{2} x_{3}^{2}-3 x_{3}^{4}\right)\right)\right)\right] \tag{82}
\end{align*}
$$

$$
\begin{align*}
\sigma_{13}^{3}= & \frac{1}{8 \pi(\lambda+2 \mu) R^{11}}\left[\gamma_{1311}^{(3)} \lambda\left(-12 x_{1}^{6}+3 x_{1}^{4}\left(3 x_{2}^{2}+53 x_{3}^{2}\right)+x_{1}^{2}\left(19 x_{2}^{4}-117 x_{2}^{2} x_{3}^{2}-136 x_{3}^{4}\right)-2\left(x_{2}^{2}-4 x_{3}^{2}\right)\left(x_{2}^{2}+x_{3}^{2}\right)^{2}\right)\right. \\
& +\gamma_{1311}^{(3)} \mu\left(-16 x_{1}^{6}+2 x_{1}^{4}\left(x_{2}^{2}+91 x_{3}^{2}\right)+x_{1}^{2}\left(17 x_{2}^{4}-96 x_{2}^{2} x_{3}^{2}-113 x_{3}^{4}\right)-\left(x_{2}^{2}-4 x_{3}^{2}\right)\left(x_{2}^{2}+x_{3}^{2}\right)^{2}\right) \\
& +15 \gamma_{1322}^{(3)} \lambda x_{1}^{2}\left(x_{1}^{4}-5 x_{1}^{2}\left(x_{2}^{2}+x_{3}^{2}\right)-6 x_{2}^{4}+51 x_{2}^{2} x_{3}^{2}-6 x_{3}^{4}\right)+3 \gamma_{1322}^{(3)} \mu\left(6 x_{1}^{6}-27 x_{1}^{4}\left(x_{2}^{2}+x_{3}^{2}\right)\right. \\
& \left.+x_{1}^{2}\left(-37 x_{2}^{4}+276 x_{2}^{2} x_{3}^{2}-37 x_{3}^{4}\right)-4 x_{2}^{6}+23 x_{2}^{4} x_{3}^{2}+23 x_{2}^{2} x_{3}^{4}-4 x_{3}^{6}\right)+120 \gamma_{3111}^{(3)} \lambda x_{1}^{4} x_{3}^{2}-180 \gamma_{3111}^{(3)} \lambda x_{1}^{2} x_{2}^{2} x_{3}^{2} \\
& -180 \gamma_{3111}^{(3)} \lambda x_{1}^{2} x_{3}^{4}+15 \gamma_{3111}^{(3)} \lambda x_{2}^{4} x_{3}^{2}+30 \gamma_{3111}^{(3)} \lambda x_{2}^{2} x_{3}^{4}+15 \gamma_{3111}^{(3)} \lambda x_{3}^{6}+8 \gamma_{3111}^{(3)} \mu x_{1}^{6}-16 \gamma_{3111}^{(3)} \mu x_{1}^{4} x_{2}^{2} \\
& +104 \gamma_{3111}^{(3)} \mu x_{1}^{4} x_{3}^{2}-21 \gamma_{3111}^{(3)} \mu x_{1}^{2} x_{2}^{4}-222 \gamma_{3111}^{(3)} \mu x_{1}^{2} x_{2}^{2} x_{3}^{2}-201 \gamma_{3111}^{(3)} \mu x_{1}^{2} x_{3}^{4}+3 \gamma_{3111}^{(3)} \mu x_{2}^{6}+24 \gamma_{3111}^{(3)} \mu x_{2}^{4} x_{3}^{2} \\
& +39 \gamma_{3111}^{(3)} \mu x_{2}^{2} x_{3}^{4}+18 \gamma_{3111}^{(3)} \mu x_{3}^{6}-90 \gamma_{3122}^{(3)} \lambda x_{1}^{4} x_{3}^{2}+765 \gamma_{3122}^{(3)} \lambda x_{1}^{2} x_{2}^{2} x_{3}^{2}-75 \gamma_{3122}^{(3)} \lambda x_{1}^{2} x_{3}^{4}-90 \gamma_{3122}^{(3)} \lambda x_{2}^{4} x_{3}^{2} \\
& -75 \gamma_{3122}^{(3)} \lambda x_{2}^{2} x_{3}^{4}+15 \gamma_{3122}^{(3)} \lambda x_{3}^{6}-12 \gamma_{3122}^{(3)} \mu x_{1}^{6}+69 \gamma_{3122}^{(3)} \mu x_{1}^{4} x_{2}^{2}-111 \gamma_{3122}^{(3)} \mu x_{1}^{4} x_{3}^{2}+69 \gamma_{3122}^{(3)} \mu x_{1}^{2} x_{2}^{4} \\
& \left.+828 \gamma_{3122}^{(3)} \mu x_{1}^{2} x_{2}^{2} x_{3}^{2}-81 \gamma_{3122}^{(3)} \mu x_{1}^{2} x_{3}^{4}-12 \gamma_{3122}^{(3)} \mu x_{2}^{6}-111 \gamma_{3122}^{(3)} \mu x_{2}^{4} x_{3}^{2}-81 \gamma_{3122}^{(3)} \mu x_{2}^{2} x_{3}^{4}+18 \gamma_{3122}^{(3)} \mu x_{3}^{6}\right] \tag{83}
\end{align*}
$$

$$
\begin{align*}
\sigma_{23}^{3}= & -\frac{1}{8 \pi(\lambda+2 \mu) R^{11}}\left[5 x _ { 1 } x _ { 2 } \left(\gamma_{1311}^{(3)}(\lambda+\mu)\left(4 x_{1}^{4}+x_{1}^{2}\left(x_{2}^{2}-41 x_{3}^{2}\right)-3\left(x_{2}^{4}-5 x_{2}^{2} x_{3}^{2}-6 x_{3}^{4}\right)\right)\right.\right. \\
& -3 \gamma_{1322}^{(3)}(\lambda+\mu)\left(3 x_{1}^{4}-x_{1}^{2}\left(x_{2}^{2}+15 x_{3}^{2}\right)-4 x_{2}^{4}+41 x_{2}^{2} x_{3}^{2}-18 x_{3}^{4}\right)-42 \gamma_{311}^{(3)} \lambda x_{1}^{2} x_{3}^{2}+21 \gamma_{3111}^{(3)} \lambda x_{2}^{2} x_{3}^{2} \\
& +21 \gamma_{3111}^{(3)} \lambda x_{3}^{4}-4 \gamma_{3111}^{(3)} \mu x_{1}^{4}-\gamma_{3111}^{(3)} \mu x_{1}^{2} x_{2}^{2}-43 \gamma_{3111}^{(3)} \mu x_{1}^{2} x_{3}^{2}+3 \gamma_{3111}^{(3)} \mu x_{2}^{4}+27 \gamma_{3111}^{(3)} \mu x_{2}^{2} x_{3}^{2} \\
& +24 \gamma_{3111}^{(3)} \mu x_{3}^{4}+63 \gamma_{3122}^{(3)} \lambda x_{1}^{2} x_{3}^{2}-126 \gamma_{3122}^{(3)} \lambda x_{2}^{2} x_{3}^{2}+63 \gamma_{3122}^{(3)} \lambda x_{3}^{4}+9 \gamma_{3122}^{(3)} \mu x_{1}^{4}-3 \gamma_{3122}^{(3)} \mu x_{1}^{2} x_{2}^{2}+81 \gamma_{3122}^{(3)} \mu x_{1}^{2} x_{3}^{2} \\
& \left.-12 \gamma_{3122}^{(3)} \mu x_{2}^{4}-129 \gamma_{3122}^{(3)} \mu x_{2}^{2} x_{3}^{2}+72 \gamma_{3122}^{(3)} \mu x_{3}^{4}\right) \tag{84}
\end{align*}
$$

Here $R=\sqrt{x_{1}^{2}+x_{2}^{2}+x_{3}^{2}}$, and $\gamma_{3111}^{(3)}=B \mu J_{11}=\gamma_{1311}^{(3)}=\gamma_{1131}^{(3)}=\gamma_{1113}^{(3)}, \gamma_{1322}^{(3)}=\gamma_{1232}^{(3)}=\gamma_{1223}^{(3)}=\gamma_{3122}^{(3)}=$ $B \mu J_{22}$
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[^1]:    ${ }^{1}$ We also note that in the event the dislocation mass is not conserved, i.e., if the probability of positive and negative dislocations is not exactly the same, $\bar{\tau}=\infty$, irrespective of the point process

[^2]:    ${ }^{2}$ If rather than two disperse walls of dislocations, as we have considered above, we were to have only one (which may be achieved by exchanging $|y|$ for $y$ in eqn.28), one case prove that $\bar{\sigma}_{i j}$ is half the one predicted by eqn. 29 .

