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#### Abstract

This work presents a bivariate extension of the moment projection method (BVMPM) for solving the two-dimensional population balance equations involving particle inception, growth, shrinkage, coagulation and fragmentation. A two-dimensional Blumstein and Wheeler algorithm is proposed to generate a set of weighted particles that approximate the number density function. With this algorithm, the number of the smallest particles can be directly tracked, closing the shrinkage and fragmentation moment source terms. The performance of BVMPM has been tested against the hybrid method of moments (HMOM) and the stochastic method. Results suggest that BVMPM can achieve higher accuracy than HMOM in treating shrinkage and fragmentation processes where the number of the smallest particles plays an important role.
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## 1. Introduction

The modeling of discrete populations of particles has found wide applications in environmental, biological, medical and technological systems [1-9]. The evolution of the particle population can be modeled using a population balance equation (PBE), which can be expressed as the number density function (NDF) associated to the particles' properties [10]. In general, the NDF depends on time, location and a set of internal coordinates such as particle volume, temperature, composition and surface area. The PBEs usually contain an inception term corresponding to the formation of particles from the surrounding environment, a growth term due to particle surface reactions, a shrinkage term due to oxidation or evaporation, a coagulation term due to the collision and sticking of particles as well as a fragmentation term describing the breakage of large particles. The resulting PBE is mathematically an integro-differential equation which is so complex that analytical solution rarely exits.

For years, different numerical methods have been proposed to solve the PBEs. A review of the models of particle formation and the numerical methods used to solve them can be found in [11]. These methods often encompass a trade-off between accuracy and computational efficiency. The stochastic methods $[12,13]$ are able to provide a highly detailed description about the evolution of the NDF; however, under certain condition, the computational time and memory requirement can be intractable. In sectional methods [1417], the NDF is discretised into a number of sections or bins, then the PBE
is transformed into a set of ordinary differential equations (ODEs) that describe the evolution of particle populations within each section. Sectional methods are intuitive. However, they usually require large numbers of sections to achieve high accuracy, making them computationally expensive. The method of moments (MOM) [18] enables a good balance between the physical details and computational efficiency. MOM is a class of methods for tracking a few lower-order moments from a population of particles without having explicit knowledge of the NDF itself as only the integral quantities of the particles are of interest for most applications. Unfortunately, the moment equations are usually unclosed. Depending on the coagulation kernel used, fractional-order moments may be present in the moment equations. These moments are not directly solver for and should be properly estimated. For the particle negative growth processes such as shrinkage and fragmentation, the number of the smallest particles is needed to close the corresponding moment equations. However, this information is lost in MOM since the NDF has been transformed into moments. Up to now, numerous methods have been introduced trying to handle these closure problems.

A successful approach to approximate the fractional-order moments is the method of moments with interpolative closure (MOMIC) [19-22] where a functional relationship between the fractional-order moments and integerorder moments is created. The formalism of MOMIC allows one to resolve for the number of the smallest particles for particle inception, growth and coagulation without closure problems. Because of numerical simplicity and ease of implementation, MOMIC has been widely adopted for the treatment of inception, coagulation and growth processes. Another closure approach
is the quadrature method of moments (QMOM) [23-26] where the NDF is approximated using a set of weighted particles and weights which are computed by a product-difference (PD) algorithm [27] based on the moments. The direct quadrature method of moments (DQMOM) [28] is an extension of QMOM, where the particles and weights are tracked directly without referring to the PD algorithm. DQMOM has advantages of being computationally cheap and can be easily extended to describe multivariate PBEs. However, it suffers from the problem of singularities with certain initial conditions and artificial perturbations are needed to prevent failure in the numerical solution. Recently, the standard QMOM has been modified by applying the Gauss-Radau quadrature interpolation rule to fix one quadrature node at the smallest particle size. The resulting method, namely QMOM-Radau [29], leads to a better statistical representation of the PSD compared with the standard QMOM.

In order to handle the particle negative growth problem, a number of moment methods are proposed with the focus being on the reconstruction of the NDF [30-35]. In [30] a finite-size domain complete set of trial functions method of moments (FCMOM) is proposed where the NDF is approximated with a series of Legendre polynomials. Unfortunately, this method fails to guarantee the positivity of the reconstructed NDF due to the limited number of polynomials that can be determined. In the extended quadrature method of moments (EQMOM) [31, 32], the NDF is approximated with a set of continuous non-negative kernel density functions such as gamma, beta and log-normal functions. With the reconstructed NDF, the closure of the shrinkage or fragmentation moment equations becomes straightforward. However,
this method requires prior information of the shape of the NDF to select a suitable kernel function.

Most of the methods described above are restricted to the univariate NDF, making them not suitably to include enough characteristics to accurately describe a nanoparticle system. For many applications, it is usually inefficient to describe the population of particles based on only one internal coordinate. For example, the soot particles formed in flames usually exist in the form of aggregates. A proper description of the soot particle population is usually based on a bivarate NDF that is a function of both the particle volume and surface area so that the fractal dimension can be considered. In most particle synthesis reactors, not only are the particle sizes evolving in time and location, but also is the particle morphology as a result of coagulation (also referred to as aggregation). To better design such reactors, it is necessary to adopt a mathematical description of the bivariate PBE which is more complex and computationally difficult.

As a historical footnote, in [36] the bivariate extension of MOM for the evolution of the two radii of curvature of ellipsoidal particles in a continuously fed batch reactor is considered for the first time. However, they did not actually complete a bivariate moment calculation but outlined a possible solution, i.e., using a large number of mixed moments, for the overly restrictive special case. In [37] a bivariate QMOM is proposed for modeling the dynamics of a population of inorganic nanoparticles undergoing simultaneous coagulation and particle sintering. The authors introduced two quadrature techniques, a multiple 3-point quadrature technique and a 12-point quadrature technique, to determine the particle positions and weights. The performance of the
bivariate QMOM has been assessed by comparison with the high resolution discrete method, and it has exhibited high accuracy. However, this method is restricted to the calculation of specified number of moments. Furthermore, the 12 -point quadrature technique requires the aid of the conjugate-gradient minimization algorithm which can be very difficult and computationally demanding. In [38] the QMOM is extended for solving two-dimensional batch crystallization models involving crystals nucleation, size-dependent growth, aggregation and dissolution. The authors have applied the orthogonal polynomials of lower-order moments to place the weighted particles. With this technique, one can calculate as many moments as required. However, this method is still restricted by the conjugate-gradient minimization algorithm. In [39], a conditional quadrature method of moments (CQMOM) was proposed. With this method, the multivariate NDF is rewritten as a product of univariate marginal NDF and a conditional NDF, both of which can be represented with a set of weighted particles. CQMOM has been successfully applied to simulations for TiO 2 -distributions [40], flash nanoprecipitation [41] and soot formation [42]. However, similar to QMOM, CQMOM cannot handle the shrinkage or fragmentation problem. In [29], a joint extended conditional quadrature method of moments (ECQMOM) is proposed which combines the technique of EQMOM and CQMOM. This method has been applied to simulate the soot formation process in a burner-stabilized premixed ethylene flame. The results are found to be in good agreement with the Monte Carlo results, suggesting the high accuracy of ECQMOM. In [43], a hybrid method of moments (HMOM) is introduced to simulate the soot formation in premixed flames and counter diffusion flames where the soot NDF
is given based on particle volume and surface area. HMOM is a combination of DQMOM and MOMIC. It adopts the interpolation technique to approximate the fractional-order moments due to the application of realistic collision kernels. The soot NDF is discretised into two modes: the smallest particles and large particles. A source term for the smallest particles is proposed to close the shrinkage and fragmentation moment equations [44]. The resulting HMOM is mathematically simple, easy to implement and numerically robust.

Recently, a moment projection method (MPM) [45, 46] has been proposed. This method retains the advantages of ease of implementation and robustness, and at the same time it is able to directly track the number of the smallest particles. The performance of MPM for treating the particle shrinkage and fragmentation processes has been evaluated under different conditions and it is of great accuracy. In this work, we extend the MPM into a bivariate method (BVMPM) for solving the two-dimensional PBE including particle inception, growth, shrinkage, coagulation and fragmentation. The paper is organized as follows. Section 2 presents the moment methods for solving the bivariate particle population balance equations. The detailed mathematical formulation of BVMPM and the related algorithms are introduced. In section 3, the proposed BVMPM is compared with HMOM and the stochastic method for all the particle processes under different conditions. In section 4, principal conclusions are summarized.

## 2. Model formulation

### 2.1. Population balance equation

For BVMPM, an important consideration is the realisability of the moment set. Realisability is related with the existence of an underlying NDF that corresponds to the moment set. If the set of moments are not realisable, they lead to unphysical distributions or no NDF can be described by such moments. The generation of unrealisable moments is usually caused due to the improper treatment of the spatial transportation of moments [47]. This problem can be avoided by properly designing the numerical schemes. In [48], a high-order-volume-scheme is proposed to guarantee the moment realisability for quadrature-based moment methods. The general idea behind this scheme is to evaluate the moment flux terms at the faces of the cells through interpolation of the weighted particles rather than the moments, thus preventing the realisability problem. In light of realisability, in this work we restrict our attention to the moment closure method for a bivariate particle system. The aim is to evaluate the BVMPM error in isolation. Therefore we simulate a spatially homogenous PBE with no moment spatial transportation terms. The obtained moments always remain realisable during the simulation time span. For the application of BVMPM to the spatially inhomogeneous particle systems, the realisable finite-volume numerical scheme can be adopted to gurantee the moment realisability. The spatially homogenous PBE governing the evolution of the bivariate particle distribution is given as follows:

$$
\begin{equation*}
\frac{\mathrm{d} N(t ; i, j)}{\mathrm{d} t}=R(t ; i, j)+W(t ; i, j)+S(t ; i, j)+G(t ; i, j)+F(t ; i, j) \tag{1}
\end{equation*}
$$

where $N(t ; i, j)$ is the number of particles as a function of time $t$ and internal size coordinates $(i, j)$ which we will refer to as $N(i, j)$ from hereon. $R, W, S$, $G$ and $F$ are the inception, growth, shrinkage, coagulation and fragmentation source terms, respectively. The specific functional forms used in this work are as follows:

$$
\begin{align*}
R\left(t ; i_{0}, j_{0}\right)= & K_{\mathrm{In}}  \tag{2}\\
W(t ; i, j)= & K_{\mathrm{G}}\left(N\left(i-\delta_{i}, j-\delta_{j}\right)-N(i, j)\right),  \tag{3}\\
S(t ; i, j)= & K_{\mathrm{Sk}}\left(N\left(i+\delta_{i}, j+\delta_{j}\right)-N(i, j)\right),  \tag{4}\\
G(t ; i, j)= & \frac{1}{2} \sum_{i^{\prime}=i_{0}}^{i} \sum_{j^{\prime}=j_{0}}^{j} K_{\mathrm{Cg}} N\left(i-i^{\prime}, j-j^{\prime}\right) N\left(i^{\prime}, j^{\prime}\right) \\
& -\sum_{i^{\prime}=i_{0}}^{\infty} \sum_{j^{\prime}=j_{0}}^{\infty} K_{\mathrm{Cg}} N(i, j) N\left(i^{\prime}, j^{\prime}\right),  \tag{5}\\
F(t ; i, j)= & \sum_{i^{\prime}=i}^{\infty} \sum_{j^{\prime}=j}^{\infty} K_{\mathrm{Fg}}\left(i^{\prime}, j^{\prime}\right) P\left(i, j \mid i^{\prime}, j^{\prime}\right) N\left(i^{\prime}, j^{\prime}\right)-K_{\mathrm{Fg}}(i, j) N(i, j), \tag{6}
\end{align*}
$$

where $K_{\text {In }}$ is the inception kernel that describes the formation rate of the particles at the smallest size coordinates $\left(i_{0}, j_{0}\right) . K_{\mathrm{G}}$ and $K_{\mathrm{Sk}}$ are the growth and shrinkage kernels, respectively. $\delta_{i}$ and $\delta_{j}$ refer to the change of the particle sizes in a single growth or shrinkage event. $K_{\mathrm{Cg}}$ is the coagulation kernel that describes the rate at which particles collide and stick together. Lastly, $K_{\mathrm{Fg}}(i, j)$ is the fragmentation kernel that describes the frequency with which particles fragment. The particles at the smallest sizes are not supposed to fragment, otherwise it may lead to an infinite number of particles of zero size and for this reason the total particle size would not be conserved [49, 50]. As a result, the fragmentation kernel has to meet the following requirement:

$$
K_{\mathrm{Fg}}(i, j)= \begin{cases}0, & \text { if } i<2 i_{0} \text { or } j<2 j_{0}  \tag{7}\\ K_{\mathrm{Fg}}, & \text { otherwise }\end{cases}
$$

$P\left(i, j \mid i^{\prime}, j^{\prime}\right)$ is the fragmentation distribution function which represents the number of particles at size coordinates $(i, j)$ formed by the fragmentation of particles at size coordinates $\left(i^{\prime}, j^{\prime}\right)$. Different types of fragmentation exist, such as symmetric fragmentation, erosion fragmentation, uniform fragmentation and parabolic fragmentation. This work only considers the erosion fragmentation. The application of BVMPM to other types of fragmentation can be implemented in a similar way. During an erosion event, one particle with the size coordinate $(i, j)$ breaks up into two fragments with one fragment having the minimum size $\left(i_{0}, j_{0}\right)$ and the other is of $\left(i-i_{0}, j-j_{0}\right)$. The fragmentation distribution function is described as:

$$
P\left(i, j \mid i^{\prime}, j^{\prime}\right)= \begin{cases}1 & \text { if } i=i_{0} \text { and } j=j_{0}  \tag{8}\\ 1 & \text { if } i=i^{\prime}-i_{0} \text { and } j=j^{\prime}-j_{0} \\ 0 & \text { otherwise }\end{cases}
$$

The evaluations of the moment souce terms are dependent on these kernel functions. If realistic additive kernels or free-molecular Brownian kernels are used, fractional-order moments are present, which can be estimated by using either the interpolation technique as in MOMIC or the weighted particles as in QMOM. However, this will introduce an interpolation error. Since the aim here is to investigate the BVMPM error in isolation, constant kernels are adopted in this work.

### 2.2. Method of moments

The $x$-th, $y$-th order moment $M_{x, y}$ of the bivariate NDF is given by:

$$
\begin{equation*}
M_{x, y}=\sum_{i=i_{0}}^{\infty} \sum_{j=j_{0}}^{\infty} i^{x} j^{y} N(i, j) . \tag{9}
\end{equation*}
$$

201 Multiplying this expression with the PBE gives the bivariate moment evolution equation:

$$
\begin{equation*}
\frac{\mathrm{d} M_{x, y}}{\mathrm{~d} t}=R_{x, y}(M)+W_{x, y}(M)+S_{x, y}(M, N)+G_{x, y}(M)+F_{x, y}(M, N) \tag{10}
\end{equation*}
$$

${ }_{203}$ The moment source terms are as follows:

$$
\begin{align*}
& R_{x, y}(M)= K_{\mathrm{In}} i_{0}^{x} j_{0}^{y},  \tag{11}\\
& W_{x, y}(M)= K_{\mathrm{G}} \sum_{m=0}^{x} \sum_{n=0}^{y}\binom{x}{m}\binom{y}{n} \delta_{i}^{x-m} \delta_{j}^{y-n} M_{m, n}-K_{\mathrm{G}} M_{x, y},  \tag{12}\\
& S_{x, y}(M, N)= K_{\mathrm{Sk}} \sum_{m=0}^{x} \sum_{n=0}^{y}\binom{x}{m}\binom{y}{n}\left(-\delta_{i}\right)^{x-m}\left(-\delta_{j}\right)^{y-n} M_{m, n}-K_{\mathrm{Sk}} M_{x, y} \\
&-K_{\mathrm{Sk}} \sum_{j=j_{0}}^{\infty} \sum_{i=i_{0}}^{i_{0}+\delta_{i}-1}\left(i-\delta_{i}\right)^{x}\left(j-\delta_{j}\right)^{y} N_{i, j} \\
&-K_{\mathrm{Sk}} \sum_{i=i_{0}}^{\infty} \sum_{j=j_{0}}^{j_{0}+\delta_{j}-1}\left(i-\delta_{i}\right)^{x}\left(j-\delta_{j}\right)^{y} N_{i, j} \\
&+K_{\mathrm{Sk}}^{i_{0}+\delta_{i}-1} \sum_{i=i_{0}}^{j_{0}+\delta_{j}-1} \sum_{j=j_{0}}\left(i-\delta_{i}\right)^{x}\left(j-\delta_{j}\right)^{y} N_{i, j},  \tag{13}\\
& G_{x, y}(M)= \frac{1}{2} K_{\mathrm{Cg}} \sum_{m=0}^{x} \sum_{n=0}^{y}\binom{x}{m}\binom{y}{n} M_{m, n} M_{x-m, y-n}-K_{\mathrm{Cg}} M_{x, y} M_{0,0}, \\
& F_{x, y}(M, N)= K_{\mathrm{Fg}} \sum_{m=0}^{x} \sum_{n=0}^{y}\binom{x}{m}\binom{y}{n}\left(-i_{0}\right)^{x-m}\left(-j_{0}\right)^{y-n} M_{m, n}+K_{\mathrm{Fg}} i_{0}^{x} j_{0}^{y} M_{0,0}-K_{\mathrm{Fg}} M_{x, y}  \tag{14}\\
&-K_{\mathrm{Fg}} \sum_{j=j_{0}}^{\infty} \sum_{i=i_{0}}^{2 i_{0}-1}\left(\left(i-i_{0}\right)^{x}\left(j-j_{0}\right)^{y}+i_{0}^{x} j_{0}^{y}-i^{x} j^{y}\right) N_{i, j} \\
&-K_{\mathrm{Fg}} \sum_{i=i_{0}}^{\infty} \sum_{\mathrm{Fg}}^{2 j_{0}-1}\left(\left(i-j_{0}\right.\right. \\
& \sum_{i=i_{0}}^{2 i_{0}-1} \sum_{j=j_{0}}^{2 j_{0}-1}\left(\left(i-i_{0}\right)^{x}\left(j-j_{0}\right)^{y}+i_{0}^{x} j_{0}^{y}-i^{x} j^{y}\right) N_{i, j} . \tag{15}
\end{align*}
$$

204 The detailed derivations of these moment source terms can be found in Ap-

200 We define $M_{x, 0}=\sum_{i=i_{0}}^{\infty} i^{x} N(i)$ as the marginal moment and $M_{y \mid i}=\sum_{j=j_{0}}^{\infty} j^{y} N(j \mid i)$ as the conditional moment which meets:

$$
\begin{equation*}
M_{0 \mid i}=\sum_{j=j_{0}}^{\infty} N(j \mid i)=1 \tag{18}
\end{equation*}
$$

In BVMPM, we approximate the bivariate NDF with a set of weighted particles which can also be expressed as a product of univariate marginal weighted particles $\widetilde{N}\left(\alpha_{k}\right)$ and conditional weighted particles $\widetilde{N}\left(\beta_{l \mid k}\right)$ :

$$
\begin{equation*}
\tilde{N}\left(\alpha_{k}, \beta_{l \mid k}\right)=\tilde{N}\left(\alpha_{k}\right) \widetilde{N}\left(\beta_{l \mid k}\right) \tag{19}
\end{equation*}
$$

where $\left(\alpha_{k}, \beta_{l \mid k}\right)$ are the internal size coordinates for the weighted particle. In order to evaluate the number of the smallest particles present in the shrinkage and fragmentation moment source terms, we fix one particle size, $\alpha_{1}$, to be located at the smallest size: $\alpha_{1}=i_{0}$. Given each $\alpha_{k}, \beta_{1 \mid k}$ is fixed at $j_{0}$ : $\beta_{1 \mid k}=j_{0}$. As a result, the pointwise values of the NDF at the smallest size coordinates can be evaluated. The $x$-th, $y$-th order empirical moment in BVMPM can then be expressed as:

$$
\begin{equation*}
\widetilde{M}_{x, y}=\sum_{k=1}^{N_{1}} \sum_{l=1}^{N_{2}} \alpha_{k}^{x} \beta_{l \mid k}^{y} \widetilde{N}_{\alpha_{k}} \widetilde{N}_{\beta_{l \mid k}}, \quad x=0, \cdots, 2 N_{1}-2, y=0, \cdots, 2 N_{2}-2, \tag{20}
\end{equation*}
$$

where $N_{1}$ and $N_{2}$ are the maximum numbers of the particle sizes $\alpha_{k}$ and $\beta_{l \mid k}$, respectively. By construction, the particle size coordinates and weighted particle number generated in BVMPM should ensure that the corresponding moments are always equal to those from the true bivariate NDF:

$$
\begin{equation*}
\widetilde{M}_{x, y}=M_{x, y}, \quad x=0, \cdots, 2 N_{1}-2, y=0, \cdots, 2 N_{2}-2 . \tag{21}
\end{equation*}
$$

With BVMPM, the moment evolution equation is transformed as:

$$
\begin{equation*}
\frac{\mathrm{d} \widetilde{M}_{x, y}}{\mathrm{~d} t}=R_{x, y}(\widetilde{M})+W_{x, y}(\widetilde{M})+S_{x, y}(\widetilde{M}, \widetilde{N})+G_{x, y}(\widetilde{M})+F_{x, y}(\widetilde{M}, \widetilde{N}) \tag{22}
\end{equation*}
$$

${ }_{237}$ with the specific moment source terms given as:

$$
\begin{align*}
R_{x, y}(\widetilde{M})= & K_{\mathrm{In}} i_{0}^{x} j_{0}^{y},  \tag{23}\\
W_{x, y}(\widetilde{M})= & K_{\mathrm{G}} \sum_{m=0}^{x} \sum_{n=0}^{y}\binom{x}{m}\binom{y}{n} \delta_{i}^{x-m} \delta_{j}^{y-n} \widetilde{M}_{m, n}-K_{\mathrm{G}} \widetilde{M}_{x, y},  \tag{24}\\
S_{x, y}(\widetilde{M}, \widetilde{N})= & K_{\mathrm{Sk}} \sum_{m=0}^{x} \sum_{n=0}^{y}\binom{x}{m}\binom{y}{n}\left(-\delta_{i}\right)^{x-m}\left(-\delta_{j}\right)^{y-n} \widetilde{M}_{m, n}-K_{\mathrm{Sk}} \widetilde{M}_{x, y} \\
& -K_{\mathrm{Sk}} \sum_{l=1}^{N_{2}}\left(\alpha_{1}-\delta_{i}\right)^{x}\left(\beta_{l \mid 1}-\delta_{j}\right)^{y} \widetilde{N}_{\alpha_{1}} \widetilde{N}_{\beta_{l \mid 1}} \\
& -K_{\mathrm{Sk}} \sum_{k=1}^{N_{1}}\left(\alpha_{k}-\delta_{i}\right)^{x}\left(\beta_{1 \mid k}-\delta_{j}\right)^{y} \widetilde{N}_{\alpha_{k}} \widetilde{N}_{\beta_{1 \mid k}} \\
& +K_{\mathrm{Sk}}\left(\alpha_{1}-\delta_{i}\right)^{x}\left(\beta_{1 \mid 1}-\delta_{j}\right)^{y} \widetilde{N}_{\alpha_{1}} \widetilde{N}_{\beta_{1 \mid 1}},  \tag{25}\\
G_{x, y}(\widetilde{M})= & \frac{1}{2} K_{\mathrm{Cg}} \sum_{m=0}^{x} \sum_{n=0}^{y}\binom{x}{m}\binom{y}{n} \widetilde{M}_{m, n} \widetilde{M}_{x-m, y-n}-K_{\mathrm{Cg}} \widetilde{M}_{x, y} \widetilde{M}_{0,0},  \tag{26}\\
F_{x, y}(\widetilde{M}, \widetilde{N})= & K_{\mathrm{Fg}} \sum_{m=0}^{x} \sum_{n=0}^{y}\binom{x}{m}\binom{y}{n}\left(-i_{0}\right)^{x-m}\left(-j_{0}\right)^{y-n} \widetilde{M}_{m, n}+K_{\mathrm{Fg}} i_{0}^{x} j_{0}^{y} \widetilde{M}_{0,0}-K_{\mathrm{Fg}} \widetilde{M}_{x, y} \\
& -K_{\mathrm{Fg}} \sum_{l=1}^{N_{2}}\left(\left(\alpha_{1}-i_{0}\right)^{x}\left(\beta_{l \mid 1}-j_{0}\right)^{y}+i_{0}^{x} j_{0}^{y}-\alpha_{1}^{x} \beta_{l \mid 1}^{y}\right) \widetilde{N}_{\alpha_{1}} \widetilde{N}_{\beta_{l \mid 1}} \\
& -K_{\mathrm{Fg}} \sum_{k=1}^{N_{1}}\left(\left(\alpha_{k}-i_{0}\right)^{x}\left(\beta_{1 \mid k}-j_{0}\right)^{y}+i_{0}^{x} j_{0}^{y}-\alpha_{k}^{x} \beta_{1 \mid k}^{y}\right) \widetilde{N}_{\alpha_{k}} \widetilde{N}_{\beta_{1 \mid k}} \\
& +K_{\mathrm{Fg}}\left(\left(\alpha_{1}-i_{0}\right)^{x}\left(\beta_{1 \mid 1}-j_{0}\right)^{y}+i_{0}^{x} j_{0}^{y}-\alpha_{1}^{x} \beta_{1 \mid 1}^{y}\right) \widetilde{N}_{\alpha_{1}} \widetilde{N}_{\beta_{1 \mid 1}} . \tag{27}
\end{align*}
$$

The challenge now is determining $\alpha_{k}, \beta_{l \mid k}, \widetilde{N}_{\alpha_{k}}$ and $\widetilde{N}_{\beta_{l \mid k}}$ such that Eq. (21) is true while fulfilling the requirement that $\alpha_{1}=i_{0}$ and $\beta_{1 \mid k}=j_{0}$ to close the particles with the empirical marginal moments:

$$
\begin{equation*}
\widetilde{M}_{x, 0}=\sum_{k=1}^{N_{1}} \alpha_{k}^{x} \widetilde{N}_{\alpha_{k}} \quad x=0, \cdots, 2 N_{1}-2 . \tag{28}
\end{equation*}
$$ with the empirical conditional moments:

$$
\begin{equation*}
\widetilde{M}_{y \mid k}=\sum_{l=1}^{N_{2}} \beta_{l \mid k}^{y} \widetilde{N}_{\beta_{l \mid k}}, \quad y=0, \cdots, 2 N_{2}-2 \tag{29}
\end{equation*}
$$

Firstly, rewrite Eq. (20) as a linear system:

$$
\begin{equation*}
\mathbf{V R}=\mathbf{P} \tag{30}
\end{equation*}
$$

$$
\mathbf{V}=\left[\begin{array}{cccc}
\tilde{N}_{\alpha_{1}} & \tilde{N}_{\alpha_{2}} & \cdots & \tilde{N}_{\alpha_{N_{1}}}  \tag{31}\\
\alpha_{1} \widetilde{N}_{\alpha_{1}} & \alpha_{2} \widetilde{N}_{\alpha_{2}} & \cdots & \alpha_{N_{1}} \widetilde{N}_{\alpha_{N_{1}}} \\
\alpha_{1}^{2} \widetilde{N}_{\alpha_{1}} & \alpha_{2}^{2} \widetilde{N}_{\alpha_{2}} & \cdots & \alpha_{N_{1}}^{2} \widetilde{N}_{\alpha_{N_{1}}} \\
\vdots & \vdots & \vdots & \vdots \\
\alpha_{1}^{N_{1}-1} \widetilde{N}_{\alpha_{1}} & \alpha_{2}^{N_{1}-1} \widetilde{N}_{\alpha_{2}} & \cdots & \alpha_{N_{1}}^{N_{1}-1} \widetilde{N}_{\alpha_{N_{1}}}
\end{array}\right]
$$

$$
\mathbf{R}=\left[\begin{array}{cccc}
\widetilde{M}_{1 \mid 1} & \widetilde{M}_{2 \mid 1} & \cdots & \widetilde{M}_{2 N_{2}-2 \mid 1}  \tag{32}\\
\widetilde{M}_{1 \mid 2} & \widetilde{M}_{2 \mid 2} & \cdots & \widetilde{M}_{2 N_{2}-2 \mid 2} \\
\widetilde{M}_{1 \mid 3} & \widetilde{M}_{2 \mid 3} & \cdots & \widetilde{M}_{2 N_{2}-2 \mid 3} \\
\vdots & \vdots & \vdots & \vdots \\
\widetilde{M}_{1 \mid N_{1}} & \widetilde{M}_{2 \mid N_{1}} & \cdots & \widetilde{M}_{2 N_{2}-2 \mid N_{1}}
\end{array}\right],
$$

and

$$
\mathbf{P}=\left[\begin{array}{cccc}
\widetilde{M}_{0,1} & \widetilde{M}_{0,2} & \ldots & \widetilde{M}_{0,2 N_{2}-2}  \tag{33}\\
\widetilde{M}_{1,1} & \widetilde{M}_{1,2} & \ldots & \widetilde{M}_{1,2 N_{2}-2} \\
\widetilde{M}_{2,1} & \widetilde{M}_{2,2} & \ldots & \widetilde{M}_{2,2 N_{2}-2} \\
\vdots & \vdots & \vdots & \vdots \\
\widetilde{M}_{N_{1}-1,1} & \widetilde{M}_{N_{1}-1,2} & \cdots & \widetilde{M}_{N_{1}-1,2 N_{2}-2}
\end{array}\right] .
$$

${ }_{251}$ Given the values for distinct $\alpha_{k}$ and non-negative $\widetilde{N}_{\alpha_{k}}$, the matrix $\mathbf{V}$ is non- singular and the linear system in Eq. (30) can be solved by simply reversing the matrix $\mathbf{V}$ to determine the values for the conditional moments $\widetilde{M}_{y \mid k}$, which can then be adopted to find the conditional weighted particles by using the 1-D Blumstein-Wheeler algorithm.

The 2-step procedure illustrated above to find the bivariate weighted particles is described as a 2-D Blumstein-Wheeler algorithm presented in Appendix Appendix C. With the weighted particles determined, the moment source terms are closed. The numerical procedure of BVMPM is summarized in Algorithm 1.

Algorithm 1: Bivariate Moment projection method algorithm.
Input: Moments of the NDF $M_{x, y}\left(t_{0}\right)$ for $x=0, \ldots, 2 N_{1}-2$ and
$y=0, \ldots, 2 N_{2}-2$ or the NDF itself $N\left(t_{0} ; i, j\right)$ for $i=i_{0}, \ldots, \infty$ and $j=j_{0}, \ldots, \infty$ at initial time $t_{0}$; final time $t_{\mathrm{f}}$.
Output: Empirical moments of the NDF $\widetilde{M}_{x, y}\left(t_{\mathrm{f}}\right)$ for

$$
x=0, \ldots, 2 N_{1}-2 \text { and } y=0, \ldots, 2 N_{2}-2 \text { at final time. }
$$

Calculate the moments of the true NDF using Eq. (9):

$$
M_{x, y}\left(t_{0}\right)=\sum_{i=i_{0}}^{\infty} \sum_{j=j_{0}}^{\infty} i^{x} j^{y} N(i, j)
$$

For $\widetilde{M}_{x, y}=M_{x, y}$, solve Eq. (20) for $\alpha_{k}$ and $\widetilde{N}_{\alpha_{k}}, \beta_{l}$ and $\widetilde{N}_{\beta_{l \mid k}}$
$\left(k=1, \ldots, N_{1}, l=1, \ldots, N_{2}\right)$ with $\alpha_{1}$ fixed at $i_{0}$ and $\beta_{1 \mid k}$ fixed at $j_{0}$ using the 2-D Blumstein and Wheeler algorithm:
${ }_{261} \quad \widetilde{M}_{x, y}=\sum_{k=1}^{N_{1}} \sum_{l=1}^{N_{2}} \alpha_{k}^{x} \beta_{l \mid k}^{y} \widetilde{N}_{\alpha_{k}} \widetilde{N}_{\beta_{l \mid k}}, \quad x=0, \cdots, 2 N_{1}-2, y=0, \cdots, 2 N_{2}-2$
$t \longleftarrow t_{0}, \widetilde{M}_{x, y}(t) \longleftarrow \widetilde{M}_{x, y}\left(t_{0}\right) ;$
while $t<t_{f}$ do
Integrate Eq. (22) over the time interval $\left[t_{i}, t_{i}+h\right]$ :

$$
\frac{\mathrm{d} \widetilde{M}_{x, y}}{\mathrm{~d} t}=R_{x, y}(\widetilde{M})+W_{x, y}(\widetilde{M})+S_{x, y}(\widetilde{M}, \widetilde{N})+G_{x, y}(\widetilde{M})+F_{x, y}(\widetilde{M}, \widetilde{N})
$$

where $R_{x, y}(\widetilde{M}), W_{x, y}(\widetilde{M}), S_{x, y}(\widetilde{M}, \widetilde{N}), G_{x, y}(\widetilde{M})$ and $F_{x, y}(\widetilde{M}, \widetilde{N})$
are given by Eqs. (23), (24), (25), (26) and (27) respectively.
Use the 2-D Blumstein algorithm to update $\alpha_{k}, \widetilde{N}_{\alpha_{k}}, \beta_{l \mid k}$ and $\widetilde{N}_{\beta_{l \mid k}}$, and assign solution at $t_{i+1}=t_{i}+h$ :

$$
\widetilde{M}_{x, y}\left(t_{i+1}\right) \leftarrow \widetilde{M}_{x, y}\left(t_{i}+h\right)
$$

$i \longleftarrow i+1 ;$

## 3. Results and discussion

In this section, the performance of BVMPM for solving the bivariate PBEs is assessed. The method is first tested for the individual particle processes of inception, growth, shrinkage, coagulation and fragmentation, then for all of these processes combined. We devise a number of test cases where different types of NDFs are supplied as the initial conditions. The numerical results are compared to those from HMOM and a high-precision stochastic solution calculated using the direct simulation algorithm (DSA).

### 3.1. Inception

As mentioned above, inception is modeled as the formation of the smallest particles. In this work, the inception rate is assumed to be a constant: $K_{\text {In }}=10^{12} \mathrm{~s}^{-1}$. Simulations are performed with a normal distribution as the initial condition:

$$
\begin{equation*}
N(i, j)=100 \exp \left(-1\left((i-100)^{2}+(j-100)^{2}\right) / 200\right), \tag{34}
\end{equation*}
$$

which is shown in Fig. 1. Also shown in Fig. 1 is the NDF computed by solving the master equation after 100 seconds of pure inception. Only the smallest particles at $\left(i_{0}, j_{0}\right)$ are formed while the number of the other particles remains unchanged.

We now want to see if BVMPM is able to capture this increase in the number of the smallest particles due to inception. We use in total $16\left(N_{1}=\right.$ $\left.4, N_{2}=4\right)$ weighted particle size coordinates to simulate this process. Figure 2 exhibits the distributions of these weighted particles at $t_{0}$ and $t_{\mathrm{f}}$. At $t_{0}$, most of the weighted particles are located at around (100, 100). Some


Figure 1: Particle number density functions at $t_{0}=0 \mathrm{~s}$ (left panel) and $t_{f}=100 \mathrm{~s}$ (right panel) computed by solving the master equation under pure inception.
weighted particles are observed to be located at the smallest size coordinates, suggesting that the proposed 2-D Blumstein and Wheeler algorithm successfully fixes the weighted particles at the designated location. A significant increase in the number of the weighted particles at $\left(i_{0}, j_{0}\right)$ is observed at the end of simulation, this trend matches well to the observation in Fig.1.


Figure 2: Distributions of weighted particles at $t_{0}=0 \mathrm{~s}$ (left panel) and $t_{f}=100 \mathrm{~s}$ (right panel) generated in BVMPM under pure inception.

As a further point of comparison, the time evolutions of $M_{0,0}, M_{0,1}, M_{1,0}$ and $M_{1,1}$ computed using BVMPM, HMOM and the stochastic method are number and sizes of particles.


Figure 3: Comparison of $M_{0,0}$ (top left panel), $M_{0,1}$ (top right panel), $M_{1,0}$ (bottom left panel) and $M_{1,1}$ (bottom right panel) between $B V M P M$, HMOM and the stochastic method under pure inception.
shown in Fig. 3. It can be seen that all the methods give the same results. The continuous inception of particles leads to a linear increase in the total

### 3.2. Growth

In this work, growth is modeled as a process through which particles grow in size due to surface reactions. The size changes during one growth process are assumed to be equal to 1 for both size coordinates: $\delta_{i}=1, \delta_{j}=1$. Note
that any positive value can be taken as the size change and it can be different for both size coordinates. A constant growth kernel is adopted: $K_{\mathrm{G}}=2 \mathrm{~s}^{-1}$, and the following uniform distribution is applied as the initial condition:

$$
\begin{equation*}
N(i, j)=1, \quad i=1,2, \cdots, 20, j=1,2, \cdots, 20 . \tag{35}
\end{equation*}
$$

The NDF at $t_{0}$ and that at $t_{\mathrm{f}}$ computed by solving the master equation after 50 seconds for pure growth are shown in Fig. 4. A shift of particles towards the larger size coordinates is observed; however, the distribution becomes widened and the peak decreases in magnitude consistent with a growth process.



Figure 4: Particle number density functions at $t_{0}=0 \mathrm{~s}$ (left panel) and $t_{f}=50 \mathrm{~s}$ (right panel) computed by solving the master equation under pure growth.

Figure 5 shows the distributions of the weighted particles generated in BVMPM to approximate the NDFs at $t_{0}$ and $t_{f}$. Similar to Fig. 4 , the weighted particles have shifted towards the larger size coordinates reflecting the increase in the particle sizes.

The time evolution of $M_{0,0}, M_{0,1}, M_{1,0}$ and $M_{1,1}$ computed using the different methods are compared in Fig. 6. Since constant kernels are used,


Figure 5: Distributions of weighted particles at $t_{0}=0 \mathrm{~s}$ (left panel) and $t_{f}=50 \mathrm{~s}$ (right panel) generated in BVMPM under pure growth.
no fractional- or negative-order moments are present in the moment source term. Both HMOM and BVMPM give the same results with the stochastic method. The total particle number reflected by $M_{0,0}$ remains unchanged, while a linear increase is observed for the particle sizes indicated by $M_{0,1}$ and $M_{1,0}$.

### 3.3. Coagulation

Coagulation is a nonlinear process describing the collision and sticking among particles. In this work, the coagulation kernel is assumed to be $K_{\mathrm{Cg}}=$ $1 \times 10^{-6} \mathrm{~s}^{-1}$. A log-normal distribution is adopted as the initial condition:

$$
\begin{equation*}
N(i, j)=100 \exp \left(-\left((\log (i)-\log (50))^{2}+(\log (j)-\log (50))^{2}\right) / 2\right) \tag{36}
\end{equation*}
$$

${ }_{321}$ The NDFs at the beginning and end of the simulation are shown in Fig. 7. A shift of the distribution towards the larger particle sizes is observed as particles collide and stick together.


Figure 6: Comparison of $M_{0,0}$ (top left panel), $M_{0,1}$ (top right panel), $M_{1,0}$ (bottom left panel) and $M_{1,1}$ (bottom right panel) between BVMPM, HMOM and the stochastic method under pure growth.

Figure 8 shows the formation of weighted particles at large size coordinates together with the decrease of weighted particles at small size coordinates. This is consistent with the trend observed in Fig. 7.

The mean quantities computed using BVMPM are in agreement with HMOM and the stochastic method as shown in Fig. 9. Since coagulation is a nonlinear process, we observe a nonlinear decrease in $M_{0,0}$ while $M_{0,1}$ and $M_{1,0}$ remain unchanged.


Figure 7: Particle number density functions at $t_{0}=0 \mathrm{~s}$ (left panel) and $t_{f}=30 \mathrm{~s}$ (right panel) obtained by the stochastic method for pure coagulation.


Figure 8: Distributions of weighted particles at $t_{0}=0 \mathrm{~s}$ (left panel) and $t_{f}=30 \mathrm{~s}$ (right panel) generated in BVMPM under pure coagulation.

### 3.4. Shrinkage

Shrinkage is the opposite of the growth process but with an important difference: when particles of the smallest sizes shrink they are removed from the particle system, leading to a decrease in the total particle number. As shown in Eq. (13), the number of particles of the smallest sizes is required to close the shrinkage moment source term. In BVMPM, we fix some particle sizes at the samllest size coordinates so that the cooresponding number of these weighted particles can be used to evaluate the boundary flux term due


Figure 9: Comparison of $M_{0,0}$ (top left panel), $M_{0,1}$ (top right panel), $M_{1,0}$ (bottom left panel) and $M_{1,1}$ (bottom right panel) between BVMPM, HMOM and the stochastic method under pure coagulation.
to shrinkage. In this section, we test the ability of BVMPM to handle the shrinkage problem. A constant shrinkage kernel is used: $K_{\text {sk }}=2 \mathrm{~s}^{-1}$ and the size change in one shrink event is assumed to be 1 . Two test cases are adopted where different types of NDFs are supplied as the initial condition.

Case 1 A normal distribution:

$$
\begin{equation*}
N(i, j)=10^{20} \exp \left(-\left((i-100)^{2}+(j-100)^{2}\right) / 1000\right) \tag{37}
\end{equation*}
$$

$$
\begin{equation*}
N(i, j)=10^{20} \exp \left(-\left((\log (i)-\log (100))^{2}+(\log (j)-\log (100))^{2}\right) / 0.02\right) \tag{38}
\end{equation*}
$$

For Case 1, a normal distribution is supplied as the initial condition which is shown in Fig. 10. Also shown in Fig. 10 is the NDF obtained by solving the master equation after 100 seconds of pure shrinkage. The NDF shifts towards the smallest particle size. A decrease in the total particle number is observed as the smallest particles are continuously removed from the particle system due to shrinkage.


Figure 10: Particle number density functions at $t_{0}=0 \mathrm{~s}$ (left panel) and $t_{f}=100 \mathrm{~s}$ (right panel) computed by solving the master equation under pure shrinkage (Case 1).

The distributions of the weighted particles obtained in BVMPM ( $N_{1}=$ 4, $N_{2}=4$ ) to approximate the NDFs are shown in Fig. 11. All the weighted particles are moving towards the smallest particle sizes. An increase in $\widetilde{N}_{1,1}$ is observed as the large particles are transformed into the smallest ones. This observation is consistent with that in Fig. 10.


Figure 11: Distributions of weighted particles at $t_{0}=0 \mathrm{~s}$ (left panel) and $t_{f}=100 \mathrm{~s}$ (right panel) generated in BVMPM under pure shrinkage (Case 1).

To investigate the influence of the number of the weighted particle sizes on the accuracy of BVMPM, we vary $N_{2}$ from 3 to 5 while keeping $N_{1}$ unchanged. Note that the accuracy of BVMPM can also be affected by changing $N_{1}$ in a similar way. The $M_{0,0}, M_{0,1}, M_{1,0}$ and $M_{1,1}$ obtained using BVMPM for different $N_{2}$ are compared with the stochastic solution in Fig. 12. $M_{0,0}$ computed using BVMPM with $N_{2}=3$ (dashed line) shows an obvious discrepancy with $M_{0,0}$ obtained by the stochastic method (continuous line). By contrast, the moments obtained using $N_{2}=4$ and $N_{2}=5$ show a satisfactory agreement with the stochastic solution. This indicates that increasing the number of particle sizes in BVMPM can lead to a better approximation of the number of the smallest particles. Similar observations are found for $M_{0,1}$ and $M_{1,0}$. By contrast, $M_{1,1}$ is relatively insensitive to the number of particle sizes. $M_{1,1}$ obtained using BVMPM with $N_{2}=3,4$ and 5 all match well with the stochastic solution. Note that increasing the number of particle sizes requires the solution of more moments. Smaller tolerances have to be adopted for the time integration of the ODEs and the stiffness of the
eigenvalue-eigenvector problem in the Blumstein and Wheeler algorithm is increased, resulting in a higher computational cost. For this reason, $N_{2}=4$ is a good compromise between accuracy and computational efficiency.


Figure 12: Sensitivity of $M_{0,0}$ (top left panel), $M_{0,1}$ (top right panel), $M_{1,0}$ (bottom left panel) and $M_{1,1}$ (bottom right panel) to the number of particle sizes, $N_{2}$, using BVMPM under pure shrinkage. Results coorspond to Case 1 where a normal distribution is supplied as the initial condition. The stochastic solution is shown as a point of reference.

Figure 13 compares the moments obtained using BVMPM, HMOM and the stochastic method. As mentioned above, In HMOM the NDF is discretized into a group of the smallest particles and a group of large particles.

A source term accounting for the formation and consumption of the smallest particles is proposed. It is assumed that the number of the smallest particles formed due to the shrinkage of the large particles is proportional to the totoal sizes decreased from these large particles. This assumption is too coarse as there are cases where the NDF is located far away from the smallest sizes, for which the shrinkage process can lead to a decrease of the total particle size without there being a change in the total number of particles. As a result HMOM overestimates the formation of the smallest particles, and therefore $M_{0,0}$, at the beginning. Since the smallest particles are easier to remove, HMOM leads to a faster decrease in $M_{0,0}$ and, eventually underestimates the particle number $M_{0,0}$ and particle sizes ( $M_{0,1}$ and $M_{1,0}$ ). By contrast, the moments obtained uisng BVMPM with $N_{1}=4$ and $N_{2}=4$ match satisfactorily well to the stochastic solutions.

The results for Case 2 where a log-normal distribution is supplied as the initial condition are shown in Fig. 14. Similar to Case 1, in Case 2 HMOM overestimates the total particle number at the initial stage while the reverse occurs at the later stage. By contrast, BVMPM exhibits very high accuracy. Excellent agreement is achieved between the moments obtained using BVMPM and the stochastic method.

### 3.5. Fragmentation

Fragmentation is a popular phenomenon in particle dynamics. It is a process by which particles break up into two or more fragments, leading to an accumulation of particles at the smallest sizes. As a result, the information on the number of the smallest particles plays an important role. In this section, we test the performance of BVMPM in treating the fragmentation


Figure 13: Comparison of $M_{0,0}$ (top left panel), $M_{0,1}$ (top right panel), $M_{1,0}$ (bottom left panel) and $M_{1,1}$ (bottom right panel) between BVMPM, HMOM and the stochastic method under pure shrinkage (Case 1). process. The fragmentation kernel is assumed to be $K_{\mathrm{Fg}}=5 \mathrm{~s}^{-1}$. Two types of NDFs are supplied as the initial condition:

Case 3 A log-normal distribution:

$$
\begin{equation*}
N(i, j)=10^{20} \exp \left(-\left((\log (i)-\log (100))^{2}+(\log (j)-\log (100))^{2}\right) / 0.2\right) \tag{39}
\end{equation*}
$$

Case 4 A uniform distribution:


Figure 14: Comparison of $M_{0,0}$ (top left panel), $M_{0,1}$ (top right panel), $M_{1,0}$ (bottom left panel) and $M_{1,1}$ (bottom right panel) between BVMPM, HMOM and the stochastic method under pure shrinkage (Case 2).

$$
\begin{equation*}
N(i, j)=100, \quad i=100, \cdots, 200, j=100, \cdots, 200 \tag{40}
\end{equation*}
$$

For Case 3 a log-normal distribution is adopted as the initial condition as shown in Fig. 15. Also shown in Fig. 15 is the NDF obtained by solving the fragmentation master equation after 50 seconds. It can be seen that all particles have been transformed into the smallest ones.

Figure 16 shows the distributions of the weighted particles generated in


Figure 15: Particle number density functions at $t_{0}=0 \mathrm{~s}$ (left panel) and $t_{f}=50 \mathrm{~s}$ (right panel) computed by solving the master equation under pure fragmentation (Case 3).



Figure 16: Distributions of weighted particles at $t_{0}=0 \mathrm{~s}$ (left panel) and $t_{f}=50 \mathrm{~s}$ (right panel) generated in BVMPM under pure fragmentation (Case 3).

Figure 17 compares the moments obtained using HMOM, BVMPM and the stochastic method. In general, BVMPM gives the same results with the stochastic solutions. The total number of particles represented by $M_{0,0}$
exhibits an increase at the beginning as the large particle breaks up into two smaller ones. Eventually $M_{0,0}$ reaches steady when all the particles have been transformed into the smallest ones which are not supposed to fragment any further. The total particle sizes ( $M_{0,1}$ and $M_{1,0}$ ) remain unchanged during the fragmentation process. As mentioned above, HMOM tends to overestimate the formation of the smallest particles due to the coarse assumption made on the smallest particle source terms. As a result, a higher $M_{0,0}$ is predicted by HMOM.

In Case 4, a uniform distribution is used as the initial condition. The moments obtained using different methods are compared in Fig. 18. The conclusions can be drawn are similar to that in Case 3: HMOM over-predicts the total number of particles; BVMPM exhibits very high accuracy, giving the same results with the stochastic method.

### 3.6. Combined processes

We have evaluated the ability of BVMPM to treat the individual particle processes of inception, coagulation, growth, shrinkage and fragmentation. Now we want to test BVMPM against HMOM and the stochastic method for all of these particle processes combined. The initial condition is defined as a log-normal distribution:

$$
\begin{equation*}
N(i, j)=10^{10} \exp \left(-\left((\log (i)-\log (100))^{2}+(\log (j)-\log (100))^{2}\right) / 0.02\right) \tag{41}
\end{equation*}
$$

The kernels adopted are: $K_{\mathrm{In}}=10^{8} \mathrm{~s}^{-1}, K_{\mathrm{G}}=2 \mathrm{~s}^{-1}, K_{\mathrm{Cg}}=10^{-12} \mathrm{~s}^{-1}$, $K_{\mathrm{Sk}}=20 \mathrm{~s}^{-1}$ and $K_{\mathrm{Fg}}=10^{-4} \mathrm{~s}^{-1}$. Since the focus of this work is to test the ability of BVMPM to handle shrinkage, a larger shrinkage kernel than


Figure 17: Comparison of $M_{0,0}$ (top left panel), $M_{0,1}$ (top right panel), $M_{1,0}$ (bottom left panel) and $M_{1,1}$ (bottom right panel) between BVMPM, HMOM and the stochastic method under pure fragmentation (Case 3).
the growth kernel is adopted to simulate a shrinkage dominate process. The NDFs at the beinning and end of the simulation under the combined processes are shown in Fig. 19. Figure 20 shows the evolution of the weighted particles for this case. There is a net shrinkage of particles and the NDF moves towards the smallest size coordinates.

Comparison of the moments between different methods is shown in Fig. 21. In general, the moments obtained by BVMPM match satisfactorily well to


Figure 18: Comparison of $M_{0,0}$ (top left panel), $M_{0,1}$ (top right panel), $M_{1,0}$ (bottom left panel) and $M_{1,1}$ (bottom right panel) between $B V M P M, H M O M$ and the stochastic method under pure shrinkage (Case 4).
the stochastic solutions. The total number of particles remains unchanged before 4 s since no particles exist at the smallest size coordinates. Then $M_{0,0}$ exhibits a fast decrease before reaching relatively steady. The moments obtained by HMOM show an obvious discrepency with the stochastic solutions due to the poor prediction on the number of the smallest particles.


Figure 19: Particle number density functions at $t_{0}=0 s$ (left panel) and $t_{f}=8 \mathrm{~s}$ (right panel) computed using the stochastic method under all particle processes.


Figure 20: Distributions of weighted particles at $t_{0}=0 s$ (left panel) and $t_{f}=8 \mathrm{~s}$ (right panel) generated in BVMPM for all particle processes.

## 4. Conclusion

In this work, a bivariate moment projection method is proposed for solving the two-dimensional population balance equations describing particle dynamics. The general idea of this method is to consider the particle number density function (NDF) as a product of univariate marginal NDF and a conditional NDF. A 2-D Blumstein and Wheeler algorithm is introduced to approximate the NDF with a set of weighted particles. The sizes of some


Figure 21: Comparison of $M_{0,0}$ (top left panel), $M_{0,1}$ (top right panel), $M_{1,0}$ (bottom left panel) and $M_{1,1}$ (bottom right panel) between $B V M P M$, HMOM and the stochastic method under all particle processes.
weighted particles are fixed at the smallest size coordinates so that the number of these weighted particles can be used to evaluate the boundary flux term due to shrinkage and the accumulation of particles at the smallest sizes due to fragmentation.

The performance of this method has been tested by comparing with the hybrid method of moments (HMOM) and the stochastic method, first for individual processes of inception, growth, shrinkage, coagulation and frag-
mentation, then for all the processes combined. Different types of NDFs are supplied as the initial conditions. Results suggest that the weighted particles generated in BVMPM can well reproduce the behavior of particle dynamics. BVMPM exhibits very high accuracy for treating inception, growth, coagulation and fragmentation. When it comes to shrinkage, however, BVMPM shows a slight discrepancy with the stochastic solution in terms of the total number of particles. This discrepancy can be minimized by increasing the number of weighted particle sizes, $N_{1}$ or $N_{2}$. It is found that $N_{1}=4$ and $N_{2}=5$ can provide an excellent match with the stochastic solution. In general, BVMPM performs much better than HMOM in handling the shrinkage and fragmentation processes. Future work includes the application of BVMPM to real particle processes such as soot formation in flames. It remains to be seen how effective BVMPM can be for more complicated PBEs with adaptive kernels and/or free-molecular Brownian kernels.
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# 483 Nomenclature 

Upper-case Roman
D Eigenvectors of matrix $\mathbf{T}$
E Eigenvalues of matrix T
$F \quad$ Source term due to fragmentation
$G \quad$ Source term due to coagulation
H Matrix with components which are a function of conditional moments
$K_{\text {In }}$ Inception rate
$K_{\text {Cg }}$ Coagulation kernel
${ }^{484} \quad K_{\mathrm{Fg}} \quad$ Fragmentation kernel
$K_{\mathrm{G}} \quad$ Growth kernel
$K_{\mathrm{Sk}} \quad$ Shrinkage kernel
M Moment
M Matrix with components which are a function of moments
$N$ Number
$P$ Fragmentation distribution function
P Matrix with components which are a function of mixed moments
$R \quad$ Source term due to inception
R Matrix with components which are a function of conditional moments
$S$ Source term due to shrinkage
T Symmetric tridiagonal matrix as a function of recursion coefficients $a$ and $b$

V Matrix with components which are a function of weighted particles
$W$ Source term due to growth
Y Matrix with components which are a function of weighted marginal particles

Z Matrix with components $Z$ which are a function of the moments M

485
Lower-case Roman
$a, b$ Recursion coefficients
$h$ Time interval
$i, j \quad$ particle size coordinate
$k, l, x, y, m, n \quad$ Indices
$r$ Recursive function
$t$ Time

Greek
$\alpha$ Particle size coordinate
$\beta$ Particle size coordinate
$\gamma$ Particle size coordinate
$\delta$ Particle size change
$\eta$ Particle size coordinate
Subscripts
f Final
p Particle
0 Initial or minimum

## Symbols

$\widetilde{x} \quad$ Approximation of $x$
$a \mid b$ Value of $a$ given the condition of value of $b$
486

## Abbreviations

BVMPM Bivariate moment projection method
ECQMOM Extended conditional quadrature method of moments
FCMOM Finite-size domain complete set of trial functions method of moments
HMOM Hybrid method of moments
PBE Population balance equation
NDF Number density function
MOM Method of moments
MOMIC Method of moments with interpolative closure
QMOM Quadrature method of moments

PD Product difference algorithm
DQMOM Direct quadrature method of moments
EQMOM Extended quadrature method of moments
MPM Moment projection method
CQMOM Conditional quadrature method of moments
DSA Direct simulation algorithm
ODE Ordinary differential equation

$$
\begin{equation*}
W_{x, y}(M)=K_{\mathrm{G}} \sum_{i^{\prime}=i_{0}-\delta_{i}}^{\infty} \sum_{j^{\prime}=j_{0}-\delta_{j}}^{\infty}\left(i^{\prime}+\delta_{i}\right)^{x}\left(j^{\prime}+\delta_{j}\right)^{y} N\left(i^{\prime}, j^{\prime}\right)-K_{\mathrm{G}} \sum_{i=i_{0}}^{\infty} \sum_{j=j_{0}}^{\infty} i^{x} j^{y} N(i, j) . \tag{A.3}
\end{equation*}
$$

501 Note that $N\left(i^{\prime}, j^{\prime}\right)=0$ for $i^{\prime}<i_{0}$ or $j^{\prime}<j_{0}$, the above equation becomes:

$$
\begin{equation*}
W_{x, y}(M)=K_{\mathrm{G}} \sum_{i^{\prime}=i_{0}}^{\infty} \sum_{j^{\prime}=j_{0}}^{\infty}\left(i^{\prime}+\delta_{i}\right)^{x}\left(j^{\prime}+\delta_{j}\right)^{y} N\left(i^{\prime}, j^{\prime}\right)-K_{\mathrm{G}} \sum_{i=i_{0}}^{\infty} \sum_{j=j_{0}}^{\infty} i^{x} j^{y} N(i, j) . \tag{A.4}
\end{equation*}
$$

Rewrite $i^{\prime}$ as $i$ and $j^{\prime}$ as $j$ :

$$
\begin{equation*}
W_{x, y}(M)=K_{\mathrm{G}} \sum_{i=i_{0}}^{\infty} \sum_{j=j_{0}}^{\infty}\left(i+\delta_{i}\right)^{x}\left(j+\delta_{j}\right)^{y} N(i, j)-K_{\mathrm{G}} \sum_{i=i_{0}}^{\infty} \sum_{j=j_{0}}^{\infty} i^{x} j^{y} N(i, j) . \tag{A.5}
\end{equation*}
$$

$$
\begin{equation*}
W_{x, y}(M)=K_{\mathrm{G}} \sum_{i=i_{0}}^{\infty} \sum_{j=j_{0}}^{\infty} \sum_{m=0}^{x}\binom{x}{m} i^{m} \delta_{i}^{x-m} \sum_{n=0}^{y}\binom{y}{n} j^{n} \delta_{j}^{y-n} N(i, j)-K_{\mathrm{G}} \sum_{i=i_{0}}^{\infty} \sum_{j=j_{0}}^{\infty} i^{x} j^{y} N(i, j) . \tag{A.6}
\end{equation*}
$$

Applying Eq. 9 to the above equation, we have:

$$
\begin{equation*}
W_{x, y}(M)=K_{\mathrm{G}} \sum_{m=0}^{x} \sum_{n=0}^{y}\binom{x}{m}\binom{y}{n} \delta_{i}^{x-m} \delta_{j}^{y-n} M_{m, n}-K_{\mathrm{G}} M_{x, y} . \tag{A.7}
\end{equation*}
$$

## Shrinkage

The moment source term for shrinkage is obtained by applying Eq. 9 to Eq. 4:

$$
\begin{equation*}
S_{x, y}(M, N)=\sum_{i=i_{0}}^{\infty} \sum_{j=j_{0}}^{\infty} i^{x} j^{y} K_{\mathrm{Sk}}\left(N\left(i+\delta_{i}, j+\delta_{j}\right)-N(i, j)\right) . \tag{A.8}
\end{equation*}
$$

509
Assume $i^{\prime}=i+\delta_{i}$ and $j^{\prime}=j+\delta_{j}$, the above equation becomes:
$S_{x, y}(M, N)=K_{\mathrm{Sk}} \sum_{i^{\prime}=i_{0}+\delta_{i}}^{\infty} \sum_{j^{\prime}=j_{0}+\delta_{j}}^{\infty}\left(i^{\prime}-\delta_{i}\right)^{x}\left(j^{\prime}-\delta_{j}\right)^{y} N\left(i^{\prime}, j^{\prime}\right)-K_{\mathrm{Sk}} \sum_{i=i_{0}}^{\infty} \sum_{j=j_{0}}^{\infty} i^{x} j^{y} N(i, j)$.

510
Rewrite $i^{\prime}$ as $i$ and $j^{\prime}$ as $j$ :

$$
\begin{equation*}
S_{x, y}(M, N)=K_{\mathrm{Sk}} \sum_{i=i_{0}+\delta_{i}}^{\infty} \sum_{j=j_{0}+\delta_{j}}^{\infty}\left(i-\delta_{i}\right)^{x}\left(j-\delta_{j}\right)^{y} N(i, j)-K_{\mathrm{Sk}} \sum_{i=i_{0}}^{\infty} \sum_{j=j_{0}}^{\infty} i^{x} j^{y} N(i, j) . \tag{A.10}
\end{equation*}
$$

In order to transform the terms on the right-hand side of the above equation into moments, they are rewritten as:

$$
\begin{align*}
S_{x, y}(M, N)= & K_{\mathrm{Sk}} \sum_{i=i_{0}}^{\infty} \sum_{j=j_{0}}^{\infty}\left(i-\delta_{i}\right)^{x}\left(j-\delta_{j}\right)^{y} N(i, j)-K_{\mathrm{Sk}} \sum_{j=j_{0}}^{\infty} \sum_{i=i_{0}}^{i_{0}+\delta_{i}-1}\left(i-\delta_{i}\right)^{x}\left(j-\delta_{j}\right)^{y} N(i, j) \\
& -K_{\mathrm{Sk}} \sum_{i=i_{0}}^{\infty} \sum_{j=j_{0}}^{j_{0}+\delta_{j}-1}\left(i-\delta_{i}\right)^{x}\left(j-\delta_{j}\right)^{y} N(i, j) \\
& +K_{\mathrm{Sk}} \sum_{i=i_{0}}^{i_{0}+\delta_{i}-1} \sum_{j=j_{0}}^{j_{0}+\delta_{j}-1}\left(i-\delta_{i}\right)^{x}\left(j-\delta_{j}\right)^{y} N(i, j)-K_{\mathrm{Sk}} \sum_{i=i_{0}}^{\infty} \sum_{j=j_{0}}^{\infty} i^{x} j^{y} N(i, j) . \tag{A.11}
\end{align*}
$$

513 The second and third terms on the right-hand side of the above equation refer to the boundary flux terms in $j$ and $x$ coordinates, respectively. The forth term on the right-hand side of the above equation is included to avoid double subtraction. Expanding the first term on the right-hand side of the above equation with the binomial theorem, Eq. A. 11 becomes:

$$
\begin{align*}
S_{x, y}(M, N)= & K_{\mathrm{Sk}} \sum_{i=i_{0}}^{\infty} \sum_{j=j_{0}}^{\infty} \sum_{m=0}^{x}\binom{x}{m} i^{m}\left(-\delta_{i}\right)^{x-m} \sum_{n=0}^{y}\binom{y}{n} j^{n}\left(-\delta_{j}\right)^{y-n} N(i, j) \\
& -K_{\mathrm{Sk}} \sum_{j=j_{0}}^{\infty} \sum_{i=i_{0}}^{i_{0}+\delta_{i}-1}\left(i-\delta_{i}\right)^{x}\left(j-\delta_{j}\right)^{y} N(i, j)-K_{\mathrm{Sk}} \sum_{i=i_{0}}^{\infty} \sum_{j=j_{0}}^{j_{0}+\delta_{j}-1}\left(i-\delta_{i}\right)^{x}\left(j-\delta_{j}\right)^{y} N(i, j) \\
& +K_{\mathrm{Sk}} \sum_{i=i_{0}}^{i_{0}+\delta_{i}-1} \sum_{j=j_{0}}^{j_{0}+\delta_{j}-1}\left(i-\delta_{i}\right)^{x}\left(j-\delta_{j}\right)^{y} N(i, j)-K_{\mathrm{Sk}} \sum_{i=i_{0}}^{\infty} \sum_{j=j_{0}}^{\infty} i^{x} j^{y} N(i, j) . \tag{A.12}
\end{align*}
$$

Applying Eq. 9 to the above equation, we obtain:

$$
\begin{align*}
S_{x, y}(M, N)= & K_{\mathrm{Sk}} \sum_{m=0}^{x} \sum_{n=0}^{y}\binom{x}{m}\binom{y}{n}\left(-\delta_{i}\right)^{x-m}\left(-\delta_{j}\right)^{y-n} M_{m, n} \\
& -K_{\mathrm{Sk}} \sum_{j=j_{0}}^{\infty} \sum_{i=i_{0}}^{i_{0}+\delta_{i}-1}\left(i-\delta_{i}\right)^{x}\left(j-\delta_{j}\right)^{y} N_{i, j}-K_{\mathrm{Sk}} \sum_{i=i_{0}}^{\infty} \sum_{j=j_{0}}^{j_{0}+\delta_{j}-1}\left(i-\delta_{i}\right)^{x}\left(j-\delta_{j}\right)^{y} N_{i, j} \\
& +K_{\mathrm{Sk}} \sum_{i=i_{0}}^{i_{0}+\delta_{i}-1} \sum_{j=j_{0}}^{j_{0}+\delta_{j}-1}\left(i-\delta_{i}\right)^{x}\left(j-\delta_{j}\right)^{y} N_{i, j}-K_{\mathrm{Sk}} M_{x, y} \tag{A.13}
\end{align*}
$$

It can be seen that the numbers of particles at the smallest size coordinates are needed to evaluate the second, third and forth terms on the right-hand side of the above equation.

## Coagulation

Applying Eq. 9 to Eq. 5, the moment source term for coagulation is obtained:

$$
\begin{align*}
G_{x, y}(M)= & \frac{1}{2} K_{\mathrm{Cg}} \sum_{i=i_{0}}^{\infty} \sum_{j=j_{0}}^{\infty} i^{x} j^{y} \sum_{i^{\prime}=i_{0}}^{i} \sum_{j^{\prime}=j_{0}}^{j} N\left(i-i^{\prime}, j-j^{\prime}\right) N\left(i^{\prime}, j^{\prime}\right) \\
& -K_{\mathrm{Cg}} \sum_{i=i_{0}}^{\infty} \sum_{j=j_{0}}^{\infty} i^{x} j^{y} \sum_{i^{\prime}=i_{0}}^{\infty} \sum_{j^{\prime}=j_{0}}^{\infty} N(i, j) N\left(i^{\prime}, j^{\prime}\right) \tag{A.14}
\end{align*}
$$

$$
\begin{align*}
G_{x, y}(M)= & \frac{1}{2} K_{\mathrm{Cg}} \sum_{w+i^{\prime}=i_{0}}^{\infty} \sum_{v+j^{\prime}=j_{0}}^{\infty} \sum_{i^{\prime}=i_{0}}^{w+i_{0}^{\prime}} \sum_{j^{\prime}=j_{0}}^{v+j^{\prime}}\left(w+i^{\prime}\right)^{x}\left(v+j^{\prime}\right)^{y} N(w, v) N\left(i^{\prime}, j^{\prime}\right) \\
& -K_{\mathrm{Cg}} \sum_{i=i_{0}}^{\infty} \sum_{j=j_{0}}^{\infty} i^{x} j^{y} N(i, j) \sum_{i^{\prime}=i_{0}}^{\infty} \sum_{j^{\prime}=j_{0}}^{\infty} N\left(i^{\prime}, j^{\prime}\right) . \tag{A.15}
\end{align*}
$$

${ }_{526}$ Note that $N(w, v)=0$ for $w<i_{0}$ or $v<j_{0}$, the above equation becomes:

$$
\begin{align*}
G_{x, y}(M)= & \frac{1}{2} K_{\mathrm{Cg}} \sum_{w=i_{0}}^{\infty} \sum_{v=j_{0}}^{\infty} \sum_{i^{\prime}=i_{0}}^{\infty} \sum_{j^{\prime}=j_{0}}^{\infty}\left(w+i^{\prime}\right)^{x}\left(v+j^{\prime}\right)^{y} N(w, v) N\left(i^{\prime}, j^{\prime}\right) \\
& -K_{\mathrm{Cg}} \sum_{i=i_{0}}^{\infty} \sum_{j=j_{0}}^{\infty} i^{x} j^{y} N(i, j) \sum_{i^{\prime}=i_{0}}^{\infty} \sum_{j^{\prime}=j_{0}}^{\infty} N\left(i^{\prime}, j^{\prime}\right) \tag{A.16}
\end{align*}
$$

${ }_{527}$ Let $w=i, v=j$ and expand the first term on the right-hand side of the 528 above equation with the binomial theorem, the above equation becomes:

$$
\begin{align*}
G_{x, y}(M)= & \frac{1}{2} K_{\mathrm{Cg}} \sum_{i=i_{0}}^{\infty} \sum_{j=j_{0}}^{\infty} \sum_{i^{\prime}=i_{0}}^{\infty} \sum_{j^{\prime}=j_{0}}^{\infty} \sum_{m=0}^{x}\binom{x}{m} i^{m i^{\prime x-m}} \sum_{n=0}^{y}\binom{y}{n} j^{n} j^{\prime y-n} N(i, j) N\left(i^{\prime}, j^{\prime}\right) \\
& -K_{\mathrm{Cg}} \sum_{i=i_{0}}^{\infty} \sum_{j=j_{0}}^{\infty} i^{x} j^{y} N(i, j) \sum_{i^{\prime}=i_{0}}^{\infty} \sum_{j^{\prime}=j_{0}}^{\infty} N\left(i^{\prime}, j^{\prime}\right) . \tag{A.17}
\end{align*}
$$

Apply Eq. 9 to the above equation, we have:

$$
\begin{equation*}
G_{x, y}(M)=\frac{1}{2} K_{\mathrm{Cg}} \sum_{m=0}^{x} \sum_{n=0}^{y}\binom{x}{m}\binom{y}{n} M_{m, n} M_{x-m, y-n}-K_{\mathrm{Cg}} M_{x, y} M_{0,0} \tag{A.18}
\end{equation*}
$$

Applying Eq. 9 to Eq. 6, the moment source term for fragmentation is 532 obtained:

$$
\begin{align*}
F_{x, y}(M, N)= & \sum_{i=i_{0}}^{\infty} \sum_{j=j_{0}}^{\infty} i^{x} j^{y} \sum_{i^{\prime}=i}^{\infty} \sum_{j^{\prime}=j}^{\infty} K_{\mathrm{Fg}}\left(i^{\prime}, j^{\prime}\right) P\left(i, j \mid i^{\prime}, j^{\prime}\right) N\left(i^{\prime}, j^{\prime}\right) \\
& -\sum_{i=i_{0}}^{\infty} \sum_{j=j_{0}}^{\infty} i^{x} j^{y} K_{\mathrm{Fg}}(i, j) N(i, j) \tag{A.19}
\end{align*}
$$

${ }_{533}$ The above equation can be rewritten as:

$$
\begin{align*}
F_{x, y}(M, N)= & \sum_{i^{\prime}=i_{0}}^{\infty} \sum_{j^{\prime}=j_{0}}^{\infty} \sum_{i=i_{0}}^{i^{\prime}} \sum_{j=j_{0}}^{j^{\prime}} i^{x} j^{y} K_{\mathrm{Fg}}\left(i^{\prime}, j^{\prime}\right) P\left(i, j \mid i^{\prime}, j^{\prime}\right) N\left(i^{\prime}, j^{\prime}\right) \\
& -\sum_{i=i_{0}}^{\infty} \sum_{j=j_{0}}^{\infty} i^{x} j^{y} K_{\mathrm{Fg}}(i, j) N(i, j) \tag{A.20}
\end{align*}
$$

${ }_{534}$ Note that $K_{\mathrm{Fg}}(i, j)=0$ for $i<2 i_{0}$ or $j<2 j_{0}$ otherwise the total particle ${ }_{535}$ size is not conserved. Therefore the above equation is transformed as:

$$
\begin{align*}
F_{x, y}(M, N)= & \sum_{i^{\prime}=2 i_{0}}^{\infty} \sum_{j^{\prime}=2 j_{0}}^{\infty} K_{\mathrm{Fg}} N\left(i^{\prime}, j^{\prime}\right) \sum_{i=i_{0}}^{i^{\prime}} \sum_{j=j_{0}}^{j^{\prime}} i^{x} j^{y} P\left(i, j \mid i^{\prime}, j^{\prime}\right) \\
& -\sum_{i=2 i_{0}}^{\infty} \sum_{j=2 j_{0}}^{\infty} i^{x} j^{y} K_{\mathrm{Fg}} N(i, j) . \tag{A.21}
\end{align*}
$$

${ }_{536}$ Applying Eq 8 into the above equation:

$$
\begin{align*}
F_{x, y}(M, N)= & \sum_{i^{\prime}=2 i_{0}}^{\infty} \sum_{j^{\prime}=2 j_{0}}^{\infty} K_{\mathrm{Fg}} N\left(i^{\prime}, j^{\prime}\right)\left(i_{0}^{x} j_{0}^{y}+\left(i^{\prime}-i_{0}\right)^{x}\left(j^{\prime}-j_{0}\right)^{y}\right) \\
& -\sum_{i=2 i_{0}}^{\infty} \sum_{j=2 j_{0}}^{\infty} K_{\mathrm{Fg}} i^{x} j^{y} N(i, j) \tag{A.22}
\end{align*}
$$

${ }_{537}$ Let $i^{\prime}=i, j^{\prime}=j$ and rewrite the above equation as:

$$
\begin{equation*}
F_{x, y}(M, N)=\sum_{i=2 i_{0}}^{\infty} \sum_{j=2 j_{0}}^{\infty} K_{\mathrm{Fg}} N(i, j)\left(i_{0}^{x} j_{0}^{y}+\left(i-i_{0}\right)^{x}\left(j-j_{0}\right)^{y}-i^{x} j^{y}\right) \tag{A.23}
\end{equation*}
$$

${ }_{538}$ To transform the terms on the right-hand side of the above equation into ${ }_{539}$ moments, the above equation is rewritten as:

$$
\begin{align*}
F_{x, y}(M, N)= & \sum_{i=i_{0}}^{\infty} \sum_{j=j_{0}}^{\infty} K_{\mathrm{Fg}} N(i, j)\left(i_{0}^{x} j_{0}^{y}+\left(i-i_{0}\right)^{x}\left(j-j_{0}\right)^{y}-i^{x} j^{y}\right) \\
& -\sum_{i=i_{0}}^{2 i_{0}-1} \sum_{j=j_{0}}^{\infty} K_{\mathrm{Fg}} N(i, j)\left(i_{0}^{x} j_{0}^{y}+\left(i-i_{0}\right)^{x}\left(j-j_{0}\right)^{y}-i^{x} j^{y}\right) \\
& -\sum_{i=i_{0}}^{\infty} \sum_{j=j_{0}}^{2 j_{0}-1} K_{\mathrm{Fg}} N(i, j)\left(i_{0}^{x} j_{0}^{y}+\left(i-i_{0}\right)^{x}\left(j-j_{0}\right)^{y}-i^{x} j^{y}\right) \\
& +\sum_{i=i_{0}}^{2 i_{0}-1} \sum_{j=j_{0}}^{2 j_{0}-1} K_{\mathrm{Fg}} N(i, j)\left(i_{0}^{x} j_{0}^{y}+\left(i-i_{0}\right)^{x}\left(j-j_{0}\right)^{y}-i^{x} j^{y}\right) . \tag{A.24}
\end{align*}
$$

The second and third terms on the right-hand side of the above equation refer to the accumulation of particles at the smallest size coordinates $i_{0}$ and $j_{0}$, respectively. The forth term on the right-hand side of the above equation is included to avoid double subtraction. Expanding the first term on the right-hand side of the above equation with the binomial theorem, the above equation becomes:

$$
\begin{align*}
F_{x, y}(M, N)= & \sum_{i=i_{0}}^{\infty} \sum_{j=j_{0}}^{\infty} K_{\mathrm{Fg}} N(i, j)\left(i_{0}^{x} j_{0}^{y}-i^{x} j^{y}+\sum_{m=0}^{x}\binom{x}{m} i^{m}\left(-i_{0}\right)^{x-m} \sum_{n=0}^{y}\binom{y}{n} j^{n}\left(-j_{0}\right)^{y-n}\right) \\
& -\sum_{i=i_{0}}^{2 i_{0}-1} \sum_{j=j_{0}}^{\infty} K_{\mathrm{Fg}} N(i, j)\left(i_{0}^{x} j_{0}^{y}+\left(i-i_{0}\right)^{x}\left(j-j_{0}\right)^{y}-i^{x} j^{y}\right) \\
& -\sum_{i=i_{0}}^{\infty} \sum_{j=j_{0}}^{2 j_{0}-1} K_{\mathrm{Fg}} N(i, j)\left(i_{0}^{x} j_{0}^{y}+\left(i-i_{0}\right)^{x}\left(j-j_{0}\right)^{y}-i^{x} j^{y}\right) \\
& +\sum_{i=i_{0}}^{2 i_{0}-1} \sum_{j=j_{0}}^{2 j_{0}-1} K_{\mathrm{Fg}} N(i, j)\left(i_{0}^{x} j_{0}^{y}+\left(i-i_{0}\right)^{x}\left(j-j_{0}\right)^{y}-i^{x} j^{y}\right) . \tag{A.25}
\end{align*}
$$

Applying Eq. 9 to the above equation, we obtain:

$$
\begin{align*}
F_{x, y}(M, N)= & K_{\mathrm{Fg}} \sum_{m=0}^{x} \sum_{n=0}^{y}\binom{x}{m}\binom{y}{n}\left(-i_{0}\right)^{x-m}\left(-j_{0}\right)^{y-n} M_{m, n}+K_{\mathrm{Fg}} x_{0}^{x} j_{0}^{y} M_{0,0}-K_{\mathrm{Fg}} M_{x, y} \\
& -K_{\mathrm{Fg}} \sum_{j=j_{0}}^{\infty} \sum_{i=i_{0}}^{2 i_{0}-1}\left(\left(i-i_{0}\right)^{x}\left(j-j_{0}\right)^{y}+i_{0}^{x} j_{0}^{y}-i^{x} j^{y}\right) N_{i, j} \\
& -K_{\mathrm{Fg}} \sum_{i=i_{0}}^{\infty} \sum_{j=j_{0}}^{2 j_{0}-1}\left(\left(i-i_{0}\right)^{x}\left(j-j_{0}\right)^{y}+i_{0}^{x} j_{0}^{y}-i^{x} j^{y}\right) N_{i, j} \\
& +K_{\mathrm{Fg}} \sum_{i=i_{0}}^{2 i_{0}-1} \sum_{j=j_{0}}^{2 j_{0}-1}\left(\left(i-i_{0}\right)^{x}\left(j-j_{0}\right)^{y}+i_{0}^{x} j_{0}^{y}-i^{x} j^{y}\right) N_{i, j} . \quad \text { (A.26) } \tag{A.26}
\end{align*}
$$

## Appendix B. 1-D Blumstein and Wheeler algorithm

This algorithm is used to determine the sizes and corresponding number of weighted particles to approximate the univariate NDF from the empirical moments.

## Algorithm 2: 1-D Blumstein and Wheeler algorithm.

Input: The empirical moments $\widetilde{M}_{x}$ for $x=0,1, \ldots, 2 N_{1}-2$.
Output: The particle size $\alpha_{k}$ and the corresponding number of weighted particles $\widetilde{N}_{\alpha_{k}}$ for

$$
k=1,2, \ldots, N_{1} .
$$

for $N_{p}=2$ to $N_{1}$ do
Determine the elements of the first row of matrix $\mathbf{Z}: Z_{1, j}=\widetilde{M}_{j-1}$ for $j=1, \ldots, 2 N_{\mathrm{p}}-1$.
For $a_{1}=\widetilde{M}_{1} / \widetilde{M}_{0}$ and $b_{1}=0$, determine the recursion coefficients $a_{i}$ and $b_{i}$ :
for $i=2$ to $N_{p}$ do
for $j=i$ to $2 N_{p}-1$ do
The elements of $\mathbf{Z}$ must satisfy the following recursion relation:

$$
Z_{i, j}=Z_{i-1, j+1}-a_{i-1} Z_{i-1, j}-b_{i-1} Z_{i-1, j} ;
$$

If $Z_{i, i}<M_{\text {min }}$ or $Z_{i-1, i-1}<M_{\text {min }}$, exit the main loop. Otherwise

$$
a_{i}=\frac{Z_{i, i+1}}{Z_{i, i}}-\frac{Z_{i-1, i}}{Z_{i-1, i-1}} ; \quad b_{i}=\frac{Z_{i, i}}{Z_{i-1, i-1}} .
$$

For $r_{1}=1 /\left(i_{0}-a_{1}\right)$ where $i_{0}$ is the smallest particle size, determine the recursion function:

$$
r_{i}=1 /\left(i_{0}-a_{i}-b_{i} r_{i-1}\right) \quad i=2, \ldots, N_{\mathrm{p}}-1 .
$$

As we fix the smallest particle size, replace $a_{N_{\mathrm{p}}}$ with:

$$
a_{N_{\mathrm{p}}}=i_{0}-b_{N_{\mathrm{p}}} r_{N_{\mathrm{p}}-1} .
$$

Construct a symmetric tridiagonal matrix $\mathbf{T}$ with $a_{i}$ as the diagonal and the square roots of $b_{i}$ as the co-diagonal:

$$
\mathbf{T}=\left[\begin{array}{ccccc}
a_{1} & -\sqrt{b_{2}} & 0 & \cdots & 0 \\
-\sqrt{b_{2}} & a_{2} & -\sqrt{b_{3}} & \cdots & 0 \\
0 & -\sqrt{b_{3}} & a_{3} & \cdots & 0 \\
\vdots & \vdots & \vdots & \ddots & \vdots \\
0 & 0 & 0 & \cdots & a_{N_{p}}
\end{array}\right] .
$$

Solve for the eigenvalues $\mathbf{E}$ and eigenvectors $\mathbf{D}$ of matrix $\mathbf{T}$ :

$$
[\mathbf{E}, \mathbf{D}]=\operatorname{eig}(\mathbf{T}) .
$$

If any diagornal element of matrix $\mathbf{E}$ is smaller than $i_{0}$ or any element in the first row of matrix $\mathbf{T}$ is negative, exit the main loop and adopt the weighted particles obtained in the last loop as the final output.
Otherwise determine $\alpha_{k}$ and $\widetilde{N}_{\alpha_{k}}$ by:
53
$\alpha_{k}=\mathbf{E}(k, k), \quad \widetilde{N}_{\alpha_{k}}=\widetilde{M}_{0} \mathbf{D}(1, k)^{2}$.

## ${ }_{555}$ Appendix C. 2-D Blumstein and Wheeler algorithm

${ }_{558}$ cations of 1-D Blumstein and Wheeler algorithm.

## Algorithm 3: 2-D Blumstein and Wheeler algorithm.

Input: The empirical moments $\widetilde{M}_{x, y}$ for $x=0,1, \ldots, 2 N_{1}-2$ and $y=0,1, \ldots, 2 N_{2}-2$.

Output: The weighted particle internal coordinates ( $\alpha_{k}, \beta_{l \mid k}$ ) and the corresponding numbers $\widetilde{N}_{\alpha_{k}}$ and $\widetilde{N}_{\beta_{l \mid k}}$ for $k=1,2, \ldots, N_{1}$ and $l=1,2, \ldots, N_{2}$.
Use the marginal moments $\widetilde{M}_{x, 0}\left(x=0, \ldots, 2 N_{1}-2\right)$ to determine $\alpha_{k}$ and $\widetilde{N}_{\alpha_{k}}\left(k=1, \ldots, N_{1}\right)$ with the 1-D Blumstein and Wheeler algorithm.

Create a $N_{1} \times N_{1}$ matrix $\mathbf{Y}$ and a $N_{1} \times\left(2 N_{2}-1\right)$ matrix $\mathbf{M}$ with zeros in all elements.
for $i=1$ to $N_{1}$ do
for $j=1$ to $N_{1}$ do
Determine the elements of $\mathbf{Y}$ with the weighted marginal
particles:
$Y_{i, j}=\alpha_{j}^{i-1} \widetilde{N}_{\alpha_{j}}$.
for $i=1$ to $N_{1}$ do
for $j=1$ to $2 N_{2}-1$ do
Determine the elements of $\mathbf{M}$ with the empirical moments:
$M_{i, j}=\widetilde{M}_{i-1, j}$.
Create a $N_{1} \times\left(2 N_{2}-1\right)$ matrix $\mathbf{H}$ with the elements in the first column are 1 and the others are determined by

$$
\mathbf{H}\left(1: N_{1}, 2: 2 N_{2}-1\right)=\mathbf{Y}^{-1} \mathbf{M} .
$$

for $k=1$ to $N_{1}$ do
With $\mathbf{H}\left(k, 1: 2 N_{2}-1\right)$, use the 1-D Blumstein and Wheeler algorithm to determine the conditional weighted particles: $\beta_{l \mid k}$ and $\widetilde{N}_{\beta_{l \mid k}}$.
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