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Two-dimensional materials have proven to be a prolific breeding ground of new and unstudied forms of
magnetism and unusual metallic states, particularly when tuned between their insulating and metallic
phases. Here we present work on a new metal-to-insulator transition system FePS3. This compound is a
two-dimensional van derWaals antiferromagnetic Mott insulator. We report the discovery of an insulator-
metal transition in FePS3, as evidenced by x-ray diffraction and electrical transport measurements, using
high pressure as a tuning parameter. Two structural phase transitions are observed in the x-ray diffraction
data as a function of pressure, and resistivity measurements show evidence of the onset of a metallic state at
high pressures. We propose models for the two new structures that can successfully explain the x-ray
diffraction patterns.

DOI: 10.1103/PhysRevLett.121.266801

Introduction.—Recent and substantial interest in FePS3
stems from the fact that, like graphite, FePS3 can be
delaminated to give single layers. Its magnetic properties,
and particularly the Ising-like nature of its Hamiltonian,
make the compound particularly promising as it maintains

its bulklike magnetic behavior even for a single monolayer
[1]. As the ab planes of the metal ions are linked only
by van der Waals forces, the MPX3 family form model
two-dimensional antiferromagnetic systems, leading to a
number of more recent publications on the magnetic
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structures [2–6] and even attracting the moniker “magnetic
graphene” [7].
The family of compounds here designatedMPX3, where

M represents a transition metal such as Fe, Ni, or Mn, and
X ¼ S or Se, are easily synthesized and have been widely
categorized, historically due to interest in lithium interca-
lation between crystal planes to serve as a battery material
[8–18]. A comprehensive review is given by Grasso and
Silipigni [19]. These materials all have very similar crystal
structures and interactions, but subtly differing magnetic
properties across the metal elements due to the richness of
the exchange couplings present. Crystallographic data from
x-ray diffraction studies [10,12] give a monoclinic unit cell
with space group of C2=m and a honeycomb arrangement
of the magnetic metal ions.
The MPX3 compounds are all p-type semiconductors

[19] with extremely high room-temperature resistivities
(reflecting the high purity of samples that can be produced)
and band gaps in excess of 1 eV as determined by optical
measurements [20]. A series of calculations of the band
structure have been carried out [17,21–23] but do not
successfully reproduce the insulating state of these materi-
als, predicting half-filled metallic bands. This leads to the
conclusions that MPX3 are Mott insulators, and as such
could be driven to an insulator-metal or Mott transition by
applying pressure to tune the band structure. FePS3 was
chosen to investigate as it has the lowest resistivity and
band gap of the easily synthesized compounds and was
therefore assumed to require the least pressure to metallize.
Initial evidence of metallic behavior was first presented at
the SCES2014 conference by Haines et al. [24] and then
again independently by Tsurubayashi et al. [25]. This
Letter is the first published report detailing the metal-
insulator transition in FePS3.
Substantial interest lies in tuning Mott insulators towards

their metallization transition. The simple Hubbard model
traditionally used to describe such systems only yields
solutions in the limiting metallic and insulating cases.
Tuning the parameters of the system to an intermediate
state accesses physics that is not yet fully understood.
Additionally, many unconventional superconducting mate-
rials are low dimensional and lie in close proximity to
antiferromagnetic Mott insulator phases in their phase
diagrams, and theoretical calculations [26] suggest that
these states have a strengthening influence on the formation
of superconductivity. Tunable (for instance, through pres-
sure) antiferromagnetic two-dimensional Mott insulators
then provide a rich and clean environment to probe the core
mechanisms of several unsolved problems in condensed
matter physics.
Methods.—High-pressure XRD patterns were collected

at room temperature at the Diamond Light Source on the
I15 beam line. FePS3 is difficult to grind into an isotropic
powder. This is due to the fact that when put under strain
the crystals tend to shear parallel to the ab planes leading to

small platelets and therefore strong preferred orientation.
In an attempt to mitigate this the samples were ground in
liquid nitrogen. The diamond anvil cell was filled with
powdered sample. No pressure transmitting medium was
used. X rays with an energy of 29.2 keV (λ ¼ 0.4246 Å)
were used to collect the diffraction patterns. This is
sufficiently high energy to pass through the diamond
anvils. A MAR345 2D detector was used to record the
diffraction pattern with exposure times of between 15 and
45 s. Pressure in the diamond anvil cell was determined by
measuring the shift in the fluorescence wavelength of ruby
[27] spheres that were placed inside the high pressure
region. The data were initially processed using DAWN [28]
(with a LaB6 calibration) and the subsequent Rietveld
refinements were calculated using TOPAS-Academic [29].
Measurements of resistance were performed using a

Keithley 2410 source meter with a fixed supplied current of
0.01 μA and verified on a Keithley electrometer at 40 V.
The samples measured were rectangular single crystals and
a four-wire Kelvin method was used to calculate resistivity
from the measured resistance. As the current-voltage
response of this sample is not simply Ohmic, the same
excitation was used throughout to allow comparison of
data—but limiting the measurable range of resistances.
Contact resistances to FePS3 were found to be significant if
precautions were not taken—on order of MΩ for simple
silver epoxy electrical contacts, and with significant voltage
dependence. To avoid this, the ambient pressure measure-
ments were prepared with gold conducting pads evaporated
onto the sample surface. In the Bridgman cells used for the
high-pressure resistivity measurements, contact is formed
by mechanically pressing Pt wires into the sample, which
was seen to give good contact.
Measurements were performed in several Bridgman

anvil cells [30] with both tungsten carbide and sintered
diamond anvils. A steatite powder pressure medium was
used in the Bridgman cells, leading to a uniaxial component
(along the sample c� axis) of the pressure achieved, as well
as pressure gradients within the sample estimated at around
20%. The pressure in these cells is estimated from the load
applied during pressurization.
Temperature control was achieved through an Oxford

Instruments Heliox He-3 cryostat, an ICE Oxford 1 K
pumped helium cryostat, and an adiabatic demagnetization
refrigerator developed in house. Care was taken to vary
temperatures slowly (typically a few kelvin per hour) to
allow the large thermal mass of the pressure cells to
equilibrate.
Results.—It was clear upon observing the evolution of

the diffraction patterns, see Fig. 1, that there were two
phase transitions. The first phase transition (PT1) at
approximately 4 GPa and the second (PT2) at approxi-
mately 14 GPa. The structure is known at ambient pressure
(0 GPa); however, the high-pressure structures were not
known. The first task was therefore to produce physically
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sensible models for the two unknown structures that could
be used to fit the high-pressure diffraction patterns. In both
phase transitions new diffraction peaks develop while other
peaks disappear. This allowed the identification of mono-
phasic diffraction patterns for all three phases: the pattern at
0 GPa corresponds to the low-pressure (ambient pressure)
monoclinic C2=m phase [10,12]; the one at 10.1 GPa to a
high-pressure phase, here designated HP I; finally, the
pattern at 18.1 GPa corresponds to a second high-pressure
phase, HP II. Assuming only that the structure does not go
through a major reconstruction, we can equate the lowest
angle (highest d spacing) peak at around a 2θ of 3°–4° in
Fig. 1 to the interplanar distance. The details of the refine-
ments can be found in the Supplemental Material [31].
Figure 2 shows views of the refined structures for the

different phases. At ambient pressure, the sulfur atoms form
two-dimensional hexagonally coordinated layers, and there
is a close-packing coordination between the layers. The
close packing is not visible in the view along the c� axis
featuring all the atoms [Fig. 2(b) for HP 0] because sulfur
atoms are directly below Fe and P atoms, but is visible if
only the sulfur atoms are shown [Fig. 2(c) for HP 0].
A shear of ∼a=3 along the a axis, however, preserves the
close packing between the two sulfur layers while reducing
the volume of the unit cell by putting the Fe atoms directly
above one another, and likewise for the P atoms. This is
apparent in the view along c�, shown in Fig. 2. The HP I
structure also appears to show some buckling of the sulfur
layers, possibly due to strain. The buckling disappears at
the higher-pressure transition to HP II, where the structure
adopts a higher symmetry. The pressure dependence of
the interplanar distance is shown in Fig. 2(a). At the second

phase transition there is a dramatic collapse of the inter-
planar distance: from approximately 5.7 to 4.9 Å. This is a
collapse of nearly 15%. More detail can be found in the
Supplemental Material [31]. The Supplemental Material
also includes a description of the pressure dependence of
the lattice parameters of the three phases identified.
The temperature dependence of the resistivity ρ of FePS3

in the absence of any applied pressure is plotted in Fig. 3,
from room temperature down to the temperature when the
resistance becomes too high to measure on the apparatus

FIG. 1. Integrated diffraction patterns. The data have been
scaled to the low angle background (giving arbitrary intensity, see
right y axis) and then the offset set to the pressure at which the
data were collected (shown on the left y axis). The 0.0 GPa data
have been truncated for the two highest intensity peaks to allow
all the patterns to be plotted together. The two phase transitions
can be seen to take place over the region colored blue (PT1) and
that colored black (PT2). The three patterns that we identified as
being monophase are labeled with their pressures. The wave-
length of the x rays was λ ¼ 0.4246 Å.

FIG. 2. Schematics showing the evolution of the structure of
FePS3 with pressure. The three refined structures at their
corresponding pressures are drawn to the same scale and with
respect to the lattice parameters for the structures given in Tables
S2–S4 in the Supplemental Material [31]. The Fe atoms are
shown in brown, the P atoms are shown in purple, and the S atoms
are shown in yellow. The views show different projections of the
same number of unit cells; hence the “sulfur” only figures show
only those sulfurs between two adjacent ab planes. Also shown
are all interatomic bonds for r ≤ 3.6 Å. The illustrations were
created using the VESTA software [37].
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FIG. 3. Resistivity ρ of FePS3 plotted against temperature at
ambient pressure. The inset plots lnðρÞ against the reciprocal of
temperature, showing good agreement with thermally activated
Arrhenius-type behavior.
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used. The resistivity values found match with the orders of
magnitude observed previously [13] and are insulating in
nature. The inset shows a fit of the resistivity to an
Arrhenius-type thermally activated conduction process
across a fixed band gap ρ ∝ eT0=T—plotting ln ρ against
1=T will yield a straight line if this relation holds, which is
indeed seen in the graph, with some divergence towards the
highest temperatures measured, potentially due to carrier
saturation. The extracted band gap, found from the gradient
and T0, is then 0.452(1) eV. The overall result matches that
in previous studies [38], but in this reference an activation
energy of 0.60(1) eV is quoted, and values up to 1.5 eV
have been found from optical measurements [8]. The
different energy gaps obtained from the different measure-
ments are explained by the fact that the optical absorption
spectra and the conductivity measurements are sensitive to
excitations generated in different bands. Both measure-
ments are correct and there is no evidence for disorder or
impurities playing a significant role on the values of energy
obtained. See Grasso et al. for a full discussion [38].
Two independent sets of measurements in the quasihy-

drostatic Bridgman anvil cells are shown in Figs. 4 and 5.
In both cases the stated pressure values are estimates based
on the external load applied to the cells in pressurization,
with a typical error of up to 20%. The lower-pressure data
[Fig. 4(a) and upper curves in Fig. 5] still show the
activated behavior of an insulator, similar to the ambient
pressure data, but increasing pressure drastically decreases
the magnitude of the resistivity. At pressures above an
estimated 5.0 GPa the resistivity begins to decrease with
decreasing temperature—indicative of metallic behavior.
The application of pressure also leads to a decrease in the
magnitude of the resistivity over the measured temperature
range by up to 8 orders of magnitude. Figure 4 also appears
to capture an intermediate state, where the insulator-metal
transition is visible as a broad peak in the resistance around

180 K, but has moved outside of the measurable temper-
ature range in subsequent pressure points.
In the higher-pressure data taken in Bridgman cells, shown

in Figs. 4(c), 4(d), and6,metallic (though sublinear—perhaps
semimetallic) resistivity is observed at high temperatures.
At lower temperatures, however, an upturn in the resistivity is
seen. This feature should not be attributed to a simple
insulating state, as the increase in resistivity as temperature
decreases is slight and far from matching the exponential
dependence of an Arrhenius or variable-range-hopping
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FIG. 4. Resistance of FePS3 against temperature for 4 increas-
ing pressures, estimated as (a) 4.0 GPa, (b) 4.5 GPa, (c) 5.5 GPa,
and (d) 22.5 GPa. A transition from insulating to metallic
behavior is seen as pressure is increased, as well as an upturn
in the resistivity at low temperatures in the high-pressure
measurements.

FIG. 5. Resistivity of FePS3 plotted against temperature, at
pressures from an estimated 3.0 GPa (blue, topmost) to 13.5 GPa
(red) in a Bridgman anvil cell—reproducing the data shown in
Fig. 4. The resistivity is drastically suppressed with applied
pressure—note the logarithmic axis, and an upturn seen in the
higher-pressure data.
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activated behavior, or the logarithmic dependence of the
Kondo effect. The 12.0 GPa data, which were taken down to
100 mK (Fig. 6, inset), additionally show a leveling off or
saturation of the resistivity as the temperature approaches
zero; this resembles the saturation effects commonly seen
in semiconductors. What can however be concluded from
Fig. 5 is that increasing the applied pressure suppresses both
the temperature of the minimum and the magnitude of the
upturn at the lowest temperature measured. FePS3 at ambient
pressure orders antiferromagnetically at 120 K, and it is
tempting to speculate that the upturn may also have some
connection to the magnetic properties of the compound at
high pressure.
Discussion.—The application of pressure changes the

structure and electronic properties of FePS3. Through the
analysis of powder x-ray diffraction data under pressure we
have discovered and produced models for two previously
unknown phases of FePS3. The change from the ambient
pressure structure to HP I amounts to a shear of the unit cell
by ∼a=3 along the a axis. A shear between the ab planes
with pressure seems feasible as the planes are only weakly
bound by van derWaals forces and they slide easily over
one another. Inspection of the stacking normal to the ab
planes, i.e., along the c� axis, for the different structures
supports a coherent shear model. Our models for the high-
pressure structures could form the starting point for a band
structural calculation study aimed at identifying the precise
mechanism for metallization.
Under ambient conditions, the layered van derWaals

antiferromagnet FePS3 displays insulating behavior, with
an electronic band gap around 0.5 eV, in agreement with
previous studies. The application of comparatively low
pressures, up to 2.0 GPa, has little effect on the resistivity
but higher pressures reduce the sample’s resistivity values at
a dramatic rate. In the quasihydrostatic Bridgman cells, a
reduction in sample resistancevalues fromGΩ toΩ ranges is
seen, as well as the resistance increasing with temperature
from pressures around 5.0 GPa, indicative of a metallic
rather than insulating state. Electronic structure calculations
suggest FePS3 to be a Mott or charge-transfer insulator, and
this insulator-metal transition observed through applied
pressure strongly supports this view. Additionally, in the
metallic phase at pressures above the transition, an upturn in
the resistivity is observed at temperatures below 150 K,
suppressed with increasing pressure. The upturn could not
be described by any common forms of exponential insulator-
type temperature dependencies or scattering mechanisms
such as the Kondo effect. Further information on the band
structure and nature of carriers in this high-pressure state is
needed to properly understand this feature.
We show that FePS3 undergoes an insulator-metal

transition at high pressures and we are able to correlate
the electronic transition with concomitant changes in the
crystallographic structure. The experiments are challeng-
ing, but the data are unambiguous and conclusive.

A strain- or pressure-induced transition to a metallic
phase is not only relevant for the graphene community. The
transition of a layered antiferromagnetic insulator to a
conductor is also found in high-temperature superconduc-
tors, which is a subject of long-standing interest. The
electronic properties of high-temperature superconductors
are controlled by doping, and it is very difficult to unravel
the effects that come into play in nonstoichiometric systems.
Our study suggests another avenue, as the application of
pressure to a stoichiometric system provides causal relations
that are far less ambiguous, and we believe that pressure
studies on FePS3 may also provide insight into the origin of
high-temperature superconductivity.
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