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This thesis deals with polymer light-emitting diodes (LEDs) containing materials from the polyfluorene family, and investigates their behaviour when employed in device structures.

A study of poly(9,9’-dioctylfluorene-co-bis-N,N’-(4-butylphenyl)-bis-N,N’-phenyl-1,4-phenylenediamine) (PFB) by photothermal deflection spectroscopy (PDS) shows that the polymer undergoes a doping reaction with poly(styrene sulphonic acid). This is important because the two materials are found in intimate contact in LED structures. The conditions for reaction are investigated, and it is proposed that the reacted states are directly responsible for the drive-induced degradation of LEDs containing these two materials.

LEDs are studied which contain various combinations of poly(9,9’-dioctylfluorene-co-N-(4-butylphenyl)diphenylamine) (TFB) and poly(9,9’-dioctylfluorene-co-benzothiadiazole) (F8BT), using pulsed electroluminescence. A strongly morphology-dependent spike-transient is observed in the electroluminescence at turn-on, and this is investigated by numerical modelling. Although not all features of the system can be well represented in the model, the spike transient is explicitly predicted without the need to impose any special conditions. The origin of this feature is elucidated by repeatedly running the model to a range of end-points and studying the time-evolution of space-charge distributions which result.

Finally, F8BT devices are considered on their own, in order to study the evolution of device performance under low-intensity electrical excitation. A phenomenon is investigated in which the quantum efficiency is dramatically increased during the early stages of driving. Ionic motions are ruled out, and the observations are attributed to the trapping of charge in the vicinity of the anode, leading to enhanced hole injection. The reverse-bias behaviour of the effect, in which a further enhancement is seen, is also examined. The analogy is made with polymer LEDs in general which increase in performance following a period of reverse bias, and it is suggested that the causes may be related.
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The following abbreviations are frequently used in this thesis, and are summarised here for ease of reference.

<table>
<thead>
<tr>
<th>Abbreviation</th>
<th>Full Form</th>
</tr>
</thead>
<tbody>
<tr>
<td>DC</td>
<td>Direct Current</td>
</tr>
<tr>
<td>DMM</td>
<td>Digital Multimeter</td>
</tr>
<tr>
<td>EL</td>
<td>Electroluminescence</td>
</tr>
<tr>
<td>F8</td>
<td>Poly(9,9’-dioctylfluorene)</td>
</tr>
<tr>
<td>F8BT</td>
<td>Poly(9,9’-dioctylfluorene-co-benzothiadiazole)</td>
</tr>
<tr>
<td>GPIB</td>
<td>General Purpose Interface Bus</td>
</tr>
<tr>
<td>HOMO</td>
<td>Highest Occupied Molecular Orbital</td>
</tr>
<tr>
<td>IPA</td>
<td>Isopropanol</td>
</tr>
<tr>
<td>LED</td>
<td>Light-Emitting Diode</td>
</tr>
<tr>
<td>LUMO</td>
<td>Lowest Unoccupied Molecular Orbital</td>
</tr>
<tr>
<td>PANI</td>
<td>Polyaniline</td>
</tr>
<tr>
<td>PDS</td>
<td>Photothermal Deflection Spectroscopy</td>
</tr>
<tr>
<td>PEDOT:PSS</td>
<td>PEDT doped with PSSH</td>
</tr>
<tr>
<td>PEDT</td>
<td>Poly(3,4-ethylenedioxythiophene)</td>
</tr>
<tr>
<td>PFB</td>
<td>Poly(9,9’-dioctylfluorene-co-bis-N,N’-(4-butylphenyl)-bis-N,N’-phenyl-1,4-phenylenediamine)</td>
</tr>
<tr>
<td>PL</td>
<td>Photoluminescence</td>
</tr>
<tr>
<td>PMT</td>
<td>Photomultiplier tube</td>
</tr>
<tr>
<td>PPV</td>
<td>Poly((p)-phenylene vinylene)</td>
</tr>
<tr>
<td>PSSH</td>
<td>Poly(styrene sulphonic acid)</td>
</tr>
<tr>
<td>PSU</td>
<td>Power Supply Unit</td>
</tr>
<tr>
<td>SCLC</td>
<td>Space-Charge Limited Current (or Conduction)</td>
</tr>
<tr>
<td>TFB</td>
<td>Poly(9,9’-dioctylfluorene-co-N-(4-butylphenyl)diphenylamine)</td>
</tr>
<tr>
<td>THF</td>
<td>Tetrahydrofuran</td>
</tr>
<tr>
<td>TOF</td>
<td>Time-of-Flight</td>
</tr>
<tr>
<td>TTL</td>
<td>Transistor-Transistor Logic</td>
</tr>
<tr>
<td>UV-Vis</td>
<td>UV-Visible Spectrometer/Spectroscopy</td>
</tr>
<tr>
<td>ZIF</td>
<td>Zero Insertion Force</td>
</tr>
</tbody>
</table>
1. Introduction

Since the first reports of electroluminescence from a conjugated polymer in 1990\textsuperscript{1}, research in the field of polymer light-emitting diodes (LEDs) and semiconducting polymers in general has attracted much attention\textsuperscript{2-9}. In the intervening years advances in materials, processing and the underlying basic physics have led to devices which span the visible spectrum, endure many thousands of hours of continuous operation, and which are beginning to meet the requirements for commercial application. Indeed, the first consumer product to incorporate a polymer LED display has come to market in the past year\textsuperscript{10}.

The same class of materials has been exploited for other aspects of their semiconducting properties. Both field-effect transistors\textsuperscript{11,12} and photovoltaic cells\textsuperscript{13} have been successfully demonstrated, and are undergoing development. FETs show promise for extremely high-volume and low-cost applications such as radio-frequency smart tags. Such devices may one day replace traditional laser-read barcodes on supermarket goods, allowing a whole trolley-load to be scanned in an instant. Likewise, though polymer photovoltaic cells may never approach the 33\% power conversion efficiency of the crystalline silicon solar-cells currently used on the International Space Station, their very low cost of production may allow cheap and non-polluting power to be brought to some of the poorest parts of the world.

Conjugated polymer LEDs show great promise for future use in large-area full-colour flat panel displays, due in large part to their ease of processing for instance by inkjet printing\textsuperscript{14}. However a number of significant challenges remain before such goals can be achieved. Whilst single colour displays are now in production, the differential aging of the red, green and blue components in a full-colour display has not yet been resolved, and the achievement of a fuller understanding of the degradation processes of polymer LEDs is fundamental to any such solution.

This thesis discusses the behaviour of a certain state-of-the-art class of conjugated polymers – the polyfluorenes – in their role as the emissive components of polymer LEDs.
Chapter 2 provides a general review of the field. The properties of conjugated polymers and the origin of their semiconducting behaviour is described. The theory of polymer LEDs is then explored. Finally, the materials used in experimental devices in this work are reviewed.

Chapter 3 covers the experimental methods employed, beginning with the fabrication of devices and samples, and continuing with a summary of the various characterisation techniques used.

Chapter 4 is the first experimental chapter. It reports the use of Photothermal Deflection Spectroscopy (PDS) to investigate the interaction between one particular blue light-emitting polymer and a non-conjugated polymer which forms the majority component of the anode in polymer LEDs. Although these two materials are placed in intimate contact in the device structure, it is only now being realised that a reaction takes place between them which is detrimental to the device performance.

Chapter 5 reports the use of transient pulsed electroluminescence to investigate the behaviour at turn-on of polyfluorene LEDs with various internal structures. A sharp electroluminescence “spike” is seen, which is found to be strongly dependent on the morphology of the polymer layer. Although previous authors have proposed possible causes for this behaviour, numerical simulations reveal that it can be accounted for by existing principles of device behaviour.

Chapter 6 is the final and longest experimental chapter. It describes the investigation of a previously unreported phenomenon, in which the performance of a polymer LED is dramatically improved during the early stages of electrical driving. A battery of experiments are described in order to identify the nature of the behaviour and the range of situations in which it can be identified, and ultimately to propose a plausible theory for the observed phenomena.

Chapter 7 concludes the thesis, summarising the important findings, and suggesting possible avenues for further investigation.

Appendix A describes in detail the PDS Rig, providing details of its design, maintenance and operation for the benefit of future users.

Appendix B provides a similar summary for the Pulse Rig, ensuring that useful results can continue to be gained from the rig with minimal disruption and delay due to its complex behaviour.

Appendix C explains the principles and operation of the Test Box. This apparatus was designed and constructed during the course of experiments for this thesis, in order to study the long-term time-dependent
behaviour of polymer LEDs. This summary should ensure that it can continue to provide useful data on the drive-dependent behaviour of polymer LEDs.
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2. General Review

This Chapter reviews the area of conjugated polymer physics, the semiconducting nature of these materials, and their uses as active components of devices. While the focus will be on aspects of direct relevance to this thesis, the books and review articles mentioned in Chapter 1 provide more in-depth analyses.

The Chapter will begin with an overview of the origin of semiconducting properties in conjugated polymers, and the types of neutral and charged species sustainable in these materials. The main section will then describe the theoretical basis for polymer light-emitting diodes (LEDs) and the factors affecting their operation. Finally, the materials employed in this thesis will be discussed.

2.1 Conjugated polymers

The class of conjugated polymers includes at its core all those materials based on a carbon backbone through which a continuous path of alternating single and double bonds can be traced.

2.1.1 Electronic structure of carbon compounds

Carbon is the sixth element in the periodic table, having a ground state electronic structure of $1s^2\ 2s^2\ 2p^2$, meaning that it can accommodate a further four electrons in its 2p shell. This shell completion is achieved through the formation of covalent bonds, and leads to the characteristic tendency of carbon to form four such bonds.

In forming covalent bonds, the $2s$ and $2p$ electrons hybridise, as seen in Figure 2.1.
Depending on the number of coordinating sites, hybridisation proceeds to form sp$^3$, sp$^2$ or sp orbitals. The familiar diamond structure, with four coordinated atoms around each carbon, employs sp$^3$ hybridisation to yield four identical single bonds, tetrahedrally separated with a bond angle of 109°28′, as shown in Figure 2.2 (left). When there are only three coordinating atoms, the best separation can be achieved by adopting a trigonal planar geometry, with sp$^2$ hybridisation. In this case, shown in Figure 2.2 (right), the p$_z$ orbital does not hybridise, and protrudes normal to the plane of the hybrid orbitals.

When two sp$^3$-hybridised atoms come together, the constructive overlap of orbitals depicted in Figure 2.3 forms a $\sigma$ molecular orbital. The interaction between the positively charged nuclei and the negatively charged electron density in between leads to a net attraction between the two atoms, and this forms the basis of a single covalent bond.

A similar process takes place when two sp$^2$-hybridised atoms join together, with the out-of-plane p$_z$ orbitals also producing a constructive overlap. This yields a $\pi$-orbital, shown in Figure 2.4.
When a $\sigma$ and a $\pi$ orbital are both present between a pair of atoms, the atoms are said to be double-bonded, with the overall molecular orbital structure depicted in Figure 2.5.

### 2.1.2 Semiconducting nature of conjugated polymers

Whilst a single pair of adjacent sp$^2$-hybridised carbon atoms are considered to be double-bonded to each other, the analysis of a chain of such identical atoms is more complex. The structure of trans-poly(acetylene) is the simplest such example, consisting of a linear chain of sp$^2$-hybridised carbons, with each one satisfied by an additional hydrogen atom.
Since every site along the backbone is identical, one might expect every bond to be identical in length. This would yield the molecular form shown in Figure 2.6, and the adjacent band structure which would give rise to metallic characteristics.

However, Peierls\(^1\) determined that the lowest-energy formation is reached when the chain dimerises by forming alternating single and double bonds. This has the effect of doubling the chain’s repeat length and halving the size of the Brillouin zone, leading to the formation of a gap at the zone boundary, as seen in Figure 2.7.

![Figure 2.7: Dimerised chain, with Peierls distortion, and the new band structure.](image)

The analysis of Longuet-Higgins and Salem\(^2\) used a linear combination of atomic orbitals approach to show that the lower energy band can be considered as a filled molecular orbital with bonding character, while the upper band is an empty antibonding orbital. The material is therefore no longer metallic, but rather semiconducting, requiring the promotion of an electron from the highest occupied molecular orbital (HOMO) to the lowest unoccupied molecular orbital (LUMO) for conduction to take place.

The poly(acetylene) formalism can be extended to molecular materials with more complicated structures. When a chain of such molecules is formed, with conjugation extending between monomer units, the discrete HOMO and LUMO levels split to form quasi-continuous bands. Thus, conjugated polymer chains can be considered as semiconductors, with band-gaps defined by the energy difference between these bands.

### 2.2 Charged species

The bond alternation in a conjugated polymer forms the physical basis for charge storage. The chain geometry is strongly coupled to the occupancy of electronic states (electron-phonon coupling). Two cases can be identified, depending on whether the polymer has a degenerate or non-degenerate ground state.
2.2.1 Degenerate ground state – solitons

In trans-poly(acetylene), the two possible senses of bond alternation are wholly degenerate. A neutral defect is formed where a changeover occurs between the two possible configurations, shown in Figure 2.8. In practice, such defects are stabilised by spreading over 10 to 15 repeat units of the polymer. They are highly mobile along the chain backbone, since there is no energy difference between the two senses of bond alternation. Due to the resemblance to a solitary wave, the defect is termed a soliton.

![Figure 2.8: The lattice mismatch soliton, with a black dot representing the unpaired non-bonding electron, and alternatively represented as delocalised over several carbon sites.](image)

The defect is characterised by a singly-occupied \( p_z \) orbital (which does not take part in \( \pi \)-bonding), and so the soliton has an associated spin of \( \frac{1}{2} \). The energy level of this orbital is precisely mid-gap with respect to the HOMO and LUMO level of the polymer. Thus it is energetically favourable for a charge (either electron or hole) in the polymer to be located at such a defect. This produces a spin 0 charged soliton either by removal of the existing electron or by addition of a second electron of antiparallel spin according to the Pauli exclusion principle.

2.2.2 Non-degenerate ground state – polarons

Trans-poly(acetylene) is unusual in having a degenerate ground state. Other electroluminescent conjugated polymers, such as the archetypal poly(\textit{para}-phenylene vinylene) (PPV), have two distinct patterns of bond alternation, termed benzoid and quinoid, seen in Figure 2.9. The benzoid form is the lowest-energy configuration, whilst the quinoid form is an excited state\(^3\), typified by a more rigid chain formation.

![Figure 2.9: PPV in benzoid (ground state) and quinoid (excited state) forms.](image)
Although the non-degenerate bond alternation precludes the formation of highly mobile solitons in the polymer chain, bond alternation defects do nevertheless occur in these materials. There is, however, a significant energy penalty for the lattice distortion entailed. Moreover any such defect in a chain should be accompanied by a nearby defect of opposite sense, so that the length and associated energy of the quinoid region is finite.

![Structural representation of polaronic states in PPV.](image)

Figure 2.10: Structural representation of polaronic states in PPV.

The black dots represent non-bonding electrons.

Just as in the case of solitons, these defects are energetically favourable sites for the accommodation of electrons and holes, shown in Figure 2.10. The energy bonus produced by occupation of the site more than compensates for the energy penalty for distortion of the lattice. Thus the charge stabilises the defect, and the defect localises the charge. Such a charged state is termed a polaron. It is effectively a bound state of charge and distortion (electron and phonon), and occupies an energy position just inside the band-gap, as depicted in Figure 2.11.

![Schematic energy levels and occupancies of the polaron states.](image)

Figure 2.11: Schematic energy levels and occupancies of the polaron states.
The correlation of pairs of defects in a polymer chain led to much debate over the prominence of bipolarons\textsuperscript{4,7}, in which both defects would be populated with charge. While a polaron has spin, a bipolaron would be spinless. The dominant species will be determined by the relative stability of a bipolaron compared with a pair of polarons. Investigations have shown that while such bipolarons can exist, singly charged polarons are the typical variant in these materials except at very high charge densities\textsuperscript{8,9}.

2.3 Neutral excited states – excitons

When an electron polaron and a hole polaron meet on a single chain, their Coulomb attraction can cause them to become bound in a neutral excited state known as an exciton. This process is known as recombination (even when the respective polarons are a non-geminate pair).

2.3.1 Singlets and triplets

Since the exciton arises from the combination of two spin-$\frac{1}{2}$ species, the two possible outcomes are a spin 1 triplet exciton or a spin 0 singlet exciton, visualised in Figure 2.12. As the names suggest, spin statistics dictate a 3:1 generation ratio when spin-uncorrelated electrons and holes recombine. Only the singlet emission has an allowed radiative transition to the ground state, so triplet excitons are responsible for one of the most fundamental loss mechanisms in organic LEDs.

\begin{figure}[h]
\centering
\includegraphics[width=\textwidth]{figure2_12.png}
\caption{The precessing spin vectors for singlet and triplet states. $\chi_1$ and $\chi_2$ represent the spin states of the two electrons, whilst $S$ and $M_s$ are the total and magnetic spin quantum numbers. After ref. 10.}
\end{figure}
There has been much interest in attempts to harvest the triplet, particularly by the introduction of guest molecules with components such as platinum. The heavy atom allows spin-orbit coupling, leading to a partially allowed radiative transition from triplet excited state to the ground state$^{11,12}$. However recent experiments$^{13}$ have shown that spin-dependent recombination can occur in real devices, leading to significant excesses of singlet excitons above the 25 % limit and reducing the triplet problem$^{14-16}$.

### 2.3.2 Photoexcitation

Excitons are also produced through photoexcitation, when an incident photon of sufficient energy is absorbed by the polymer. Electronic transitions associated with the absorption of radiation occur on a timescale of approximately $10^{-15}$ s, whilst the nuclear rearrangements required for the relaxation into a new polaronic state occur much more slowly, around $10^{-13}$ s. According to the Franck-Condon principle, the absorption of energy from a photon must therefore be a vertical transition, as seen in Figure 2.13.

![Figure 2.13: Electronic and vibrational potential energy levels of a molecule as a function of configuration coordinate. (Adapted from ref. 17)](image)

Following the spin selection rules, the spin-change on absorption of a photon must be zero, so photogenerated excitons are always singlets. Due to the imperfect matching of configuration coordinates between $S_0$ (the electronic ground state) and $S_1$ (the first singlet excited state), absorption from the lowest vibrational state of $S_0$ will likely lead to a vibrationally-excited state of $S_1$. This rapidly decays by depositing thermal energy into the polymer, until it reaches the lowest vibrational state of $S_1$. 

---

11
Since a range of conjugation lengths are sampled in the absorption process, and longer conjugation lengths are associated with lower exciton energies, the vibronic structure of absorption in a polymer is usually smeared out.

### 2.3.3 Radiative relaxation

Just as a singlet exciton can be produced by absorption of a photon, so a singlet exciton can radiatively decay to $S_0$ by emission of a photon, known as fluorescence. Once again, the imperfect matching of the potential energy curves means that relaxation taking place from the lowest vibronic state of $S_1$ often couples to an excited vibronic state of $S_0$, which subsequently thermalises. However, whilst absorption samples a range of conjugation lengths, the lifetime and diffusion properties of the exciton allow it to travel to a nearby minimum energy state before emission takes place. Thus the vibronic structure is typically visible in emission. Emission from the triplet manifold, when it is possible as described in Section 2.3.1, is known as phosphorescence.

### 2.3.4 Non-radiative relaxation

The photoluminescence efficiency describes the fraction of optically generated singlet excitons which decay radiatively. The remainder relax by non-radiative methods. This entails the transfer of the excitation energy into vibrational states of the polymer matrix. Near metal surfaces, energy transfer into the metal becomes possible, quenching the exciton$^{18,19}$. Polaron$^{20}$, applied fields$^{21}$ and defect sites such as those produced by degradation$^{22}$ can all cause non-radiative relaxation of excitons.

### 2.4 Polymer LEDs

This thesis concerns the factors affecting conjugated-polymer-based light-emitting diodes, and in particular their behaviour during operation. The principles of operation of a polymer LED are therefore described here. The details of fabrication will be described in the next Chapter.

#### 2.4.1 Structure

Polymer LEDs are constructed in a sandwich structure, in which the active polymer material is a thin film. These devices are built as surface emitters, and since the electrodes cover both surfaces of the polymer film,
one must be transparent. The prototypical choice for this material is indium tin oxide (ITO), used extensively in the liquid crystal display market.

The transparent conducting oxide is supported on a glass substrate, through which the emission is viewed. The work-function of ITO, at approximately 4.8 eV makes it suitable for the injection of holes into the typical polymers used. The ITO is typically cleaned by oxygen plasma treatment\textsuperscript{23-26} (although other treatments have been assessed\textsuperscript{25-27}) in order to further enhance the work function. Recent developments have shown promise for replacing the ITO entirely by layered transition-metal dichalcogenides, with superior work function and the possibility of wet-phase deposition\textsuperscript{28,29}.

ITO as produced commercially by sputtering is rough\textsuperscript{24,30} on the scale of several nanometres, with occasional spikes tens of nanometres high. Surface spikes lead to significant field enhancement in an operating device, and pose a real risk of piercing the electroluminescent layer, which is typically less than 100 nm thick. Such a short can render the whole pixel useless.

To overcome this problem, a layer of conducting polymer is deposited on top of the ITO. The standard choice is poly(ethylene dioxythiophene) doped with poly(styrene sulphonic acid) (see Section 2.5.3), known together as PEDOT:PSS\textsuperscript{31}, and spin-cast from aqueous solution. This material was developed as an anti-static coating, and besides producing a flat surface\textsuperscript{32} it is well-suited on two further grounds. First, the work function is similar to or even higher than the ITO whose injecting role it replaces\textsuperscript{33}. Secondly, once spun from aqueous solution and thermally cured, it is insoluble in the solvents used to deposit electroluminescent polymers on top. It has been shown unexpectedly that oxygen-plasma cleaning of the ITO surface beneath can even enhance the final work function when PEDOT:PSS is subsequently spun over the top\textsuperscript{26}.

The electroluminescent polymer layer is deposited next, and has perhaps the widest range of possible compositions and treatments of any section of the LED. Besides single-layer devices\textsuperscript{34}, there has been much interest in bi-layer structures\textsuperscript{35-37}, in which each polymer is placed adjacent to its preferred electrode. Since many of the polymers used are mutually soluble in the solvents used for spinning, the two layers must be separately produced and brought together to complete the heterojunction\textsuperscript{38-40}. Graded “fuzzy junction” devices have been produced which moderate the abrupt barriers inherent in a bi-layer system\textsuperscript{41,42}. In blend structures\textsuperscript{43,44} a demixing of the components by spinodal decomposition\textsuperscript{45,46} yields a fine-scale microstructure with numerous internal interfaces, and in certain cases preferential segregation of the two components towards their preferred electrodes\textsuperscript{38}. The operational benefits of these structures will be described later.

The second electrode is deposited directly onto the top surface of the electroluminescent polymer. In contrast to the high work-function anode, the second electrode must have a low work function to favour
electron injection, and need not be transparent. A metal such as calcium is therefore used. On account of the chemical reactivity of calcium, this is usually capped with a protective layer of aluminium. The establishment of electrical contacts to the electrodes completes the necessary components of a basic device.

2.4.2 Injection

Active operation of polymer LEDs begins with charge injection from the two electrodes, and this critical step is of great interest\(^{47-49}\). Modification of the injection barrier, both at the cathode\(^{50-58}\) and the anode\(^{59-68}\), has a large effect on device performance. Two distinct theoretical approaches have been used.

2.4.2.1 Field-assisted tunnelling – Fowler-Nordheim

In Fowler-Nordheim tunnelling, the charge is considered to tunnel through a triangular barrier into a continuous band of states. There is no consideration of the image charge effects which subsequently act to draw the injected charge back to the electrode surface, and no temperature dependence. At high fields, the image charge becomes proportionately less significant, and the functional form of the tunnelling model shows a good fit to experiment here\(^{47,69}\).

2.4.2.2 Thermionic emission – Richardson-Schottky

Thermally-assisted injection in the Richardson-Schottky model treats the field-lowering effect of the image potential, and the thermal activation required to overcome the reduced barrier. Tunnelling is ignored, as is back-scattering of injected charge into the metal. At low fields, tunnelling is less important, and the functional form of the injection current here is well matched by experiment. However the magnitude of predicted current is orders of magnitude too high, due to the neglect of back-scattering. This process is particularly significant in disordered organic semiconductors, where the mean free path is so short.

Figure 2.14 shows two explicit potentials which together provide the field-lowered image charge potential: \(U_{\text{image}}\), the image potential of the injected charge, and \(U_{\text{field}}\), the potential of the applied field.

\[
U_{\text{image}} = -\frac{e^2}{4\pi\varepsilon_0\varepsilon_r x} \tag{2.1}
\]

\[
U_{\text{field}} = -eEx \tag{2.2}
\]
where $E$ is the applied field, $x$ the distance into the polymer, $\varepsilon_0$ and $\varepsilon_r$ the permittivity of free space and the relative permittivity of the polymer, and $e$ the charge on an electron. In the figure, $\Delta_{\text{max}}$ represents the highest point in the combined potential, and $x_o$ the distance into the polymer at which this point occurs.

![Figure 2.14: Schematic energy diagram for thermally-assisted carrier injection over an image-lowered potential barrier. After ref’s 70 & 71. (See text)](image)

2.4.2.3 Backscattering

Whilst both tunnelling and thermionic emission models have their strengths, the neglect of backscattering in the low-field thermionic case is a serious shortcoming. Recently this process has been considered in detail with inclusion of backscattering by Scott\textsuperscript{70}, achieving effective Richardson constants which better agree with experiment. A significant conclusion is that the short scattering length of conjugated polymers leads to the backscattering of the vast majority of injected charges, particularly at low fields.

Meanwhile, extension of the tunnelling formalism to include a deliberately-inserted inorganic barrier layer\textsuperscript{72} has shown that the large attenuation length of the inorganic allows significant tunnelling injection to the surface layers of the polymer. Additionally, the spacing effect of the barrier means that the successfully injected charge finds itself further away from the metal surface than it would have been, and possibly even beyond the maximum of the image force potential. This mechanism explains the experimentally observed effect of inserting thin interfacial layers at the cathode (e.g. Al$_2$O$_3$\textsuperscript{56,57}, LiF\textsuperscript{51,54,55} and CaF$_2$\textsuperscript{52,53}) on the electron injection efficiency, although some of this work suggests that tunnelling may be less significant than enhancement by interfacial dipoles\textsuperscript{53}. 
2.4.3 Charge transport

Charge transport along a conjugated polymer chain requires the transfer of the polaronic distortion along the chain backbone. This is not a particularly difficult process, necessitating only a gradual conformational change propagating along the chain. However since polymer LEDs are usually fabricated by spin-coating methods, the vast majority of chains lie in-plane\(^7\), and interchain transport is necessary for bulk conduction. This process depends on the degree of overlap of \(\pi\)-orbitals between the two systems, their separation, and the relative energy levels. The transport from one chain to another is thus significantly more difficult than intrachain propagation, and this provides the rate-limiting factor for LED transport.

The motion of charges through a disordered organic system has been described by means of a hopping formalism, in which charges make discrete hops from site to site. The stochastic distribution of site separations, even in a material with no traps, produces results equivalent to a system containing traps distributed in energy. This leads to a convergence of the functional forms predicted by the hopping model and the trap-containing Poole-Frenkel model, due to the similarity in activation energies between a long hop and the escape from a trap\(^7\). However, fitting experimental data to the Poole-Frenkel model requires trap densities which may be unrealistically high.

2.4.4 Bulk conduction

The cumulative effect of hopping transport through the polymer layer can be treated as a bulk current flow governed by a mobility, characteristic of the specific polymer chosen and the type of carrier under consideration. Typically, though not exclusively, holes are found to be the more-mobile carrier.

2.4.4.1 Determination of mobility

Various methods have been employed to calculate the mobility values inherent in these polymers. Transient methods have employed time-of-flight (TOF)\(^7\)\(^5\)\(^6\) and pulsed electroluminescence\(^7\)\(^7\)\(^8\)\(^0\). Steady-state current-voltage characteristics have also been employed to determine carrier mobilities\(^8\)\(^1\)\(^,\)\(^8\)\(^2\). Oscillatory methods have included pulse radiolysis time resolved microwave conductivity\(^8\)\(^3\) and impedance spectroscopy\(^8\)\(^4\)\(^-\)\(^8\)\(^6\). These various techniques produce a wide divergence of experimental values. A prime reason for this is the morphology-dependence of mobility, noted by Redecker \textit{et al} in the chain-alignment of poly(9,9-dioctylfluorene)\(^7\)\(^5\)\(^,\)\(^7\)\(^6\), and Sirringhaus \textit{et al} in microcrystalline polymer transistors made from poly(3-hexylthiophene)\(^8\)\(^7\) and aligned films of the same material\(^8\)\(^8\).
Variations in morphology with film thickness, caused by the different conditions and timescales required to produce them, have been demonstrated in polymers. Consequently the thick films used for TOF are intrinsically different from the thin ones in devices. Small-molecule systems on the other hand, where thin and thick layers use identical vacuum deposition, show excellent agreement between pulsed electroluminescence transients and TOF. The oscillatory methods often reveal much higher mobilities than those seen during device operation, since these methods can sample microscopically aligned domains without probing the considerable obstacle of charge transport between domains.

The two formalisms described earlier, of hopping between a distribution of localised states, and repeated trapping and de-trapping can each explain the observed field-dependence of mobility, yielding a description of the form \( \exp(\sqrt{E}) \), where \( E \) is the electric field strength. Whilst in a rigorous analysis the field-dependence of mobility is an important consideration, representative results can be obtained by taking a locally applicable value of the mobility, particularly when the range of field strengths under consideration is limited.

2.4.4.2 Whole-device conduction

By considering the whole device, including contacts, the resulting behaviour can be described either as a space-charge limited current (SCLC) or as an injection limited current. In the former case, unhindered injection from metal into polymer means that the electrode can be considered an ohmic contact. Charge is supplied by an “inexhaustible” electrode until the injection field is reduced to zero, and as much charge is injected as the polymer can sustain. In such a situation, for a unipolar (single-carrier) device without traps, the Mott-Gurney law applies (Equation 2.3).

\[
\begin{align*}
J_{SCLC} &= \frac{9}{8} \varepsilon_0 \varepsilon_r \mu \frac{V^2}{L^3} \\
\end{align*}
\]

where \( j_{SCLC} \) is the space-charge limited current density, \( \varepsilon_0 \) and \( \varepsilon_r \) the permittivity of free space and the relative permittivity of the polymer, \( \mu \) the charge-carrier mobility, \( V \) the applied bias minus the built-in voltage and \( L \) the thickness of the polymer layer. The current sustained is thus directly proportional to the charge-carrier mobility in the polymer.

In the alternative injection-limited scenario, the barrier to injection at the electrode constricts the flow of charge into the polymer such that charge is swept away faster than it is injected. As previously described, the modelling of this injection, which is very sensitive to small parameter variations, is an important step to better understanding the behaviour of polymer LEDs.
The distinction between the two injection cases is dependent on the height of the barrier for charge injection, as well as the charge carrier mobility (which determines how fast charge is swept away). For typical mobilities found in conjugated polymers, it has been shown that for barriers smaller than 0.3-0.4 eV, a contact may be considered ohmic, and thus the device space-charge limited for that carrier.

All useful LEDs must be to some extent bipolar devices, and the introduction of a second species complicates the simple picture through (a) cancellation of space-charge, which lifts the space-charge limit inherent in the Mott-Gurney equation, (b) alteration of the electric field distribution, leading to changes in local mobility, and (c) recombination of electrons and holes, providing an alternative sink to charge extraction at the counter-electrode.

2.4.5 Electron-hole recombination

The recombination of an electron and a hole to form an exciton is a diffusion-driven bimolecular process\cite{17,100,102}, as originally described by Langevin\cite{103}. This is applicable because the mean free path of charge carriers in a conjugated polymer is smaller than the mutual capture radius. Recombination therefore is deemed to take place when the two charged polarons approach to within a capture radius, defined as the point where the Coulombic attraction between the two exceeds the thermal energy, $kT$.

The net result of the Langevin analysis is that the recombination rate is proportional to the electron density, the hole density and the sum of the electron and hole mobilities. As described in Section 2.3.1, in the absence of any spin correlation effects, spin statistics predict exciton formation in a 3:1 ratio in favour of triplets over singlets.

2.4.6 Light emission

The ultimate source of light emission in a polymer LED is the radiative relaxation of singlet excitons\cite{104}. Before emission takes place, the lifetime and diffusion properties allow the exciton to diffuse some distance, known as the exciton diffusion length. During this process, depending on the local conditions encountered, it may undergo energy transfer to an adjacent polymer or guest molecule, dissociation into unbound charges, or quenching as described in Section 2.3.4.

Emission itself is partially governed by the cavity nature of the LED structure, which is typically a fraction of a wavelength from front to back. Thus emission suppression in the vicinity of the metallic electrode is an important phenomenon, and the resulting optical interference effects\cite{105-111} can provide rich information for
instance on the location of the emission zone inside the device\textsuperscript{112}. Specially designed cavity devices can allow control over the colour of emission \textsuperscript{113}, often with undesirable colour variation at off-normal angles\textsuperscript{114}, though with suitable engineering this too can be reduced\textsuperscript{108,115}.

Outcoupling of emitted light is a significant and related concern\textsuperscript{116}. Total internal reflection at internal interfaces, at relatively modest angles, leads to confinement of the light within the device or the glass substrate until it escapes at the sides, sometimes referred to as waveguiding. Introduction of a silica-based “aerogel”, with intermediate refractive index, significantly improves the fraction of light outcoupled in the forward direction\textsuperscript{117,118}, whilst texturing of the substrate can force confined modes to scatter out of the device\textsuperscript{119}.

2.4.7 Degradation and time-dependent variations

One of the greatest challenges facing polymer LED technology is the instability of light emission with respect to time, and most importantly the issue of permanent, irreversible degradation\textsuperscript{120,121}. This occurs either uniformly across the face of the LED, due to intrinsic factors such as the chemical interactions at interfaces between the device components\textsuperscript{122} or the instability of the polymer against the injected polaron\textsuperscript{123}, or extrinsically through the growth of localised “dark spots” at which contaminants such as oxygen and moisture enter the device through breaks in the cathode\textsuperscript{124-127}.

The ingress of contaminants can itself be responsible for degradation in a number of ways, for instance by chemical oxidation of the reactive metal cathode\textsuperscript{128}, production of trap sites in the polymer layer\textsuperscript{129}, or mediation of an irreversible chemical reaction in the electroluminescent polymer during driving\textsuperscript{127}. The oxidation of the polymer is of particular current interest in polyfluorene work, where it has been seen that the production of keto- defect sites is accompanied by the evolution of a new green emission\textsuperscript{120,130}. The keto- sites themselves have been seen to be formed \textit{ex situ} by heating of the polyfluorene in air\textsuperscript{131} and in the older PPV-based polymers by photo-oxidation\textsuperscript{132}. They have been formed \textit{in situ} during electrical driving\textsuperscript{133,134} and shown to be responsible for quenching of singlet excitons\textsuperscript{22}.

Intrinsic degradation can also originate in a number of ways. Both indium\textsuperscript{135} and oxygen\textsuperscript{136} from the ITO are suspected of having detrimental effects on the adjacent polymer layer, prompting the insertion of barrier layers including self-assembled monolayers to shield the adjacent PEDOT:PSS\textsuperscript{137}. Ion-implantation during the stressful cathode evaporation stage can produce quenching sites even before the device has been completed\textsuperscript{138}, emphasising the importance of controlling every stage of the fabrication process.
A few authors have reported reversible reductions in device performance during driving\textsuperscript{139-141}, and whilst these cannot be considered true degradation they are still an issue for the development of commercial devices. Some such behaviour has been attributed to permanent dipole realignment\textsuperscript{141}, or the presence of traps in the polymer layer\textsuperscript{142-144}. Charge traps may be intrinsic to the polymer, reversibly\textsuperscript{145} or irreversibly\textsuperscript{146} introduced by the presence of oxygen, or permanently induced by the stress of electrical driving\textsuperscript{123}. Experiments have shown that they are typically exponentially distributed as a function of trap depth\textsuperscript{96,147}.

Whilst all these processes are reported to yield a drop in the device performance, conversely the presence of mobile ions deliberately implanted in the polymer matrix yields a light-emitting electrochemical cell (LEC)\textsuperscript{148} which improves in performance during the early stages of driving. The ionic drift under the applied field leads to an accumulation of charged ions at the interfaces and a corresponding enhancement of injection and charge balance with time\textsuperscript{149,150}. Indeed this approach is so effective that low work-function metals are not required for the cathode. Due to the presence of mobile ions, LECs show a characteristic reversibility under reverse bias, which will be an important point in the analysis of Chapter 6.

### 2.5 Materials

Materials for use in conjugated polymer LEDs are under constant development. The particular materials used in this thesis are briefly described here, along with the various parameters which are later employed.

#### 2.5.1 Cathode materials

Calcium is the standard cathode metal in conjugated polymer LEDs on account of its low work function, which allows ohmic injection of electrons into most polymers. A selection of other cathode materials are used in this work, and summarised in Table 2.1. Nichrome is an 80:20 alloy of nickel and chrome.

<table>
<thead>
<tr>
<th>Metal</th>
<th>Work function, $\phi$ (eV)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Calcium</td>
<td>2.9</td>
</tr>
<tr>
<td>Magnesium</td>
<td>3.7</td>
</tr>
<tr>
<td>Aluminium</td>
<td>4.3</td>
</tr>
<tr>
<td>Nichrome</td>
<td>5.1</td>
</tr>
</tbody>
</table>

*Table 2.1: Cathode materials and their work functions.*
2.5.2 Light emitting polymers

Although conjugated polymers, being organic systems, are capable of immense variety particularly in the substitution of side-groups, only a small selection are used in this work.

The simplest of the polyfluorenes is poly(9,9’-dioctylfluorene), usually abbreviated to F8 or PFO\textsuperscript{151,152}. As shown in Figure 2.15, it contains the fluorene unit alone, seen as a bridged pair of benzene rings. The octyl side-chains act to solubilise the polymer, and tend to point out of the plane of the main chain. All the electroluminescent polymers treated in this work are based on polyfluorene. A liquid crystalline polymer, F8 has been the subject of a great deal of interest, particularly as a model material for the wealth of structural and electronic changes produced by chain alignment\textsuperscript{120,153-158}. F8 is a blue emitter in electroluminescence, and is only briefly treated in this work.

![Figure 2.15: Structure of F8.](image)

The most extensively examined polymer in this thesis is poly(9,9’-dioctylfluorene-co-benzothiadiazole), usually abbreviated to F8BT\textsuperscript{152}. As shown in Figure 2.16, F8BT contains a fluorene unit copolymerised with the benzothiadiazole unit. The polymer displays a green emission, and its HOMO and LUMO levels have been determined to be 5.90 eV and 3.55 eV respectively\textsuperscript{46}. F8BT is unusual amongst conjugated polymers for being a high-mobility electron transporter, whilst most such materials are hole transporters.

![Figure 2.16: Structure of F8BT.](image)

Poly(9,9’-dioctylfluorene-co-N-(4-butylphenyl)diphenylamine), known as TFB\textsuperscript{76}, is shown in Figure 2.17. The fluorene unit is seen again, this time with a triarylamine unit. TFB is blue in electroluminescence. The HOMO and LUMO levels are 5.35 eV and 2.30 eV respectively\textsuperscript{46}.
The last standard polymer studied is poly(9,9’-dioctylfluorene-co-bis-N,N’-(4-butylphenyl)-bis-N,N’-phenyl-1,4-phenylenediamine), conveniently abbreviated to PFB, and shown in Figure 2.18. Once again the fluorene unit is present, this time with a bistriarylamine component, which is an extended version of the triarylamine unit seen in TFB. It is also blue in electroluminescence, with HOMO and LUMO levels of 5.10 eV and 2.30 eV respectively.

Two copolymers are also studied in this work, both of which contain the F8BT and TFB units described above. The random copolymer includes these units assembled into the chain in a random order, whilst the block copolymer contains blocks of multiple F8BT units separated by similar blocks of TFB, together comprising the main chain.

2.5.3 Anode materials

The polymer-doped polymer system which forms the state-of-the-art anode contains poly(3,4-ethylenedioxythiophene), known as PEDT, doped with poly(styrene sulphonic acid), known as PSSH. The structures are shown in Figure 2.19. The matrix of the two materials combined, which forms the anode itself, is known as PEDOT:PSS. The PEDOT:PSS system displays a work function of 5.1 eV, suitable for the injection of holes into many conjugated polymer materials.
2.6 Conclusions

In this Chapter, the theoretical background for semiconduction in conjugated polymers has been detailed, the structure and operation of polymer-based LEDs explained, and the materials to be used in this thesis described.

2.7 References
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3. Experimental Methods

This Chapter explains the design and fabrication of the various devices and samples described in the experimental Chapters. It then outlines the range of characterisation techniques used to study them.

3.1 Polymer Light Emitting Diodes

The bulk of the experimental work in this thesis was based on the measurement of polymer light-emitting diodes. These test devices were constructed according to a basic design, to which modifications were made in order to best study the characteristic of interest.

3.1.1 Standard Polymer LEDs

The standard structure for a polymer LED is as shown in Figure 3.1. The indium tin oxide (ITO, see Section 2.4.1) provides a transparent conducting path without significant voltage drop across the face of the LED. The PEDOT:PSS layer (Sections 2.4.1 and 2.5.3) acts to planarise the anode surface, and to aid injection of holes into the conjugated polymer by means of its high work function. The electroluminescent polymer layer is the active region where charge transport, recombination and emission takes place, as detailed in Section 2.4. Calcium is used as a cathode due to its low work-function, suitable for efficient electron injection into the polymer LUMO level. Finally, the aluminium cap protects the calcium layer from oxidation and provides added conductivity across the face of the cathode.

Standard polymer LEDs were produced on ITO-coated glass with sheet resistance approximately 13 Ω/□. The 1.1 mm thick glass is covered with a 20 nm silicon dioxide barrier layer, to block diffusion of sodium ions from the glass into the ITO, on top of which the ITO is deposited. The surface roughness of this ITO has previously been measured as approximately 2 nm, although it is the presence of infrequent spikes on the scale of many tens of nanometres which can destroy the device properties. The glass was cut into 12 mm
squares, with the ITO etched into a central stripe defining the maximum extent of the active area. Substrates were received in this pre-prepared form, with a protective layer of photoresist.

![Figure 3.1: Cross section of a typical polymer LED, with anode and cathode connections.](image)

Device fabrication began by cleaning of the substrates. This consisted of rinsing in acetone to remove the majority of the photoresist, immersion in acetone in an ultrasonic bath for 10 minutes, drying under flow of nitrogen from a filtered gun, ultrasonic cleaning in isopropanol (IPA) for 10 minutes, and drying again with the nitrogen gun. Next the substrates were treated in an oxygen plasma barrel etcher, with 250 W incident power and negligible reflected power, for 10 minutes. This not only removed any residual organic traces, but left the ITO and glass surface strongly hydrophilic.

An aqueous solution of PEDOT:PSS (containing PEDT and PSS in a 1:16 ratio) was spin-cast onto the substrates to a thickness of approximately 50-70 nm, using a commercially available photoresist spin-coater in air. Immediately after spin-coating, the substrates were baked under flow of nitrogen at 200 ºC for two hours to drive off excess water.

The emissive polymer layer was similarly spin-cast from solution onto the surface of the PEDOT:PSS layer. Typical solvents for this step included mixed xylenes, $p$-xylene and toluene, with a polymer concentration (w/v) of typically 10 mg/ml. The cured PEDOT:PSS layer was not susceptible to dissolution in these solvents.

After polymer spin-coating, the cathodes were applied. The samples were inverted onto shadow masks defining 8 pixel areas, with contacts extending to the sides of the device area, and loaded into a vacuum chamber. The chamber was pumped down to a pressure of $\sim 10^{-6}$ mbar, and calcium thermally evaporated from an alumina crucible, heated by a tungsten filament, through the shadow mask onto the surface of the polymer at typical rates of 5 Å/s. The total thickness of approximately 25 nm was determined from the oscillations of a quartz crystal monitor. Finally the capping layer of aluminium was thermally evaporated at rates rising to 2 nm/s, up to a thickness of between 250 and 400 nm. Figure 3.2 shows the layout of the various components.
At this point the devices were complete in their simplest form, and could be electrically driven by making electrical contacts to the selected pixel cathode and the ITO anode.

### 3.1.2 Variations on the standard design

The standard design provides a template to which alterations can be made to suit the desired measurement.

#### 3.1.2.1 Bilayer devices

When a well-defined polymer heterojunction was desired in the semiconducting portion of the device, fabrication proceeded as usual until the first (anode-side) polymer layer had been deposited. The second (cathode-side) polymer layer was then spin-cast to the desired thickness on a cleaned blank glass slide. The polymer layer was mechanically removed around the edges of the slide by a suitably soft point such as a wooden cocktail stick. This prevented unwanted adhesion of the polymer layer to the glass slide by clinging over the rough cut edges.

The glass slide was then gently lowered into de-ionised water, whereupon the water lifted the polymer film, leaving it floating on the surface. The substrate (including the anode-side of the device) was then quickly lowered into the water, manoeuvred beneath the floating film, and raised through the surface to “catch” the polymer film on the top surface of the device. This often resulted in a few wrinkles in the film, which would simply become inactive areas of the device due to their excess thickness. The heterostructure was placed under vacuum overnight, at a temperature of approximately 100 °C, to drive off any excess moisture and ensure good contact between layers, following which cathode deposition proceeded as usual.
3.1.3 Encapsulation

Polymer light-emitting diodes are highly susceptible to attack by oxygen and water, causing degradation as described in Section 2.4.7. One approach advocates testing all devices under a dry nitrogen atmosphere, but this can be impractical for extended periods of testing, and severely limits the range of equipment which can be used. Instead, for most devices studied in this work, the active layers were permanently encapsulated to preclude oxygen and moisture, allowing storage and testing to take place under ambient conditions. Two different methods were used for encapsulation.

3.1.3.1 Epoxy/glass sandwich

Since the encapsulation process necessarily renders the device surface inaccessible, permanent contacts were first made to the active area. This took place in the dry nitrogen glovebox, into which the samples were brought directly from the evaporation chamber without passing through air. Standard semiconductor testing legs, as seen in the completed device in Figure 3.3, were applied transversely to the substrate edges, clamping themselves onto the glass and forming a continuous electrical pathway to the anode or cathode, according to the positioning of the legs. With the legs in place, using them to support the device with its bare surface uppermost, a drop of epoxy resin\(^4\) was placed directly onto the surface. The resin and hardener had previously been degassed by heating under a partial vacuum to remove oxygen and low molecular weight components. Finally, a glass slide was placed on top of the resin, sandwiching it into a thin layer and forming a barrier against vertical ingress of oxygen and moisture. The resin expelled at the edges served to bond the contact legs into place.

![Figure 3.3: Glass/Epoxy encapsulated device with legs. Seen from active side. Glass is 12 mm square.](image)

3.1.3.2 “Tin can”

This procedure was performed by an automated system in the facilities of Cambridge Display Technology. The “tin cans” consisted of a rectangular aluminium plate big enough to cover the active area, but not so large as to interfere with the legs at each side. A rim around the edge of the plate completed the shallow tray
of aluminium. Into each can was inserted a commercially available getter, to sequester any residual or future ingress of oxygen and water.

An automated nozzle dispensed UV-cure epoxy around the edge of each tin can, and the substrates were inverted and pressed into place. A template mask was placed over the substrates to cover the active areas, and the remainder exposed to UV light to cure the adhesive. Legs were finally applied in the normal way, and a stripe of standard epoxy used along each row of legs to secure them to the device and cover the exposed cathode connection. Figure 3.4 shows a device completed in this way.

### 3.1.4 Substrate and mask design

A selection of substrate designs were used in order to tailor the test devices to the intended experiment. In each case, matching shadow masks provided the desired layout for evaporation of the cathode.

#### 3.1.4.1 Wide-stripe ITO substrates

The simplest substrates used consisted of a 12 mm square glass substrate with a wide ITO stripe extending from top to bottom and occupying the central 7 mm of the substrate area, as described in Section 3.1.1.

These substrates were usually used in conjunction with the previously described patterned cathode mask, with eight “fingers”, which resulted in a common anode and eight individually addressable cathodes. The active area of each pixel in this scheme was approximately 3.1 mm$^2$. This is the scheme shown in Figures 3.2 and 3.3. On occasion, when a single large pixel was required, a wide-stripe cathode mask was used, with the cathode oriented perpendicular to the ITO stripe. The active area here was approximately 50 mm$^2$. 

---

Figure 3.4: Tin-can encapsulated device, containing getter seen in white behind cathode. Patterned ITO anodes can barely be seen. Glass is 25 mm square.
When required, encapsulation of these devices was always by the epoxy/glass sandwich method. All processing steps for these devices took place in the cleanroom facilities of the Cavendish Laboratory.

### 3.1.4.2 Type II substrates

Type II substrates provided a selection of pixel sizes on a single large 25 mm square device. Unlike the wide-stripe ITO substrates, here the ITO was patterned to define the shape of each pixel, with six pixels at 10 mm$^2$, one pixel at 50 mm$^2$ and one pixel at 0.5 mm$^2$. In each case the ITO extended to the side of the device, to provide individually addressable anodes. A cathode mask provided a single cathode, common to all eight pixels, covering the central area of the substrate and extending out to one corner to provide a connection point. This is the scheme used for the device shown in Figure 3.4.

These devices were always encapsulated, initially with the epoxy/glass sandwich method, and as the technique became available, with tin cans. Device preparation on these substrates was carried out in the cleanroom facilities of Cambridge Display Technology Ltd.

### 3.1.4.3 Large pulse substrates

For fast-modulated electroluminescence experiments, the characteristic RC time of a system becomes an important factor. Therefore, special substrates were used which minimised the series resistance of the devices by use of aluminium tracking around the ITO regions.

![Figure 3.5: F8BT device fabricated on a large pulse substrate, with tin-can encapsulation.](image)

On 25 mm square substrates, eight ITO pads were defined – two each at (nominally) 10 mm$^2$, 1 mm$^2$, 0.1 mm$^2$ and 0.01 mm$^2$. The pads themselves were slightly larger than these dimensions to allow for overlap with the aluminium tracking, which was deposited next. The tracking surrounded each pixel and extended
to the side of the substrate to provide individually addressable anodes. Finally, a 1 µm thick polyamide layer covered all the aluminium and glass areas, leaving only a well-defined area of each ITO pad to become the active area of the pixel. Such a device is shown in Figure 3.5.

Just as for Type II substrates, a single-cathode mask was used with these substrates. Encapsulation was initially by the epoxy/glass method, and later with tin cans. Device preparation on these substrates was carried out in the cleanroom facilities of Cambridge Display Technology Ltd.

### 3.1.4.4 Small pulse substrates

Analogous to the large pulse substrates, but suited for processing in the facilities of the Cavendish Laboratory, a small version was specially designed by modification of a previous design\(^5\).

ITO pads at 1 mm\(^2\) (three pads), 0.5 mm\(^2\) (two pads), 0.25 mm\(^2\) (two pads) and 0.1 mm\(^2\) (one pad) were connected by aluminium tracking to each other and to a common anode connection at the substrate edge. Care was taken to minimise the amount of aluminium tracking in the immediate vicinity of the pixel area, to avoid eventual overlap with the cathode areas and any resulting excess capacitance. Once again, a polyamide layer defined the exact pixel areas on the ITO to produce well-defined active areas in the finished devices.

Encapsulation, when required, was always by the epoxy/glass sandwich method.

### 3.1.5 Procedures for consistency and device reproducibility

When characterising polymer semiconducting devices, reproducibility between devices is an important concern. Therefore certain procedures were adopted to minimise contamination and enhance the uniformity of the finished devices.

#### 3.1.5.1 Solution preparation

Solutions were generally specified in weight-for-volume (w/v) concentrations. Typical concentrations were in the region of 10 mg/ml, and typical batch sizes were up to approximately 5 ml. Amber vials were used to minimise the amount of short wavelength light reaching the solutions. This light can cause photoexcitations which, in the presence of oxygen, can lead to unwanted photo-oxidation.
Experimental Methods

The vial, supplied sealed with a PTFE-lined cap, was blown clean internally with a filtered nitrogen gun. Powder-free gloves were used to avoid any unwanted material sticking to the vial. Polymer solid was measured directly into the vial, using a nickel spatula and weighing with a Sartorius 1601 pan balance accurate to 0.1 mg. The vial was removed from the balance at each addition of polymer solid, to prevent any excess solid falling onto the pan. Solvent was measured out using a clean, dry and dust-free glass syringe, to the volume required. Depending on the solution being prepared, the vial was either sealed and placed on a roller, or heated and magnetically stirred to ensure that the polymer was fully dissolved.

3.1.5.2 Device preparation under nitrogen atmosphere

Certain polymers, in particular the large band-gap blue-emitting polymers, are known to be particularly sensitive to oxygen and moisture in operation. Therefore it is important to exclude these contaminants as far as possible during the device fabrication stage. To this end, the substrates were transferred into a nitrogen-filled glovebox (<5 ppm O₂) before spinning took place. Transfer to the evaporation chamber was then accomplished without removing the devices into air.

3.1.5.3 Contamination

To minimise the inclusion of dust particles in the finished devices, the polymer solutions were passed through a PTFE-based 0.45 µm filter as they were dispensed onto their substrates.

3.2 Absorption spectroscopy samples

Samples for absorption spectroscopy did not normally require cathode or anode contacts, but usually required the elimination of glass which shows absorption and fluorescence features of its own in the spectral regions of interest.

3.2.1 Substrates

For UV-Visible absorption spectroscopy, Spectrosil-B⁶ quartz substrates were used. For photothermal deflection spectroscopy (PDS), which is highly sensitive deep into the infrared, water free Spectrosil-WF⁶ quartz substrates were used. Substrates were cleaned in ultrasonic baths of acetone and IPA, just as in the case of device preparation.
3.2.2 Film preparation

Polymer films were usually spin-coated from solution to the required thickness. Solutions were prepared exactly as for device production. Samples were usually prepared and stored under nitrogen to exclude oxygen and moisture. In the case of PDS, which is a front-surface technique, films were often prepared by drop-casting, which yielded a thicker film and thus a stronger signal.

3.3 Sample analysis

A selection of techniques are available for the measurement and analysis of polymer samples which have not been incorporated into device structures.

3.3.1 Surface profilometry

In order to measure the thickness of films used, a Sloan Dektak IIA surface profilometer was used. The film was scratched through with a sharp point, and the profilometer needle scanned across the scratch to reveal its depth and yield the film thickness.

3.3.2 UV-Visible absorption spectroscopy

Simple measurements of optical absorbance were made with a Hewlett Packard HP8453 UV-Vis absorption spectrometer. This equipment illuminates the sample with tungsten and deuterium lamps, recording the transmitted light to calculate the sample’s absorption spectrum. Comparison with a “blank” control substrate yields the absorbance due to the film alone.

The range of wavelengths accessible is 190 to 1100 nm. UV-Vis data acquisition is extremely quick, taking a matter of seconds per sample. This technique is useful for strong absorptions, which produce low-noise signals in the resulting data. Since the system only actually measures transmitted light, any surface scattering can cause spurious absorption signals to appear. Thus the technique does not work well for very low level absorptions, nor for highly scattering samples. Since a wide spectral region is simultaneously illuminated, fluorescence pumped at one wavelength can lead to an artificially low absorption readout at the emission wavelength, possibly complicating data analysis.
3.3.3 Photothermal Deflection Spectroscopy

Photothermal Deflection Spectroscopy (PDS)\textsuperscript{7} is a highly sensitive absorption technique, particularly suited to the analysis of polymer films\textsuperscript{8,9}. The apparatus used here was originally constructed by Dr D. S. Thomas, and a full description of its design and construction appears in his Ph.D. thesis\textsuperscript{10}. See also Appendix A.

Most absorption spectrometers measure transmitted light, but this causes any scattering or reflection to be recorded as an erroneous absorption signal. In PDS, absorption is directly probed by measuring the heating effect of an illumination beam on the sample, as it scans through the wavelengths of interest. The PDS Rig covers the wavelength range from 380 to 2050 nm, and a typical scan takes several hours to acquire.

3.3.3.1 PDS fundamentals

PDS proceeds by front-surface illumination of the sample with a chopped beam of monochromated light. According to the absorbance of the polymer film, a portion of the incident light is absorbed. All other light, scattered, reflected or transmitted, plays no further part. The absorbed light produces a minuscule heating effect in the film, which is then conducted out into a surrounding fluid medium\textsuperscript{11}. The resulting temperature gradient, momentarily present in the fluid, produces a corresponding refractive index gradient which can be probed by a transverse probe laser beam\textsuperscript{12}. The laser beam deflection, which is proportional to the absorption\textsuperscript{10}, is monitored by a pair of photodiodes and accurately measured by a lock-in amplifier locked to the chop frequency of the light. The detailed theory has been previously described in a 1-D formalism\textsuperscript{13}, in 3-D\textsuperscript{7}, and in the context of measuring thin polymer films\textsuperscript{10}.

Whereas UV-Vis has a lower limit in the region of perhaps 1 % absorption, due to reflection and scattering, PDS directly measures absorption and this apparatus can reveal features as much as 5 or 6 orders of magnitude weaker than the main \(\pi-\pi^*\) absorption. Such sensitivity is achieved by running the Rig as a lock-in modulation experiment.

3.3.3.2 Rig components

Figure 3.6 shows a schematic diagram of the Rig components. The illumination beam is provided by a custom-built 100 W xenon arc-lamp designed by Light Support Ltd. The chopper wheel and driver is a model 3501 from New Focus Inc, driven at 13 Hz to avoid mains interference. The monochromator is a CVI Digikröm DK240, which feeds the heating beam via optical fibre to the vibration-isolated main table. The probe laser is a 4 mW 670 nm Peltier-stabilised fibre-coupled diode laser from Point Source Ltd. Like the heating beam, to avoid vibrations only the delivery fibre enters the main experiment area.
Due to the spectral features of the xenon lamp, a dual photodiode consisting of PbS and Si components measures the intensity of a portion of the probe beam as it enters the experiment, for normalisation purposes. The probe laser deflection is detected by a silicon quadrant photodiode, wired into a Left pair and a Right pair, and the signal obtained as Right minus Left. PDS theory states that this value is directly proportional to the absorbance of the material\textsuperscript{10}. The photodiode stem is mounted on an electronic translation stage to allow for automatic re-alignment of the photodiode as the DC component of beam deflection drifts.

The deflection medium consists of fully-fluorinated short carbon chain molecules, formerly marketed by 3M Corp (St Paul, MN, US) as Fluorinert FC-104. This colourless liquid is ideal for the PDS experiment as it has no measurable absorption in the wavelength range of interest and does not swell or react with the polymer films. The sample cell, containing the Fluorinert, is a polished Spectrosil-B cuvette with a polyethylene insert to hold the sample in place and a silicone rubber seal.

Measurements are made with a Stanford Instruments SR830 DSP lock-in amplifier, and the whole experiment controlled and recorded on a Power Macintosh desktop computer equipped with a GPIB interface bus and running specially written controller software in the LabView environment.
3.3.3.3 Apparatus modifications

During the course of work for this thesis, one significant modification was made to optimise the performance of the rig.

The internal filter wheel had provided space for only six low-pass filters for higher-order removal. More closely-spaced filters were required to eliminate artefacts which appeared at the band-edge. To accommodate these, a new filter wheel was constructed with space for 10 filters. This wheel was attached in place of the existing circular graded-index neutral density filter wheel, external to the monochromator.

The old graded neutral density filter had been used to attenuate the heating beam, but only its higher transmittance end was ever used, and this had been burnt by the lamp. Instead, a series of five reflective metal film neutral density filters at discrete optical densities were inserted into the monochromator filter wheel, leaving the sixth slot non-attenuating.

The LabView controller application was modified to cater for the exchange of the two filter wheels, the extra order-sorting filters, and the discretely-spaced attenuating filters.

3.3.3.4 Experimental procedure

To prevent photo-oxidation, samples for PDS are normally stored under nitrogen prior to measurement, thus minimising the oxygen content of the film. The sealed sample chamber containing Fluorinert and any previously-measured sample is introduced to the dry nitrogen-filled glovebox. A simple screw-release allows the sample insert to be removed from the cuvette, whereafter another screw unfastens the used sample. The new sample is screwed into place, the Fluorinert topped up if necessary and the sample chamber re-sealed before removal from the glovebox.

![Sample area of PDS Rig showing sample (centre, yellow), heating beam delivery fibre (red), probe beam delivery (left, metal-clad), and deflection photodiode surrounded by a square of black felt (rear right).](image)

Figure 3.7: Sample area of PDS Rig showing sample (centre, yellow), heating beam delivery fibre (red), probe beam delivery (left, metal-clad), and deflection photodiode surrounded by a square of black felt (rear right).
The sample chamber is placed back inside the Rig, shown in Figure 3.7, and the process of aligning it begins. In order to maximise the PDS signal, the sample must be very accurately aligned such that the probe beam passes close to the sample surface. To this end, a strongly absorbing region of the spectrum is selected to maximise the measured signal. For many of the polymers studied, this is found around $\lambda = 440$ nm. After selection of the desired wavelength, the filter wheels and monochromator slits are set so as to maximise the throughput of light in the heating beam. A manual iterative process is then required to adjust the sample position along the $x$-axis (the direction of the heating beam) and rotation about the $y$-axis, so that the fixed probe beam (shining down the $z$-axis) can be made to pass directly across the surface of the film.

Once the signal intensity has been maximised, the wooden vibration-proof box can be lowered over the top of the apparatus and control taken over with the computer. Parameters for the experiment are set in the LabView environment, normally including a scan range from 3.2 eV down to 0.6 eV in 0.01 eV steps. Finally, a data output filename is specified after which data is collected automatically. The time taken for a scan to complete can vary greatly. At low absorptions, the controller application automatically increases the time constant and the number of averages taken. Thus, depending on the sample absorption, a scan can last between a couple of hours and approximately one day.

### 3.3.3.5 Data analysis

The controller application produces a file containing wavelength and energy, raw measured deflection, the value of the normalising signal from the two-component photodiode, and the normalised signal. Further columns are available for use with a calibration file, generated by measuring the response of a black sample which fully saturates the deflection signal, and for the finalised data, corrected with this calibration file.

Data is then usually plotted showing corrected absorbance on a logarithmic scale against the photon energy in eV on a linear scale.

The calibration data obtained in experiment almost exactly fit a linear response function. Therefore an idealised calibration file was generated by linear regression. This was done purely to avoid the introduction of experimental noise from the calibration experiment into every data set, and does not compromise the integrity of the data thus calibrated. The calibration used, and a typical experimental calibration data set, are presented in Section A.5.1.

Since the deflection values measured by the experiment are subject to the precise alignment of the sample, no absolute absorption values can be determined by PDS alone. For true calibration, it is usually possible to compare a point on the band-edge with the equivalent point on a UV-Vis scan. However this is only accurate for homogeneous samples, since PDS is progressively less sensitive to buried layers.
It is important to note that under high absorption the measured PDS deflection saturates. Therefore the shape of the $\pi-\pi^*$ peak as observed in PDS may be distorted and its uppermost values not meaningful. For a faithful comparison of the high-absorption regime to the sub-gap region where PDS comes into its own, it is more useful to correlate the PDS spectrum with a UV-Vis spectrum as previously described. The normalisation must be done at a point where the PDS spectrum has not saturated, but where the UV-Vis signal is strong enough to be relatively noise-free – usually on the band-edge itself.

The wavelength resolution of the PDS rig depends on a number of factors, but most importantly the monochromator slit widths. Whilst wider slits admit more light and lead to a stronger signal, they also admit a greater bandwidth of light. With the slits set to their 2000 µm maximum width, as they were for the duration of this work, the FWHM observed for known sharp features was no greater than 30 nm, corresponding approximately 0.1 eV in the region of 2 eV below the bandgap. Polymer sub-gap features are typically several tenths of an eV wide, whilst spikes due to noise can be isolated since they appear on the 0.01 eV scale of spacing between individual data points.

### 3.3.4 Photoluminescence microscopy and spectrophotometry

An Olympus BX60 optical microscope, equipped with a mercury lamp, was used for photoluminescence (PL) microscopy. The microscope allowed for blue (450 to 480 nm) or UV (330 to 385 nm) excitation of the sample, with long-pass filters present in the return beam to prevent detection of the illumination wavelengths. White light illumination was also available, without any filtering of the returned light. Two integral neutral density filters were available to attenuate the excitation beam, along with an iris to vary the spot size without altering the flux. Finally, beam splitters between the objective and the eyepiece allowed for attachment of a camera and a spectrophotometer. PL spectra were measured using an Ocean Optics CCD spectrophotometer, directly coupled to the microscope via a fused silica fibre bundle.

### 3.4 Device analysis

The following electrical probes were used to characterise devices containing polymer films.

#### 3.4.1 Current – Voltage – Luminance (IVL)

The simplest study of a polymer LED is the IVL scan. All devices fabricated on the large (25 mm square) substrates were measured in the automatic test facility at Cambridge Display Technology. This apparatus
performs a voltage scan through the range specified, and measures the current passed and the light emitted at each step. This is automatically repeated for all eight pixels on up to eight devices in a batch. A spreadsheet macro developed by CDT collates the data to show plots of efficiency, luminance and current against voltage, and other useful data.

### 3.4.2 Electroluminescence microscopy

For optical microscopy of working devices in situ, the same Olympus BX60 microscope was used as for PL microscopy. The LED under study was driven in constant current mode by a Keithley 220 current source.

### 3.4.3 Electroluminescence spectrophotometry

EL spectrophotometry was performed with the Olympus BX60 microscope and Ocean Optics CCD spectrophotometer. This allowed for controlled, repeatable measurements of the same area of an LED, from a position normal to the LED surface. The mercury lamp beam was shut off, and the filters set to prevent any filtering of the emitted light.

### 3.4.4 Time-resolved pulsed electroluminescence intensity

Time-resolved pulsed electroluminescence allows the early stages of light emission from a polymer LED to be analysed. This yields data including the time taken for onset of light emission, the rise-time of the intensity, and various other features. From this data, information can be extracted about the operation of the LED, including the charge carrier mobility. The apparatus used in this thesis has been developed at the Cavendish Laboratory over a number of years, with frequent refinements to improve its characteristics and ease of use. The rig is described in detail by Dr D.J. Pinner in his Ph.D. thesis, along with a wide range of experiments performed using the rig. See also Appendix B.

#### 3.4.4.1 Pulse rig fundamentals

The Pulse Rig consists of two independent portions: the drive circuitry and the detection apparatus. The drive circuitry provides square voltage pulses of the desired duration and frequency. The shortest useful pulses produced by the rig are a few tens of nanoseconds long, below which the pulse shape is not sufficiently square to be useful. Drive voltages can be specified in increments of 0.1 V up to a maximum of 150 V. The range most usually of interest falls between approximately 2 V and 20 V.
The link between drive and detection sections is the polymer LED itself. The detection system then uses a photomultiplier tube (PMT) to measure light intensity, an inductively coupled current probe to measure instantaneous current and a voltage probe to measure the voltage dropped across the device. Any two of these three channels (usually light intensity and current) are fed to a digitising oscilloscope which records the data as a function of time during the pulse and either displays the results on screen or sends them for storage and analysis on a desktop computer.

### 3.4.4.2 Rig components

Figure 3.8 shows a schematic diagram of the components of the Pulse Rig. Pulse duration and frequency are specified with a Hewlett Packard 8116A 50 MHz Pulse/Function Generator. This is set to output square pulses of amplitude 2.5 V during the desired “on” periods, which are fed via low-resistance silver coax cables to the pulse generation board at the centre of the rig. It also produces a TTL output used for triggering the oscilloscope.

In addition to the duration and frequency signal from the function generator, the pulse generation board also requires a voltage source with which to specify and supply a voltage for driving the LED in the “on” phase. This is provided by a Farnell PSD1011A current-limited voltage source, equipped with a small capacitor bank to prevent voltage droop when delivering short bursts of high current.

The Pulse Rig board itself was custom built by Mr C.J. Moss of the Electronics Workshop at the Cavendish Laboratory, and incorporates most importantly a high-specification fast MOSFET. This device feeds the voltage presented by the voltage source through to the test LED, being switched by the output from the

![Figure 3.8: Schematic diagram of the Pulse Rig.](image-url)
function generator. By this arrangement, a sharp switch-on of the LED is achieved without being limited to the voltage range, current supply or pulse shape fidelity of the function generator. It is important to note that in the off-phase, the MOSFET simply disconnects the LED into open-circuit and does not short it to 0 V. To improve turn-off characteristics, therefore, a 7 Ω resistor is placed in parallel with the test LED. This resistor draws a proportion of the current in the on-state, but in the off-state it allows the LED to drain any excess capacitor charge with an RC time constant comparable to that seen during the initial charging phase. Charges re-extracted from the polymer bulk are also sunk by this resistor. The circuitry is powered by a dedicated 12 V power source, incorporating a high-voltage power supply (no longer used) available for driving test LEDs at higher voltages than those available with the separate voltage source.

The photomultiplier tube is a Hamamatsu R1387 device operated on its lowest sensitivity setting with an acceleration potential of approximately 900 V. The voltage probe, integrated into the pulse generation board, provides an output signal of 0.1 V for each Volt dropped across it. The inductively-coupled current probe is a CT-GP/A device from Bergoz Instrumentation. It produces 0.2 V output per Amp flowing through it. All three of these devices were selected on their ability to respond with at least 10 ns time resolution, exceeding the specifications of the pulse delivery system itself. Any two of these three devices can be monitored on the Hewlett Packard HP54502A 400 MHz digitising oscilloscope. Input impedances are set at 50 Ω for the current probe and 1 MΩ for the PMT or voltage probe. A custom-built amplifier allows pre-amplification of the current-probe or PMT signals if required. The second function generator, a Hewlett Packard HP33120A 15 MHz Function/Arbitrary Waveform Generator, is available as a trigger source for the main function generator. This allows for production of trains of identical pulses, repeated at specified intervals.

The rig incorporates a thick aluminium vacuum chamber with Perspex windows, suitable for measuring non-encapsulated LEDs. It is also equipped with a cold finger and liquid nitrogen reservoir, and a calibrated thermocouple, to allow for low-temperature measurements.

The experiment is controlled by a PC running the LabView environment and equipped with a GPIB interface. Controller applications were written during the course of work on this thesis, to automate various functions. These applications incorporate a component previously written by Dr N.C. Greenham to acquire data from the digital oscilloscope, and a component written by Dr D.J. Pinner, to address the function generators. The voltage source and thermocouple readout cannot be remotely addressed via GPIB.

3.4.4.3 Apparatus modifications

During the course of work for this thesis, modifications were made to the original configuration.
A major inconvenience in the past had been the reliance on using a vacuum chamber to protect the test LED from oxygen. Not only did this require the chamber to be returned to atmospheric pressure to change LEDs, but this was necessary even to change pixels on a single LED. An external selection knob was not present, in order to minimise the length of wire between the pulse generator and the LED.

In converting from delicate “open” devices to durable encapsulated devices, the rig has been equipped with zero insertion force (ZIF) connectors. These allow easy replacement of the test LEDs, with their standardised leg connectors, without the need to seal and evacuate the chamber. An array of pins on the rear of the ZIF sockets allow easy alteration of the currently addressed pixel.

It was found that the LED side of the circuit suffered from resonant oscillations at turn-on, which created artefacts in the observed characteristics. After careful experimentation, an $80 \, \Omega$ damping resistor was added in series with the LED which critically damped the system when testing a typical LED without unacceptable detriment to the RC rise time of the circuit.

Although not presented in this thesis, an experiment was designed including a monochromator to make wavelength-dependent measurements of the transient response of LEDs, as seen in Section B.4.1.2. Thus the transient electroluminescence could be plotted as a function of both time and wavelength, which may prove particularly enlightening when applied to the study of bi-layer devices.

A selection of LabView applications were written to control the apparatus. This included a “snapshot” facility to record the oscilloscope traces on demand, a timed-repeat function to gather a series of traces at specified points in time, and a monochromator control program to record the light output of the LED at selected wavelengths, by first passing it through the computer-controlled monochromator.

3.4.4.4 Experimental procedure

Standard experimental procedure began by securing pair of loose ZIF sockets onto the test device. The back of the device was attached to an $xyz$ translation stage with Blu-Tac, leaving the active area visible from the front. Pixel selection followed by connecting the Rig outputs to the chosen pins on the back of the ZIF sockets. In order to record a current trace, just one of the supply wires was threaded through the hole in the current probe. With the device secured in place, the photomultiplier tube was manoeuvred into position so as to maximise the through-coupling of light. The PMT was secured with a magnetic stand onto the optical table and it was found that electrically insulating the PMT from the bench, by simply inserting a sheet of paper, greatly stabilised the recorded traces. Finally the experimental area was shielded from light with a thick black cloth cover to prevent interference with the PMT. At this point, all parts of the rig could be
powered up, including the rig power supply, the high voltage PMT supply, the digital oscilloscope, the function generator(s) and the device-drive power supply. This was initially set to 0 V, to prevent inadvertent damage to the test LED.

Next, the drive regime was specified. Although a LabView application was available to create trains of pulses with both function generators working in tandem, it was most usual to specify a single-pulse scheme manually on the main function generator. Information required here was the pulse frequency and the pulse duration, balancing the two carefully so as to produce a low duty cycle and prevent premature burn-out of the test device. The square-wave output was always specified with a 2.5 V amplitude and +2.5 V offset, so the resulting signal was +5 V in the on-state and 0 V in the off-state, as required to switch the Pulse Rig.

Finally the function generator output was enabled, and the voltage on the drive PSU manually increased until a trace was seen on the oscilloscope. At any time, the PC could be used to query the oscilloscope. This resulted in the scope registers being cleared and a fresh set of data collected, with the time-base and sensitivity remaining exactly as specified, and this data dumped to the computer.

3.4.4.5 Experimental variations

It was experimentally determined that the PMT began to behave non-linearly when its output rose above approximately 50 mV. Therefore, for signals above this level, neutral density filters were applied to reduce the incident light at the PMT. For analysis of the electroluminescence at specified wavelengths, interference filters were available. Likewise, bandpass filters allowed sections of the spectrum to be selectively removed.

Although not presented in this thesis, low-temperature measurements were performed on non-encapsulated devices, mounted in the custom-built sample holder on the cold finger inside the vacuum chamber. An accurate measurement of the temperature could be made by use of the thermocouple, with its tip inserted into the copper heat-sink. Subsequent temperature control was achieved by allowing the apparatus to absorb heat from the surroundings, which proceeded slowly enough to allow individual measurements at an effectively constant temperature.

3.4.5 Long-term electroluminescence intensity evolution

The Test Box was designed and constructed to monitor the long-term evolution of LED performance, by driving the test LED under known conditions and measuring the light intensity at specified time intervals.
3.4.5.1 Test Box design

Minimum requirements for the Test Box were as follows:

- Mounting suitable for measuring large-substrate devices
- Built-in variable voltage source for direct LED drive
- External connector for LED drive by an alternative source
- Knob for selection of desired pixel
- Internal large-area silicon photodiode
- Built-in amplifier for photodiode signal
- Time-averaging circuitry to produce a mean signal under pulsed drive

The output would be measured by a digital multimeter (DMM), interrogated by the computer via GPIB. A circuit layout was designed to accommodate a pair of ZIF sockets (for the 18-leg encapsulated LED) and a variable voltage regulator with its attendant components. The time-averaging amplifier was designed with the assistance of Dr P. Routley of Cambridge Display Technology Ltd.

Figure 3.9a: Drive side circuitry for the Test Box. LM317T is the variable voltage regulator.

Figure 3.9b: Detection circuitry for the Test Box.
The circuits, as shown in Figures 3.9a and 3.9b, were constructed on a section of Vero board, with the large-area silicon photodiode mounted between the two rows of ZIF connectors which hold the LED. This unit was then mounted inside a die-cast aluminium box, to act as a light-proof enclosure. Figure 3.10 shows the completed Test Box, with the lid removed. External connectors and controls allowed for:

- Connection to a ±12 V PSU to power up the Test Box
- Connection to an alternative drive source for the test LED
- Switch to select internal or external LED drive
- Push-button for short manual-controlled drive and override switch for continuous drive
- Knob to control amplitude of internal voltage source (1.25 V to 12.0 V)
- Knob to select pixel of interest
- Contacts for sampling the internally generated voltage
- Contacts for measuring the photodiode amplifier output

![Figure 3.10: Test Box, with a glass-encapsulated device in place.](image)

### 3.4.5.2 Test Box operation

The Test Box remains closed, except when exchanging test devices. The Box can be operated in a variety of modes, depending on the external set-up. A multi-function LabView application was written to control the experiment and collect data.

**A) Constant voltage**

Most straightforwardly, the LED is driven under constant voltage conditions by the internal source. Figure 3.11a shows a schematic diagram of the setup. The output is fed to a HP34401A DMM, which is interrogated at specified intervals by the computer. The device drive regime is not computer-controlled, leaving only data collection to the computer.
B) Modulated constant voltage

In this case, shown in Figure 3.11b, a Keithley 6517A electrometer (incorporating a voltage source) is connected to the external-drive inputs of the Box, and employed under computer control to drive the LED. The drive voltage can be switched on and off by the computer at specified times, and intensity measurements taken at specified times during the on-phase.

A basic time-unit is user-defined, for example 10 seconds. The user then specifies the number of consecutive “on” units to drive the LED, with an intensity measurement at the end of each, followed by a number of “off” units in which the LED is rested. This cycle can itself be repeated a specified number of times. In this configuration, for example, the device could be driven for 5 minutes, with intensity measurements every 10 seconds, then rested for 2 minutes and the whole cycle repeated.

C) Modulated constant current

This most complex set-up, shown in Figure 3.11c, proved to be the most useful. A Keithley 220 constant current source was used to provide the external drive for the LED. The source was manually configured to a two-stage step-through cycle, with step “0” being off and step “1” being on. The 6517A electrometer was then used under computer control to trip the current source through its cycle. Thus measurements could be taken analogously to variation (b), but with known current density instead of known applied bias. As always, a HP34401A DMM was used to record the measured intensity from the photodiode. In addition,
and whenever required, a second identical DMM was used to measure the applied voltage supplied by the constant current source.

![Diagram](image)

**Figure 3.11c: Modulated constant current configuration for the Test Box.**

### 3.4.5.3 Test Box experimental variations

In order to accommodate small (12 mm square) encapsulated devices, a carrier was built with legs in the same formation as the large devices, an array of connectors on top to power up the small device, and a well-defined glass window to ensure that all pixels achieved approximately equal exposure to the silicon photodiode when mounted inside the Test Box (see Figure C.1). It is important to note that the small devices had a common-anode format whilst the large devices were common-cathode. Therefore the pixel-selector knob now made electrical contact with the cathode, so the polarity of the external source had to be reversed. Thus the (fixed polarity) internal source is not suitable for use with small devices. A small adaptor was constructed to reverse the external drive polarity where it enters the Test Box (see Figure C.2).

In order to measure at known elevated temperatures, the thermocouple from the Pulse Rig was put into contact with the die-cast aluminium box, deep into one of the four corner screw-holes. The entire die-cast box was placed on a temperature-controlled hotplate, for use at temperatures up to approximately 70 °C.

In order to measure the back-flow of charge from a device after driving it, a Keithley 6517A electrometer was connected across the external drive contacts, and placed under automated computer control to take regular measurements. The test device was driven with the internal voltage source, and at the required time the “internal/external” switch was flipped, disconnecting the LED from the drive source and immediately connecting it to the electrometer. By this method, an extremely quick changeover from drive to drainage could be achieved. For the case of a constant current pre-drive followed by charge drainage through the electrometer, it was necessary to rapidly disconnect the current source and then connect the electrometer. The Pye connectors made this relatively simple, and it could usually be completed within two or three seconds. Further details are provided in Appendix C.
3.4.6 Charge Modulated PDS

During the course of the work presented here, it became apparent that detection of the absorption of species in an operational device would be desirable. By modification of the PDS Rig, an *in situ* induced absorption experiment became possible. In this way, measurements could be made of the variations in absorption caused by electrical driving of a real LED. Further details are provided in Appendix A.

Measurements of polaron absorption are not new to conjugated polymer physics, having been performed on metal-insulator-semiconductor capacitors by charge modulation spectroscopy, polymer samples by photo-induced absorption, and working LEDs by measuring changes in device reflectance and transmittance. Charge modulated PDS takes a different approach, by directly detecting the heating effect due to induced absorptions of the incident light. The experimental set-up is described in this section, and although a full characterisation of the system behaviour was beyond the scope of this work, one series of simple experiments was performed and the results are presented in Chapter 6.

3.4.6.1 Charge-modulated PDS fundamentals

In an operational device illuminated by a light source, there are two unwanted sources of heating which would appear like absorptions in an unmodified PDS experiment. The operation of the device itself generates heat, as well as the optical absorption of the incident illumination beam in the various layers of the LED. Neither of these was the quantity of interest. Rather, it was desired to measure the incremental heating effect created in the LED when it was being both driven electrically and illuminated optically.

The heating effect of the LED on its own is orders of magnitude larger than the photothermal effect, and must not be allowed to interfere with the measurement. In addition, the optical absorption is very significant in a device structure where glass, ITO, PEDOT:PSS and metal layers are present, in addition to the polymer itself. These two effects, though very large, must be eliminated completely in order to measure the very small nonlinear component when they appear together.

After consultation with Dr D.S. Thomas who originally designed and built the PDS Rig, it was decided to proceed by use of a double lock-in technique. This entails driving the device electrically at one frequency, whilst chopping the probe beam at a different frequency.

Considering the total PDS signal,

\[ S = S_L + S_I \]  (3.1)
where $S$ is the total signal, $S_L$ is the signal due to light absorption inside the LED, and $S_I$ is the signal due to current-heating of the device. If the incident light is modulated at $\omega_L$ and the drive current is modulated at $\omega_I$, then the total PDS signal can be re-written as

\[
S = A_L \alpha(\lambda) \sin(\omega_L t) + A_I F_I(I) \sin(\omega_I t)
\]  

(3.2)

where $A_L$ and $A_I$ are constants of proportionality, partly dependent on the sample alignment in the rig, and $F(I)$ is a function of current. The absorption coefficient $\alpha$, which is a function of illumination wavelength $\lambda$, has components from both the intrinsic absorption and the current-induced absorption. This can be expressed as

\[
\alpha(\lambda) = \alpha_L(\lambda) + \alpha_I(\lambda) F_I(I) \sin(\omega_I t)
\]  

(3.3)

Substituting back into Equation 3.2 gives

\[
S = A_L \alpha_L(\lambda) \sin(\omega_L t) + A_I \alpha_I(\lambda) F_I(I) \sin(\omega_I t) + A_I F_I(I) \sin(\omega_I t)
\]

\[
= A_L \alpha_L(\lambda) \sin(\omega_L t) + A_I \alpha_I(\lambda) F_I(I) \sin(\omega_L t) \sin(\omega_I t) + A_I F_I(I) \sin(\omega_I t)
\]

\[
= A_L \alpha_L(\lambda) \sin(\omega_L t) + A_I \alpha_I(\lambda) F_I(I) \left( \cos(\omega_I - \omega_L) t - \cos(\omega_I + \omega_L) t \right) + A_I F_I(I) \sin(\omega_I t)
\]  

(3.4)

Therefore, the current-induced absorption, $\alpha_I(\lambda)$, can be detected by locking in at either the sum or the difference frequency of the two drive frequencies. This eliminates the two extrinsic heating processes, whilst recording only the signal which cannot be accounted for by a linear combination of the two effects.

3.4.6.2 Rig modifications

A number of modifications were required to the PDS Rig in order to implement the Charge Modulated PDS experiment. It was of paramount importance that these be easily reversible, so that the ordinary PDS absorption experiment could be reinstated.

The 2-slot chopper wheel was exchanged for a concentric 7/5 slot wheel. The chopper’s internal frequency source was used to specify the chop frequency of the outer 7-slot portion, which generated a TTL output at $f$. The illumination beam passed through the inner 5-slot portion, and was thus chopped at $5f/7$. The chopper unit now formed the frequency-generation centre for the experiment, rather than using a sync signal from the lock-in amplifier, and 17 Hz was selected to avoid any mains hum interference. Additionally, the
chopper unit provides both sum and difference frequency outputs, which can be used to trigger the lock-in amplifier. A drive box was designed to convert the TTL output of the chopper unit into a triggered variable-voltage supply to drive the LED. This was based around the same variable voltage regulator design used in the Test Box. The circuit diagram is shown in Figure 3.12, and the finished drive box is shown in Figure A.7. Finally, one of the sample mounts from the PDS Rig was converted to include electrical connections, shown in Figure A.6. A hole was drilled through the top, and re-sealed after the wires had been passed through.

![Voltage Regulator Circuit](image)

**Figure 3.12: Drive Box circuitry for Charge Modulated PDS. LM317T is a variable voltage regulator.**

### 3.4.6.3 Experiment operation

Experimental procedure began by fabrication of non-encapsulated devices in the normal way, on small wide-stripe ITO substrates with round-ended pixels. While still inside the glovebox, a device was mounted cathode-side-up in the modified holder, and the connection wires secured in place with silver dag paste. The device was oriented such that when the probe beam was later directed horizontally across the face of the device it was not obstructed by the connections, as in Figure A.6. After drying of the paste, the sample holder was inserted into the Fluorinert-filled cuvette and sealed shut with the fastening screw.

The cuvette was mounted in the PDS rig in the reverse orientation to the standard configuration, so that the illumination beam struck the selected pixel from the glass side, through the pre-existing hole in the sample holder. The probe laser beam was directed across the cathode surface of the device, ensuring that the device connections did not obscure it. Alignment proceeded purely by eye, since unlike absorption PDS, there is no strong signal to lock on to in this configuration. Finally, a drive voltage was selected on the drive box, and this was connected to the LED *in situ*. The PDS program required no modification and could be used to collect data immediately.
3.4.6.4 Data processing

Since the lock-in frequency used is no longer equal to the illumination chop frequency, the calibration photodiode records no illumination intensity data. However this data is a function of the lamp, and since the beam attenuation does not change in this experiment, a previously collected lamp intensity data set is used to normalise the data.

Finally, the phase information becomes important in this experiment. The PDS rig collects $r, \theta$ data, and since the standard PDS experiment shows only absorptions, the phase is virtually constant, indicating a positive deflection in the probe beam. The presence of noise in the phase signal is indicative of reaching a noise floor in the experiment. However in this experiment, since the device is reversed with respect to the deflection photodiodes, any absorption signal will have the opposite sign ($180^\circ$ out of phase) compared to standard PDS absorption data. Consequently, any deflection having the same sign as a standard PDS absorption corresponds to a bleaching of absorption in the sample. Once again, noise in the phase signal can be used to identify regions where the deflection signal is unreliable.

3.5 Numerical modelling

In order to better understand the operation of the devices under test, it was instructive to work with a computer-based model to simulate their behaviour. Extensive use has been made of such models in the past to investigate the transient\textsuperscript{41-47} and DC\textsuperscript{48-54} behaviour of LEDs and compare them to experiment.

The model used was constructed in the MatLab environment by Dr J. A. Barker of the Cavendish Laboratory, and based on similar principles to the model previously constructed by Dr N. Tessler\textsuperscript{42} and successfully utilised by Dr D. J. Pinner\textsuperscript{5}. The model divides the polymer layer into a series of elements, and proceeds by simultaneously solving the continuity equations and the Poisson equation within each element. Recombination is treated as a Langevin process, as described in Section 2.4.5. The rate of change of electron and hole number densities, $n$ and $p$, are given by

\begin{align}
\frac{dn}{dt} &= -\frac{d}{dz}\left[\mu_n nE + \mu_n \frac{k_B T}{e} \frac{dn}{dz}\right] - \frac{npe}{\varepsilon_0 \varepsilon_r} \left(\mu_n + \mu_p\right) \quad (3.5) \\
\frac{dp}{dt} &= -\frac{d}{dz}\left[\mu_p pE - \mu_p \frac{k_B T}{e} \frac{dp}{dz}\right] + \frac{npe}{\varepsilon_0 \varepsilon_r} \left(\mu_n + \mu_p\right) \quad (3.6) \\
\frac{dE}{dz} &= \frac{e}{\varepsilon_0 \varepsilon_r} (p - n) \quad (3.7)
\end{align}
The mobilities $\mu_{n(p)}$ are field-dependent, following the form $\mu_{n(p)} \exp(\gamma \sqrt{E})^{55-60}$. $E$ is the local value of the electric field, $z$ is the distance from the cathode. For the particular cases studied in this work, the limited range of fields used justifies the substitution of a simple field-independent mobility obtained by experiment in the regime of interest$^{50,61,62}$.

In the continuity equations, 3.5 and 3.6, the bracketed term contains both the charge carrier drift and diffusion, whilst the second term describes the Langevin recombination rate which produces a reduction of the charge carrier density. Charge carrier injection is modelled either ohmically without a barrier, or by the Scott injection mechanism$^{63}$ described in Section 2.4.2.3, which provides for injection over a barrier with backscattering taken into account. Tunnelling models for charge injection and extraction, though available in the model, were not employed in this work. The model was recently described and successfully used to simulate the behaviour of novel devices$^{64}$. A particular strength is that it can be executed iteratively to predict the time evolution of the device properties, which can be compared with experiment.

Within the model environment, a set of real-world parameters are specified to define the device. Each electrode is defined in terms of the model for charge injection, and the energy barrier for injection if applicable. Up to two polymer layers may be specified, along with the energy barriers for charge transport across the heterojunction. Each polymer is defined in terms of its electron and hole mobility and field and temperature dependence of mobility (where required). As the simulation proceeds, the state of each cell is influenced by its neighbours and the local field during each step. Following each iteration, the total exciton generation rate is calculated and appended to a data set as a function of time, and after the final iteration exciton generation rate, charge carrier density, and various other pertinent parameters are recorded as a function of position inside the device. The resulting data set includes the time-dependence of exciton formation, which can be compared with the results of transient electroluminescence measurements, and the final distributions of electrons, holes and electric field inside the device.

### 3.6 Conclusions

This Chapter has described the methods employed in production, testing and modelling of devices and samples. Further information on the PDS Rig, Pulse Rig and Test Box can be found in the appendices.
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4. Interactions between PSSH and PFB

The PEDOT:PSS system (see Section 2.5.3) has become a standard feature of conjugated polymer LEDs, chosen for its electrical conductivity, work function suitable for injection of holes into light emitting polymers and its planarity and transparency when spun from solution.

PSSH – a polymeric organic acid – dopes PEDT to make it conductive. Unlike classical semiconductor/dopant systems, PSSH is the majority component of the PEDOT:PSS layer, comprising nearly 95 % of the material by weight. Although acids, as proton donors, are well-known dopants of conjugated polymers\(^1\), there has been no systematic study of the effect of PSSH on electroluminescent conjugated polymers in a device structure. One experiment appeared to show sub-gap changes in PPV\(^2\), however the results presented in this Chapter suggest that the intrinsic absorption of PSSH was largely responsible.

This chapter describes a detailed photothermal deflection spectroscopy (PDS) study of the interface of PSSH with the conjugated polymer PFB, conducted to better understand the nature and extent of the interaction between the two molecules.

4.1 Background

PFB, introduced in Section 2.5.2, is a copolymer of the ubiquitous fluorene unit with a variant of the triarylamine unit used in small-molecule organic semiconductor work\(^3\). It produces a bright blue emission in electroluminescence, and is closely related to polymers which show promise for future incorporation into commercial products. Blue emitters are of particular importance because they yield the highest-energy photon emission of the three colours required for RGB displays. One promising future route to full colour applications would use a blue emitter only, with phosphors for down-conversion to red and green where necessary. This would eliminate the problems of differential aging, but would require extremely robust and stable blue emitters. White light emission, by phosphor down-conversion of blue light has recently been demonstrated\(^4\).
Degradation is a vital consideration in the optimisation of light-emitting polymer technology for commercial applications. Degradation processes can be divided into the extrinsic, governed by ingress of moisture and oxygen, ultraviolet radiation, and other ambient phenomena, and the intrinsic, limited by the chemical stability of the polymers and interfaces of the device itself. As progress has been made towards eliminating the extrinsic paths, the intrinsic phenomena have become considerably more important in the search to improve device lifetimes.

In recent work by Kim et al\textsuperscript{5} an electrochemical degradation path has been elucidated by which the reversible injection of holes onto the amine centres of the PFB becomes a quasi-irreversible oxidation, leading to a gradual reduction of the charge injection properties of the device. This Chapter investigates the role of PSSH in this process.

### 4.2 Samples for study

A series of samples were prepared as described in Section 3.2, with the compositions detailed in Table 4.1

<table>
<thead>
<tr>
<th>Sample</th>
<th>PSSH 130-150 nm</th>
<th>PFB 75-85 nm</th>
<th>Treatment</th>
</tr>
</thead>
<tbody>
<tr>
<td>4A</td>
<td>-</td>
<td>Spun</td>
<td>-</td>
</tr>
<tr>
<td>4B</td>
<td>Spun</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>4C</td>
<td>Spun</td>
<td>Spun</td>
<td>-</td>
</tr>
<tr>
<td>4D</td>
<td>Spun</td>
<td>Cast</td>
<td>-</td>
</tr>
<tr>
<td>4E</td>
<td>Spun &amp; Baked</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>4F</td>
<td>Spun &amp; Baked</td>
<td>Spun</td>
<td>-</td>
</tr>
<tr>
<td>4G</td>
<td>Spun</td>
<td>Spun</td>
<td>-</td>
</tr>
<tr>
<td>4G*</td>
<td>Spun</td>
<td>Spun</td>
<td>Vac-annealed</td>
</tr>
<tr>
<td>4H</td>
<td>Spun</td>
<td>Cast</td>
<td>-</td>
</tr>
<tr>
<td>4H*</td>
<td>Spun</td>
<td>Cast</td>
<td>Vac-annealed</td>
</tr>
<tr>
<td>4I</td>
<td>Slow Spun</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>4I*</td>
<td>Slow Spun</td>
<td>-</td>
<td>Vac-baked</td>
</tr>
</tbody>
</table>

Table 4.1: Composition and preparation of PDS samples for this chapter.

Spun PFB films were made from 1 % toluene solution at a thickness of 75 to 85 nm. Cast PFB films were used when a thicker layer was desired, yielding films around 500 nm thick. In the case of baked samples,
the PSSH film was baked at 200 °C under nitrogen flow for one hour and then cooled slowly to room temperature. After initial testing, samples 4G and 4H were annealed under vacuum at 100 °C –below the glass transition temperature \( T_g \) for PFB of 120 °C – for 2 hours before re-measurement, whilst 4I (which contained no PFB) was baked under vacuum for 2 hours at 200 °C. The slow-spun PSSH sample yielded a much thicker film, suitable for UV-visible absorption spectroscopy, and was prepared on a Spectrosil-B substrate. All other samples were prepared on Spectrosil-WF, for use in the PDS Rig.

Note that an aqueous solution of PSSH was used, as opposed to the PEDOT:PSS emulsion normally found in LED device structures. PEDT itself is strongly absorbent in the visible region, which would negatively impact the sensitivity of this experiment to low-absorption detail. Work by Greczynski et al.\(^6\) suggests that the upper surface of a PEDOT:PSS film is phase-segregated to contain almost entirely PSSH, and furthermore PSSH itself is the overwhelming majority component of PEDOT:PSS. Therefore, for the purposes of this study it is both advantageous and sufficient to work with PSSH only.

A further set of samples was produced using tetrahydrofuran (THF) as a solvent. THF is a polar organic solvent, and provides an ideal method for intimate mixing of PSSH (normally used in aqueous solution) and PFB (normally dissolved in xylene or toluene). Table 4.2 describes the samples.

<table>
<thead>
<tr>
<th>Sample</th>
<th>PSSH</th>
<th>PFB</th>
</tr>
</thead>
<tbody>
<tr>
<td>4J</td>
<td>Yes</td>
<td>-</td>
</tr>
<tr>
<td>4K</td>
<td>-</td>
<td>Yes</td>
</tr>
<tr>
<td>4L</td>
<td>Yes</td>
<td>Yes</td>
</tr>
</tbody>
</table>

### Table 4.2: Three samples produced with THF.

PSSH is supplied in aqueous solution, and this was vacuum dessicated to leave a brittle transparent amber solid. The solid was added to anhydrous THF at a concentration of approximately 3.3 mg/ml, wetting the PSSH to form a glutinous opaque gel, but not dissolving it. The vial was placed into an ultrasonic bath for five minutes at room temperature, which produced a milky suspension of PSSH particles in the THF which was stable against precipitation for at least several months. Sample 4J was drop-cast from this suspension onto Spectrosil-WF. PFB dissolves readily in THF – indeed the solvent is often used for cleaning in polymer labs. A solution of 10 mg/ml PFB in THF was made up and magnetically stirred. This was drop-cast onto Spectrosil-WF to produce sample 4K. Finally, PFB was added to the PSSH-suspension at a concentration of 10 mg/ml and the mixture stirred magnetically until it had dissolved. This mixture, containing dissolved PFB and suspended PSSH in a 3:1 ratio by weight was drop-cast on Spectrosil-WF to produce sample 4L.
4.3 Procedure

Excluding samples 4J to 4L, all other samples were stored in the dark under nitrogen, and measured in the PDS Rig as described in Section 3.3.3. They were loaded into the PDS sample holder without removal from the glovebox, and measurements were taken from 3.2 eV down to 0.6 eV, at 0.01 eV spacings. Samples for UV-visible absorption spectroscopy were transported through and measured in air, using the HP8453 UV-Vis spectrometer as described in Section 3.3.2.

4.4 Results

By comparing pairs of data-sets, individual features of the system can be isolated.

4.4.1 PFB-only absorption spectrum

The PDS spectrum of PFB, shown in Figure 4.1, demonstrates the dynamic range of the Rig. For comparison, an identical film spun on ITO-glass is also shown. Features can be discerned in the Spectrosil sample which are two orders of magnitude weaker than the ITO absorption in the visible region.

![Figure 4.1: PDS spectrum of spin-coated PFB on Spectrosil-WF (sample 4A) and on ITO-glass.](image)

The PFB sample on Spectrosil-WF shows a fairly well-defined band-edge above 2.8 eV, with small sub-gap features at about 1.15 eV and 2.35 eV. The apparent feature at 1.85 eV is an artefact of the rig at the wavelength of the probe laser and is much narrower than the typical real features seen with this technique. It should be noted that the two real sub-gap features are not always observed in PFB absorption spectra,
depending on the batch examined. These extrinsic absorptions are likely to be due to very slight unintentional doping of the polymer.

![Graph](image)

Figure 4.2: Spin-cast PFB (4A) measured by both UV-Vis and PDS (normalised at 3.0 eV).

At high signal strengths, the PDS signal is known to saturate, resulting in non-linearity at high absorptions. However this occurs in the region which is well-covered by UV-Visible spectroscopy. By using UV-Vis in combination with PDS, the presence of any saturation can be determined, and the absolute absorption of the film at a given photon energy determined. Figure 4.2 shows the same spin-coated PFB sample on Spectrosil-WF as seen in Figure 4.1, comparing the absorption spectra recorded by PDS and UV-Vis. The UV-Visible spectrometer is not sensitive below OD 0.1, whereas the PDS spectrum extends nearly 3 orders of magnitude lower. The broad absorption at 1.15 eV, which will be examined later, is approximately 2000 times weaker than the $\pi-\pi^*$ absorption.

![Graph](image)

Figure 4.3: PDS spectra of spin-cast PFB (4A) and a similar sample from another polymer batch.
Another PFB film, from a different batch (seen in Figure 4.3) shows that the two sub-gap features are independent. Although the data is somewhat noisier, the 1.15 eV feature matches well, whilst the 2.35 eV feature is not seen. Thus these two features do not move in parallel.

### 4.4.2 Baking of PSSH alone

A standard procedure in the fabrication of polymer LEDs is the baking of the PEDOT:PSS layer to remove residual water from the aqueous spin-casting stage. Figure 4.4 shows PSSH as-spun and after baking (samples 4B and 4E respectively). These spectra are intriguing. PDS alone does not allow for absolute measurements, but with practice one can expect to achieve uniformly good sample alignment in the Rig, leading to sample spectra which can almost be compared directly. The relative PDS signal intensities for the two samples suggest that a dramatic increase in absorbance has occurred on baking of the PSSH. Above about 1.25 eV, the apparent change is uniform across the entire spectrum. This increase is quite unexpected.

![Figure 4.4: PDS spectra of PSSH as-spun (4B) and after baking (4E).](image)

In this example, there is a factor of 4.5 increase in the measured signal from the baked sample over the as-spun one. This is significantly more than the few tens of percent one would expect from misalignment of the Rig, although no inference of absolute absorption by PDS can be completely conclusive. This apparent change will be addressed below, but the feature below 1.25 eV is first examined.

Figure 4.5 shows a PDS scan of a film identical to 4B, but measured to lower energies. Features are seen with a spacing of approximately 0.20 eV, which appear to be vibrational in origin. The inset shows absorption spectroscopy data for liquid water reported by Palmer and Williams\textsuperscript{7} in 1974, with the same vibrational progression which can be attributed to the $\nu_2$ symmetric bending mode of the water molecule at
1595 cm\(^{-1}\) (0.2 eV). The similarities between the two spectra are striking, and although we note that sulphinic acids contain OH groups, they are attached to an electron-withdrawing component containing a heavy sulphur atom which is likely to produce a very different bending mode to that seen in H-O-H. Indeed, the corresponding bending mode for sulphinic acids is centred around 1200 cm\(^{-1}\) (0.15 eV). Therefore the observed absorption feature in the PSSH film must be attributed to water. Since the film was spun from aqueous solution and not baked, and since sulphinic acids are known to be hygroscopic, this conclusion is not surprising.

![Figure 4.5: Absorption of unbaked PSSH extending to lower energies. Inset: Absorption spectrum of water, from Palmer (1974).](image)

The baked PSSH film (4E), which was measured down to 0.6 eV displays the same vibrational signature. Assuming that there is no serious misalignment of the PDS Rig, and that the relative absorptions of as-spun and baked PSSH are accurately represented, a rough comparison can be made of the relative intensity of the vibrational signature in the two films. By extrapolating the main PSSH spectrum (above 1.5 eV) exponentially to below the 1.05 eV peak for both data sets in Figure 4.4, and then subtracting from the peak amplitude in each case, the absolute intensity of the vibrational structures can be estimated. The data are rather noisy, however in the arbitrary units used both samples yield an excess signal of approximately \(2 \times 10^{-4}\) units over the underlying extrapolated data. This suggests that the incidence of the vibrational species is the same in both films.

The water in the baked film is likely to be re-adsorbed atmospheric moisture which entered the film during cooling. The nitrogen flow will not have completely prevented this, considering the hygroscopic behaviour of sulphinic acids. The two films were then stored in identical conditions in a nitrogen glovebox, and equilibration with the glovebox environment likely resulted in the very similar moisture content.
4.4.3 UV-Visible absorption of as-spun PSSH and baked PSSH

The UV-Vis absorption spectrometer allows for absolute comparison between samples. 4I and 4I* are the same sample before and after baking, and Figure 4.6 shows the UV-Vis spectra in the two instances. Both show oscillatory behaviour tailing off at higher energies, which are likely to be interference features caused by partial reflection off the front and back surfaces of the film. The absolute PSSH absorption does show an increase on baking in an inert atmosphere, confirming the suspicions raised by PDS. The measured increase is approximately a factor of seven at its greatest, but the underlying cause is not investigated here.

![Figure 4.6: UV-visible absorption of as-spun PSSH (4I) and baked PSSH (4I*).](image)

The film thickness after baking was measured to be 2.8 µm – unusually thick for a spin-coated sample, but attributable to the high viscosity of the PSSH solution – leading to the interference fringes seen. This implies a refractive index for PSSH of approximately 1.3. There is a 23% increase in the fringe spacing between un-baked and baked spectra, which may be attributed to a decrease in refractive index, or more likely a decrease in film thickness on baking.

4.4.4 PFB on as-spun PSSH and on baked PSSH

By comparing PFB on as-spun PSSH with PFB on baked PSSH (Figure 4.7), the effect of baking PSSH on the subsequent interactions can be identified. Both PSSH-containing samples show a strongly enhanced absorption throughout the sub-gap region, compared to the pure-PFB sample. This appears to be comprised of two separate regimes:

Above 2.0 eV, two explanations are possible for the elevated absorption. It is most likely due to the intrinsic absorption of PSSH, as elucidated in the previous section, linearly contributing to the total absorption.
However we cannot rule out a contribution from an enhancement of the sub-gap feature seen at 2.35 eV in pure PFB, although its shape is barely reflected in the unbaked PSSH sample and completely obscured in the baked sample.

![Figure 4.7: PDS spectra of spun PFB on as-spun (4C) and baked (4F) PSSH, with spun PFB-only (4A) for comparison. Note that for clarity the artefact at 1.85 eV has been spliced out of the data. The three spectra have been normalised on the band-edge for ease of comparison.](image)

Below 2.0 eV, with the intrinsic PSSH absorption falling away rapidly, the enhanced absorption cannot be attributed to the simple sum of PFB and PSSH spectra. The PDS signal is an order of magnitude larger than that of pure PFB, but with a very similar shape. This absorption must be attributed to a new chemical species induced by the interaction between PFB and PSS. Since it is present – albeit to a very much smaller degree – in the native PFB, it can be specifically identified as a reaction product in the PFB itself. The feature has no apparent dependence on the baked/unbaked state of the PSSH.

The data can be further analysed by dividing through the “baked” spectrum by the “as-spun” spectrum. This yields the apparent change in absorption on switching to baked PSSH, shown in Figure 4.8. Above the bandgap (about 2.8 eV), slight differences in film thickness yield different apparent onsets of the $\pi-\pi^*$ absorption, and this section of the data can safely be ignored.

Between 1.5 eV and 2.75 eV, a large peak is visible. One would expect a simple absorption feature to be represented by a smooth, probably Gaussian, peak and this is clearly not the case here. There is certainly no evidence that the change is simply an increase in the feature seen at 2.35 eV in PFB. Therefore the observed increase in absorption is probably due to the increased PSSH absorption on baking. Whilst the PSSH absorption increases almost monotonically across the spectrum, when vignetted against the PFB spectrum it can only be detected in the section where PFB absorbs least.
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Fig 4.8: Relative change in absorbance caused by baking of PSSH before spinning PFB. Note that the artefact at 1.85 eV has been spliced out for clarity.

Superimposing the absorption of PSSH over the baked-PSSH sample (Figure 4.9) shows that the gradients of the two curves match perfectly between 2.0 and 2.6 eV.

The baked PSSH signal therefore accounts entirely for the absorption measured in PFB on baked PSSH in this region of the spectrum.

4.4.5 PFB on unbaked PSSH – before and after annealing

Baking the PSSH \textit{in situ} (after spin-coating the PFB layer) provides further data on the interaction. For a diffusion-limited reaction that had not yet proceeded to completion, one would expect the extent of reaction
to increase on annealing. Figure 4.10 shows the absorption of PFB on PSSH, before and after baking the whole structure. The data are strikingly similar to Figure 4.7, in which the PSSH baking took place before the PFB was spin-coated. Indeed the inset shows that there is no qualitative difference between baking the PSSH before PFB deposition and baking the whole composite sample afterwards. The sub-gap features are offset by a small and constant margin, possibly due to sample alignment in the rig. Using the intrinsic absorption of PSSH (1.9–2.7 eV) in the inset as a reference, there seems to be no difference between baking the PSSH alone and baking in situ. Thus baking at 100 °C for 2 hours under vacuum has no measurable effect on the PFB absorption. Again, the broad feature peaking at 1.15 eV is present, as is a hint to the feature around 2.35 eV, which disappears (or is obliterated by a stronger feature) in the annealed sample.

We conclude that the reaction between the two layers proceeds no further on annealing. Either the reaction has proceeded through the entire film already, or it is confined to the interface and does not advance any further. The PSSH absorption again increases on baking.

4.4.6 Thick-cast PFB films

Comparison of a thick cast PFB film with a thin spun one reveals the extent of reaction from the interface into the bulk of the PFB film, and unexpectedly elucidates an activation mechanism for the reaction. Figure 4.11 shows the PDS spectra of spun (thin) and cast (thick) PFB on PSSH. The apparent shift in band-edge is not real; the thicker film contains more material, yielding a stronger PDS signal, and the vertical shift in the curve, coupled with the unchanged saturation level, gives the appearance of a shift towards lower energies. No normalisation has been performed on the data sets, but the strong correlation between the immediate sub-gap regions (2.2 to 2.6 eV) – corresponding to PSSH absorption – show that the two
samples were similarly aligned in the rig. The PSSH layers were identical in each case, so it is valid to use the curves for direct comparison of the total absorption.

![Absorbance vs Energy Graph](image)

**Figure 4.11:** Spun PFB on spun PSSH (4G) and cast PFB on spun PSSH (4H).

The important differences become clear below 2 eV. If the reaction between PFB and PSSH proceeded throughout the entire film, then the induced feature at 1.15 eV would be several times stronger in the cast-film case, just as the band-edge absorption is several times greater. However this is not observed experimentally and therefore the induced state does not progress into the bulk. Taken in conjunction with the annealing experiment in the previous section, this implies that the affected region of the polymer is strongly confined, probably to the interfacial layer only.

Interestingly, the measured signal in the thick film is actually smaller than that in the thin film. This cannot be due to attenuation of the thermal signal as it passes out through a greater depth of PFB, since the underlying PSSH signal is not seen to be attenuated in such a way. This implies that the absolute number of states is actually larger in the thin film case. Two possible explanations are suggested: The reaction may be mediated by the presence of oxygen, or alternatively may be triggered by the presence of excited states (which in this non-device context must be photogenerated, but in a device might be formed electrically).

In the case of oxygen diffusion, the PFB layer can be considered as a barrier between the interface region and the external environment. However oxygen content equilibration in conjugated polymer thin films is known to be extremely fast\(^8,9\), and the reaction products observed in this experiment are known to occur intrinsically in sealed devices, where oxygen ingress is not a consideration\(^5\).

More plausible is the influence of photogenerated states. Referring to Figure 4.2, the optical density of the thin PFB film at 3.0 eV is 1.0 (giving an absorption coefficient of 0.029 nm\(^{-1}\)). Therefore 10% of all
incident light reaches the PFB/PSSH interface. The cast film, however, is approximately 6 times thicker, producing an optical density around 6.0, and a transmittance of just one part in a million. Thus, as the PDS experiment proceeds in the usual way from blue towards red excitation, the interface in the thin-film case is exposed to significant levels of above-band-gap light, whilst in the thick case there is approximately $10^5$ times less exposure. The spectrum of the thick film most closely resembles that of a pure PFB film overlaid with the absorption of PSSH, without chemical interaction. The thin film shows strong evidence for an interaction, by the enhancement of the 1.15 eV peak, which under this hypothesis is photoinduced.

Comparison of the thick and thin films is thus highly instructive, revealing that the interaction is strongly confined to the interface, and suggesting that it can be induced by photogenerated excited states.

### 4.4.7 Photoactivation

In order to test this photoactivation hypothesis, a fresh sample, identical to 4G (spun PFB on spun PSSH), was produced and protected from light exposure. The PDS signal from this sample was measured at 1.15 eV, with intervening periods of exposure at 3.2 eV, to determine whether the high-energy illumination induced any change in the sub-gap absorption.

The sample was placed in the PDS Rig and aligned as usual by using blue illumination in the high-absorption region of the polymer. This affected a small area of the sample only. The blue illumination was discontinued, and the monochromator, filters and grating adjusted to provide maximum throughput at 1.15 eV, being the peak of the sub-gap feature of interest. The sample stage was then shifted in the $\gamma$-direction, preserving the favourable rig-alignment but exposing a fresh area of polymer to the illumination beam. The lock-in sensitivity and time-constant were now increased, and a final adjustment made to the sample alignment. After the lock-in had settled, a reading was taken of the PDS signal. The illumination beam was then blocked, adjusted to provide 3.2 eV (approximately the peak on the PDS spectrum) with maximum throughput, and then unblocked for 10 s. Returning to 1.15 eV, the sample absorption was re-measured, and this cycle was repeated with lengthening exposure times until a series of data points were accumulated, showing the absorption at 1.15 eV as a function of exposure time at 3.2 eV.

Figure 4.12 shows the data, indicating a clear increase in absorption caused by exposure to light above the band-gap. Fitting the data to a constant minus exponential curve gives a reasonable fit (better at long times) with a lifetime of about 40 minutes. The power throughput of the Rig has previously been measured as approximately 0.2 mW at 1.95 eV. Response curves from any standard PDS measurement (e.g. blue curve in Figure 6.42) show that the power at 3.2 eV is approximately 8.5 % of this value, or 0.017 mW. The illumination spot diameter is approximately 2 mm, leading to a flux of approximately 0.14 mW/cm$^2$, or
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$3 \times 10^{14}$ photons/cm$^2$s. It has already been demonstrated that only 10% of these photons reach the interface. Using the same absorption coefficient, and assuming that any absorption within 10 nm of the interface (approximately an exciton diffusion length) can be taken into consideration, about 25% of the arriving photons produce photogenerated excitons within a diffusion length of the interface.

![Figure 4.12: Absorption of spun PFB on spun PSSH at 1.15 eV as a function of time exposed at 3.2 eV. Blue curve is a best fit for exponential approach to a final value (A-exp form)](image.png)

This provides approximately $7 \times 10^{12}$ events/cm$^2$s. The density of triarylamine sites at the interface is on the order of $10^{13}$/cm$^2$. The time-to-reaction of these sites was calculated from the fit as 2400 s, producing a quantum yield from excitons of close to $5 \times 10^4$. This number is many orders of magnitude higher than the $10^{-10}$ cited for the quantum yield from holes, although the mechanisms are clearly different and the figures not mutually exclusive. These measurements suggest that for every 2000 excitons photogenerated within a diffusion length of the interface, one of the triarylamine sites undergoes a change. Considering the first ten seconds of illumination alone, the effect is even stronger, since the rate of change at early times is very much faster than the exponential fit. During that period, the reaction proceeds approximately 9% towards completion. This implies an extremely high quantum yield of one part in 70.

The reaction between the two polymers is thus significantly activated by the absorption of light in the vicinity of the interface.

### 4.4.8 Intimate mixing of PFB and PSSH

Samples 4J, 4K and 4L were produced to examine the intimate mixing of PFB and PSSH. The structures studied thus far contain a bi-layer with a well-defined interface, providing only a very limited surface area for interaction between the two materials. THF is a solvent in which PSSH can form a stable suspension and
PFB is readily soluble. The large surface area of the PSSH particles should cause a significant enhancement in the extent of reaction. To ensure that the THF itself does not adversely affect the two components, each is first tested separately in a sample produced from THF.

The PSSH sample cast from THF, shown in Figure 4.13, yields a much greater PDS signal than the film spun from water. This is due to the relative thickness of the two samples, since the cast film was approximately 100 µm thick. The curvature of the absorption signal is likely due to saturation of the PDS signal by the thick sample. The characteristic water absorption is seen again at low energies. There is no evidence for any absorption feature created by interaction with THF.

It is even more important to compare PFB cast from THF with a standard film spun from toluene.
The resulting cast film is highly scattering and poorly adherent to the Spectrosil substrate. However unlike UV-Visible, PDS is not compromised by scattering, so a faithful spectrum, seen in Figure 4.14, can be recorded. Although the two spectra are different, most likely as a result of interchain aggregation\(^\text{10-13}\) during the slow evaporation of THF, there is no evidence for enhancement of either the 1.15 or 2.35 eV peaks due to the presence of THF.

Having characterised PSSH and PFB alone, the mixed film can be examined to highlight any changes which cannot be accounted for by linear combination of the two constituents. Again, the film is highly scattering, making UV-Vis measurements virtually impossible. However the PDS signal, shown in Figure 4.15, provides a faithful representation of the absorption. To the naked eye, the film appears reddish-brown, unlike PSSH alone (amber) and PFB (pale yellow). It is thus instantly apparent that a chemical change has occurred.

The discontinuity at 3.1 eV is an artefact due to the auto-ranging of the experiment and the signal should in fact be continuous. Above about 2.6 eV the band-edge of the polymer is seen. As a result of the film thickness and the strong sub-gap features, it does not display the usual orders-of-magnitude rise above the sub-gap region. Peaking around about 2.35 eV a strong sub-gap absorption can be clearly seen. This appears to be the same absorption as revealed previously in native PFB, and which may have been partially visible in the PFB-PSSH bi-layers with un-baked PSSH. At 1.15 eV the other sub-gap feature previously seen is again visible.

Figure 4.16 shows the relative change on adding PSSH to PFB, by dividing the “mixture” spectrum by the PFB-only spectrum. The low-end peak, previously assigned at 1.15 eV can now be more clearly distinguished, and appears to lie rather higher in energy, towards 1.4 eV. This may indicate two separate
Interactions between PSSH and PFB absorptions, with the 1.15 eV peak predominating in the weakly doped regime and the 1.4 eV peak at higher levels. Nevertheless, the intimate mixing sample confirms at least the 2.35 eV absorption detected at low levels by PDS measurements on bi-layers.

![Graph showing relative change in absorption from PFB-only (4K) to PFB-PSSH mixture (4L).](image)

Figure 4.16: Relative change in absorption from PFB-only (4K) to PFB-PSSH mixture (4L).

### 4.5 Correlation with electrical degradation products

Having established that certain characteristic absorptions are induced by the interaction between PFB and PSSH, it can be shown that the same underlying changes take place during the electrical degradation of PFB-based LEDs. Raman spectroscopy allows deductions to be made about the nature of the reacted states in the polymer. The work in this section was performed by Dr J.S. Kim of the Cavendish Laboratory⁵, and is briefly described here for completeness.

#### 4.5.1 Raman spectroscopy and electrochemical oxidation

Micro-Raman spectroscopy is a non-destructive technique which allows chemical and structural data to be collected from surface layers and even buried films. The optical probe used for micro-Raman work is relatively undiminished by the ITO/glass substrate (unlike infrared measurements) and can be selected to excite chosen structural units in a multi-component system.

The key finding of the micro-Raman work is in the subtle change in relative height of the Raman peaks at 1180 and 1164 cm⁻¹ as the device is electrically degraded. The 1180/1164 ratio begins around 0.8 in the undriven hole-only PFB device, and increases to around 1.0 as the device conductivity starts to drop.
PFB films were also electrochemically oxidised on clean ITO, and the resulting oxidised films displayed the same rebalancing of peaks in the Raman experiment as observed for the degraded device. This showed that the evolution of the electrically driven LED can be attributed to oxidation of the PFB.

Finally, the absorption spectrum of the electrochemically oxidised sample was compared to the absorption spectrum of sample 4L (seen in Figure 4.15), in which the PFB and PSSH were intimately mixed. The oxidised sample showed sub-gap peaks at 1.45, 1.9 and 2.3 eV. The first and last of these three peaks are very clearly seen in the PFB/PSSH mixture, whilst the middle one if present is obscured by the intensity and broadness of the other two.

It therefore appears that all three samples – degraded device, electrochemically oxidised PFB and mixed PFB/PSSH – show the same underlying change, namely an oxidation of the PFB itself. This is attributed, at least in the device/LED case, to an irreversible hole doping of the PFB. This is supported by the observation that the singly-charged cation of the model compound N,N,N’,N’-tetraphenyl-p-phenylenediamine shows sub-gap absorptions at 3.0 eV and 1.5 eV, and the dication at 1.9 eV, the latter two of which closely match the absorptions seen in the electrochemically oxidised film.

### 4.6 Likely mechanism for the oxidation

Acid-doping of conjugated polymers is a well-known route for the introduction of charge onto the polymer backbone\(^1,14,15\). The doping of polyaniline (PANI) is the classic example\(^16\). The emeraldine form of PANI contains equal proportions of aminic and iminic nitrogen sites. Figure 4.17 shows the process of acid doping of emeraldine to the conducting state. The protons donated by the acid attach preferentially to the iminic nitrogen sites, known as quaternisation, to produce the bipolaron form. As discussed in Section 2.2.2, bipolarons are spinless, and thus are the expected product when there is no loss or gain of electrons (oxidation or reduction) at the host molecule. The bipolaron can subsequently dissociate into a pair of polarons by conversion of the intermediate quinoid ring to the benzoid form, and these can delocalise along the chain.

PFB also contains nitrogen sites (see Figure 2.18), and although these are all aminic rather than iminic, they too can be quaternised under appropriate conditions, in which case a positively charged proton would sit on the nitrogen lone pair. Normal hole transport in triarylamines involves a transient oxidation of the nitrogen lone pair sites, followed by an immediate reduction as the hole hops to the next site. Protonation, however does not entail the loss of an electron, and therefore strictly will lead to the production of bipolarons. However, as seen in the case of PANI, a bipolaron so created can dissociate into a pair of polarons. It has
been noted\textsuperscript{5} that the strong intrachain and interchain coupling means that the polaron and bipolaron states of PFB may not be readily distinguished. Doping of PPV by FeCl\textsubscript{3} has similarly been shown to produce absorptions which cannot exclusively be assigned to either polarons or bipolarons\textsuperscript{17}. Polaronic absorption features have been addressed by calculation\textsuperscript{15} and direct measurement\textsuperscript{18-23} on several occasions, and sub-gap features seen in the PFB/PSSH experiments presented are consistent with polaron-like absorptions.

The comparison with electrochemically oxidised PFB described in Section 4.5.2 showed that the reaction between PFB and PSSH likely produces a mixture of radical cationic PFB\textsuperscript{+•} and dicationic PFB\textsuperscript{2+} states. With the supporting evidence from the model compound described in Section 4.5, we can be confident that acid doping of the PFB by PSSH produces the same states, which have been observed in PDS.

\section*{4.7 Discussion and Conclusions}

Comparison of pairs of samples has revealed the behaviour of the PFB-PSSH interaction as various parameters are altered.
4.6.1 Findings

As-spun PFB shows two very weak absorptions, approximately 2000 times weaker than the main $\pi-\pi^*$ absorption. Such features can usually be attributed to low level doping of the polymer. The features appear at 1.15 and 2.35 eV and are rather broad, displaying a FWHM of a few hundreds of meV. A different batch does not show the 2.35 eV feature at all.

Baking of PSSH results in a dramatic increase in absorption, by a factor of approximately 6 in the visible region. The absorption in the visible region increases approximately exponentially with the excitation energy. This yields a characteristic diagonal “cut-off” below which any other features in a bi-layer sample are usually obscured. Characteristic water absorptions are seen in both baked and unbaked PSSH, and this is attributed in part to the hygroscopic nature of sulphonic acids in general.

Regardless of whether the PSSH is baked or not, the weak absorption seen at 1.15 eV in native PFB is strongly enhanced by spinning on top of PSSH. The other absorption at 2.35 eV in native PFB may also be enhanced, but it is mostly obscured by the absorption of unbaked PSSH and completely obscured by baked PSSH. The PSSH can even be baked in situ, after spinning of PFB, and the same behaviour is observed. This baking process does not cause the reaction zone to extend any deeper into the polymer, suggesting that there is no ongoing diffusion-limited reaction process.

Studying a thick cast film in comparison with a thin spun film in the bi-layer structure reveals that the PFB and PSSH only interact in a confined region of the polymer. Furthermore the observation that the thinner film shows a greater induced absorption leads to the finding that the reaction is photoactivated, and that the thick film acts as an optical filter reducing the penetration of light to the reaction interface. This provides a direct link with the degradation processes observed in LED structures made from the same material, where the presence of electrically excited states leads to degradation.

Intimate mixing provides a very large interface area for interaction and ensures the maximum possible extent of reaction. In this case, both the 1.15 and 2.35 eV absorption features are extremely strong, and within an order of magnitude of the $\pi-\pi^*$ absorption, which must itself have been concomitantly bleached\textsuperscript{24}. The lower-energy feature appears to have either shifted to slightly higher energy or been superseded by a higher-energy peak at 1.4 eV.

Micro-Raman spectroscopy investigations have focused on the exact nature of the reacted species when PFB and PSSH interact. By comparing a device \textit{in situ} and an electrochemically oxidised sample, the reaction has been identified as an irreversible oxidation of the PFB. The observed absorption features in the
PDS experiments are consistent with the proton-doping of the polymer, ultimately forming positive polarons and bipolarons on the chain.

4.6.2 Context and implications

PSSH is in direct contact with the electroluminescent polymer in a device structure, and it has been shown that injected holes at this interface mediate the irreversible oxidation of the PFB, with the PSS\(^{-}\) required to play the part of counter-ion. The p-doping of the surface, in conjunction with the counterions in the PSS, set up an electric field which opposes the injection field. Thus the performance of an LED built with this structure is gradually degraded as electrical driving proceeds.

4.6.3 Conclusions

This Chapter has shown that, regardless of processing conditions, PSSH can react locally with the PFB layer in the presence of excited states. The result is a proton-doped polymer chain which displays polaronic absorption features. This is an important consideration for the study and modelling of devices containing triarylamine-based polymers such as PFB, and should be taken into consideration when considering other electroluminescent polymers which are used in direct contact with PSSH. The intimate mixing technique described provides an easy route for initial assessment of such a system. Any absorption feature not expected from a linear combination of PSSH and conjugated polymer absorption spectra indicates the presence of a new species, and a possible detrimental effect on the polymer performance.
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5. Pulsed-Mode Measurements of Turn-on Transient Characteristics

In this Chapter, the turn-on characteristics of homopolymeric, copolymeric, blended, and bi-layer LEDs are studied. Large electroluminescence spikes at turn-on have been previously reported in polymer LEDs\textsuperscript{1,2}, for which a selection of possible explanations have been conjectured but not convincingly confirmed. Devices with a range of morphologies are here examined, and compared to numerical models. The presence of an electroluminescence turn-on spike is shown to be a straightforward consequence of both the initial injection and subsequent transport properties, and thus to have a significant dependence on the device morphology.

5.1 Background

Pulsed-mode electrical excitation has been successfully employed as a characterisation tool to examine polymer LEDs in situ\textsuperscript{2-13}. The ability to gather transient voltage, current and luminance data allows inferences to be made regarding the injection properties, charge transport, and recombination inside a working device. Previous work has explained the delay time to onset of electroluminescence\textsuperscript{12}, and provided insights into the causes of the subsequent fast and slow rises in the electroluminescence intensity\textsuperscript{13}. However, unexplained spikes in the electroluminescence at turn-on have been observed in certain polymer LEDs under certain conditions, and the explanations for these have to date been based on educated speculation, without a consistent theory.

Besides single-polymer devices, bi-layer\textsuperscript{14-18} and blend\textsuperscript{19,20} devices have been the subject of great interest in polymer LED research, on account of the property mismatches at internal interfaces which lead to localisation of recombination, and the ability to match each electrode with a suitable polymer for favourable charge injection conditions. The two polymers studied here, in various combinations are F8BT and TFB, which can each be used to produce high performance LEDs\textsuperscript{21}. In this Chapter, bi-layer LEDs are studied first, on account of their strong tendency to show turn-on spikes. The device morphology is then varied by moving to blended, block co-polymer and random co-polymer configurations, in order to observe the
changes in the turn-on spike. Finally, a numerical model is used to simulate the processes inside the LEDs and understand why the turn-on spike occurs.

### 5.2 Devices for study

6 structures were used in the main section of this work. The devices, listed in Table 5.1, were prepared by Mr L.P.H. Lu of the Cavendish Laboratory, on small pulse substrates according to the procedures described in Section 3.1.1. PEDOT:PSS was spun to 65 nm. Device 5A contained 90 nm of F8BT. Device 5B contained 70 nm of TFB. Device 5C contained 50 nm of F8BT laminated on top of 50 nm of TFB, following the procedure in Section 3.1.2. Devices 5D to 5F were all spun to 80 nm. The solvent in all cases was toluene. Calcium and aluminium cathodes were evaporated to thicknesses of 200 nm each. Finally legs were applied and the devices encapsulated by the epoxy sandwich, as described in Section 3.1.3.

<table>
<thead>
<tr>
<th>Device</th>
<th>Structure</th>
</tr>
</thead>
<tbody>
<tr>
<td>5A</td>
<td>F8BT only</td>
</tr>
<tr>
<td>5B</td>
<td>TFB only</td>
</tr>
<tr>
<td>5C</td>
<td>Bi-layer</td>
</tr>
<tr>
<td>5D</td>
<td>Blend</td>
</tr>
<tr>
<td>5E</td>
<td>Block co-polymer</td>
</tr>
<tr>
<td>5F</td>
<td>Random co-polymer</td>
</tr>
</tbody>
</table>

**Table 5.1: Devices for study.**

Four unipolar devices were produced for the determination of electron and hole mobilities in F8BT and TFB, as listed in Table 5.2. Electron-only devices were fabricated with calcium cathodes and aluminium anodes. Hole-only devices were fabricated with Nichrome cathodes and PEDOT:PSS anodes.

<table>
<thead>
<tr>
<th>Device</th>
<th>Polymer</th>
<th>Purpose</th>
</tr>
</thead>
<tbody>
<tr>
<td>5A⁺</td>
<td>F8BT (82 nm)</td>
<td>Hole-only</td>
</tr>
<tr>
<td>5A⁻</td>
<td>F8BT (90 nm)</td>
<td>Electron-only</td>
</tr>
<tr>
<td>5B⁺</td>
<td>TFB (70 nm)</td>
<td>Hole-only</td>
</tr>
<tr>
<td>5B⁻</td>
<td>TFB (70 nm)</td>
<td>Electron-only</td>
</tr>
</tbody>
</table>

**Table 5.2: Devices for mobility determination**
5.3 Pulsed measurements

The six LEDs were studied under pulsed electroluminescence on the Pulse Rig as described in Section 3.4.4, with particular attention to the luminescence transients produced at turn-on.

5.3.1 F8BT only

Measurements were made on the Pulse Rig using 4 $\mu$s pulses at closely-spaced voltages ranging from 3.5 V up to 20 V. The pulse repeat rate was 30 Hz. Device 5A produced results typical for transient electroluminescence from F8BT devices. Figure 5.1 shows a representative selection of the drive voltages accessed, and displays a number of features typical of transient electroluminescence measurements.

![Figure 5.1: Normalised transient electroluminescence from Device 5A (F8BT only), at 30 Hz. Inset: Enlarged view of turn-on delay.](image)

At the earliest times, near 0.2 $\mu$s (enlarged in the inset), a voltage-dependent delay to turn-on can be seen, spanning a range of approximately 70 ns. This delay is caused by the time taken for the fast carrier (electrons in F8BT) to transit the polymer layer, which is shorter under the accelerated drift caused by higher applied fields. In the limit of high voltages, the delay does not fall to zero, due to a constant zero-offset on the Rig of about 180 ns. The subsequent electroluminescence begins with a fast rise which is steeper at higher voltages and followed by a very much slower secondary rise. This secondary rise is too slow to see below 5 V on the timescale chosen, whilst it is complete within the first 2 $\mu$s at 15 V.

The spike at the end of the pulse, seen at 4 $\mu$s in Figure 5.1, is an artefact of the Pulse Rig, which causes a small overvoltage just before turn-off. It is unrelated to the turn-off spikes which have been reported just
after the end of the pulse$^{1,2,22}$. It has no physical importance in this study. Finally, after the end of the pulse, a fast modulation followed by a slow decay in the electroluminescence is seen. This slow decay has been shown to be exponential and caused by the recombination of the existing population of electrons and holes in the much-reduced field experienced after the external voltage is removed$^{13}$.

These features are all characteristic of a general polymer LED. With sufficiently good data, the electron transit time could be used to extract a value for the electron mobility, but there is no universally agreed opinion in the literature as to any other parameters which can be reliably extracted.

### 5.3.2 TFB only

The device containing TFB only was measured in the same way, and the results shown in Figure 5.2. Many of the same features are seen to be present as in Device 5A, but each one is emphasised to a different extent.

![Figure 5.2: Normalised transient electroluminescence from Device 5B (TFB only), pulsed at 30 Hz.](image)

The voltage range examined begins at a higher initial level, since detectable levels of light are only achieved above 8 V. The delay time, however, does not show any voltage dependence, even when analysed in high magnification. This may mean that at 8 V, the drift velocity of the fast carriers (holes in this case) is already too fast for adequate resolution by the Pulse Rig. Alternatively it may indicate that even the 30 Hz repeat rate used for measurement is too fast for effective carrier extraction between pulses, and that the recorded delay time does not reflect the transit of holes across the film thickness. The spike-artefact at turn-off, and the slow exponential tail are both visible once again.
In the case of TFB, then, no quantitative data can be reliably gathered from the pulsed measurements, since the fast-carrier mobility is not straightforwardly accessible. The trends in the device behaviour as a function of voltage can however be seen.

### 5.3.3 Bi-layer device

Device 5C contained a bi-layer structure, with TFB adjacent to the anode, and F8BT adjacent to the cathode. The bi-layer provides total separation of the two polymers in the LED structure, with the hole-transporting and electron transporting layer each in contact with its preferred electrode. The mobility mismatches for both carriers at the abrupt internal interface ensure that recombination is localised in this region of the device, and therefore occupies a very well-defined position inside the device structure\textsuperscript{15,16,23}. Pulsed measurements of this structure produced a radically different result to either of the homopolymer devices seen above.

![Figure 5.3: Normalised transient electroluminescence from bi-layer LED, pulsed at 30 Hz. Three characteristic regions of behaviour are shown.](image)

The response of the bi-layer LED, shown in Figure 5.3, is marked by the presence of a turn-on spike, which develops at drive voltages above about 8 V (Figure 5.3a), and becomes less significant compared to the long-term EL from about 18 V (Figure 5.3c). It is, however, still present right up to 30 V. The spike is
largest, relative to the long-term EL, at about 15 V (Figure 5.3b), where it is approximately two-thirds greater than the steady-state EL. Such turn-on spikes have been described previously\textsuperscript{3}, and it has been shown that for high repetition rates (>>1 kHz) the spike magnitude begins to diminish as residual charge carriers cause inter-pulse interference\textsuperscript{24,25}. 30 Hz was selected for this series of experiments to be a sufficiently slow pulse rate to minimise such effects without introducing oscilloscope triggering errors which occur at very low frequencies.

The delay to turn-on is not clearly visible on the time-scale shown in Figure 5.3, but magnification reveals that there is a voltage-dependent delay of up to 40 ns at the lowest voltages. This is consistent with the earlier observations that although TFB shows no delay time, F8BT shows a voltage-dependent delay. Due to the recombination zone confinement at the interface, the rate-limiting step is therefore expected to be transport through the F8BT.

5.3.4 Blend structure

The polymer blend structure provides a more complex heterostructure with F8BT-rich and PFB-rich phases. Previous work has shown that polyfluorene blends from high boiling point solvents such as isodurene show large scale phase separation\textsuperscript{26} whilst low boiling point solvents such as chloroform show very fine scale features\textsuperscript{27,28}. The selection of toluene, an intermediate solvent produces mid-scale separation, similar to that seen in the related photovoltaic blend of F8BT and PFB\textsuperscript{29}. The data shown in Figure 5.4 show the turn-on spike once again, which is much less significant than in the bi-layer case. It is first seen at around 4 V, but by 10 V it is dominated by the main electroluminescence. The greatest excess over the long-term EL, seen around 6 V, is approximately 20 %, compared to nearly 70 % in the bi-layer case.

![Figure 5.4: Transient electroluminescent response from blend device, pulsed at 30 Hz.](image)
5.3.5 Block copolymer

The block copolymer is expected to provide a much finer scale of phase separation, with like sections of the polymer chain tending to form localised separations, but severely limited by the available block lengths. It must be noted that there is no data on the block length in this particular polymer. However, it is certain to be significantly shorter than the phase separation seen in the blend device. Figure 5.5 shows a barely discernible turn-on spike, identifiable as only a kink in the transient response except at the lowest voltages. A trend towards reducing spike significance with decreasing phase separation is now apparent.

![Figure 5.5: Normalised transient electroluminescence from block copolymer device, at 30 Hz.](image)

5.3.6 Random copolymer

The final device in the series contains a random copolymer, which is expected to give the minimum degree of phase separation. There is very little freedom for the chains to form even small regions rich in either polymer. The turn-on transients are presented in Figure 5.6. The lowest voltage measurements (at 3 and 3.5 V) were measured with longer pulses to ensure that no slow-developing features were being missed. The lengthened pulses do not affect the turn on behaviour observed at early times. Similarly, at high voltage the oscilloscope resolution was increased, discarding the featureless behaviour beyond 2 µs.

Following the trend as the morphology becomes finer, there is virtually no spike at all in this device. The slight evidence of a bump in the first microsecond, above about 14 V, does not prove to develop any further at higher voltage. Instead, by comparison with the block copolymer in Figure 5.5, the most likely remnant of the spike is visible only in the 3.5 V trace, where the main rise in EL appears to be preceded by an early
onset of luminescence. A significant delay time is expected at such low voltages, but tracing the main electroluminescence rise back to the x-axis, a small amount of pre-emission is observed.

![Graph](image)

**Figure 5.6: Normalised transient electroluminescence from the random copolymer, at 30 Hz.**

### 5.3.7 Summary

The two homopolymer devices produce variations on the classic transient behaviour for a polymer LED. The combination devices produce a new feature – an initial spike in electroluminescence – which appears to be directly linked to the device morphology. The device with the most abrupt heterostructure shows the strongest spike, whilst the most homogeneous device shows almost no evidence for it at all.

### 5.4 Estimation of mobility

In order to compare the experimental findings with a numerical model of the devices under test, it is necessary to know the two charge carrier mobilities in each of the two base polymers. Since these values vary over a range of many orders of magnitude, an approximate determination of their values is likely to produce a realistic simulation.

For this reason, the four unipolar devices described in Section 5.2 were used to estimate the four mobilities required to model the simple devices. In this basic treatment, the field-dependence of mobility is not taken into consideration. Although this is a significant approximation, it is justifiable in the limited range of applied fields encountered in this work (see Section 2.4.4.1).
5.4.1 F8BT mobilities from unipolar devices

According to the Mott-Gurney Law, the current density in the trap-free unipolar space-charge limit is proportional to the square of the applied voltage:\(^{10}\)

\[
J_{SCLC} = \frac{9}{8} \varepsilon_0 \varepsilon_r \mu \frac{V^2}{L}
\]  

(5.1)

where \(J_{SCLC}\) is the space-charge limited current density, \(\varepsilon_0\) and \(\varepsilon_r\) the permittivity of free space and the relative permittivity of the polymer, \(\mu\) the charge-carrier mobility, \(V\) the applied bias minus the built-in voltage and \(L\) the thickness of the polymer layer. Thus, if the relative permittivity and device thickness are known, an estimate of the mobility can be gained from the current-voltage characteristics of a unipolar space-charge limited device. The relative permittivity of F8BT has been previously measured by impedance spectroscopy to be 3.3 ± 0.1.\(^{31}\)

The hole-only (A\(^+\)) and electron-only (A\(^-\)) F8BT devices were measured in the IVL rig as described in Section 3.4.1. The current density–voltage responses were fitted to the positive side of a quadratic function, allowing free parameters for the built-in voltage and a constant of proportionality, as required by Equation 5.1. The results are shown in Figure 5.7. It has been previously demonstrated that the trap-free unipolar space-charge limited regime does not apply at the lowest applied biases\(^1\), and thus the curves show good fits to the \(V^2\) functional form only at higher voltages. The assumption of field-independence is justified in this region by the quality of the fits.

![Figure 5.7: j-V curves and quadratic fits for hole-only and electron-only F8BT devices.](image)

It should be noted that whilst the free-fitted value of the built-in voltage in the electron-only device is in excellent agreement with the 1.4 V predicted by the work-function difference of calcium and aluminium (see Section 2.5.1), the fit for the hole-only case is very different from the 0.1 V expected from the Nichrome and PEDOT:PSS work functions. This may be in part due to the known poor transport properties of holes in F8BT\(^{32}\) leading to a reduction of the injection bias by trapped charge inside the polymer. Table 5.1 summarises the devices and the constant-of-proportionality fit parameters obtained.
By application of the Mott-Gurney Law, taking the fit parameters in Table 5.1 as equal to \( \frac{9}{\varepsilon_0 \varepsilon_r \mu} \), two mobility values for F8BT are extracted:

\[
\mu_h(\text{F8BT}) = 1.2 \times 10^{-8} \text{ cm}^2/\text{V}s \\
\mu_e(\text{F8BT}) = 4.9 \times 10^{-5} \text{ cm}^2/\text{V}s
\]

These values, though only estimates and ignoring any field-dependent behaviour, can now be used as input parameters in the numerical model. The electron mobility value is in good agreement with a rigorous analysis\(^{33}\), further justifying the validity of this simple method.

### 5.4.2 TFB mobilities from unipolar devices

The same methodology is applied to the two unipolar TFB devices, to extract the charge carrier mobilities. Figure 5.8 shows the current density–voltage behaviour for the two devices. The fits shown are rather poor, particularly for the electron-only device. However it should be possible to extract at least order-of-magnitude estimates for the mobilities. The extracted fit parameters are presented in Table 5.2.

<table>
<thead>
<tr>
<th>Device</th>
<th>( x ) (nm)</th>
<th>( k ) (mA/cm(^2)V(^2))</th>
</tr>
</thead>
<tbody>
<tr>
<td>A(^+)</td>
<td>82</td>
<td>0.0072</td>
</tr>
<tr>
<td>A(^-)</td>
<td>90</td>
<td>22.4</td>
</tr>
</tbody>
</table>

**Table 5.1: Fit parameters, \( k \), for the two unipolar F8BT devices measured in Figure 5.7.**

<table>
<thead>
<tr>
<th>Device</th>
<th>( x ) (nm)</th>
<th>( k ) (mA/cm(^2)V(^2))</th>
</tr>
</thead>
<tbody>
<tr>
<td>B(^+)</td>
<td>70</td>
<td>1.95</td>
</tr>
<tr>
<td>B(^-)</td>
<td>70</td>
<td>0.063</td>
</tr>
</tbody>
</table>

**Table 5.2: Fit parameter, \( k \), for the two unipolar TFB devices measured in Figure 5.8**
In the absence of a measured value for the relative permittivity of TFB, the value for F8BT is used as a best estimate. Application of the Mott-Gurney Law again, with the values in Table 5.2, yields the mobilities.

\[
\mu_h(TFB) = 2.0 \times 10^{-6} \text{ cm}^2/\text{Vs} \\
\mu_e(TFB) = 6.5 \times 10^{-8} \text{ cm}^2/\text{Vs}
\]

Energy levels indicate that for electrons in TFB and holes in F8BT, injection is unlikely to be ohmic. These values are therefore used simply as rough estimates.

### 5.5 Modelling

Numerical simulations were performed on the three well-defined bipolar LED configurations, namely F8BT-only, TFB-only and the bi-layer, to ascertain whether the presence of a turn-on spike is a direct consequence of known physics in the bi-layer structure. The numerical model employed is described in Section 3.5.

#### 5.5.1 F8BT only

The F8BT-only device was modelled first. The mobilities calculated in the Section 5.4.1 were used, along with a relative permittivity of 3.3. As previously discussed, the mobility was approximated to be field-independent. Electron injection was taken to be ohmic, and hole injection subject to a barrier of 0.8 eV, due to the difference between the PEDOT work function and the F8BT HOMO level. Electron extraction at the anode was taken to be unhindered, although there is strong experimental evidence for a barrier to electron extraction at the PEDOT anode\(^{34}\). Altering this condition produced results which conformed less well to experiment. The simulation was run using a 100 nm notional device thickness, for a duration of 5 \(\mu\text{s}\), at a selection of applied voltages. A typical result is seen in Figure 5.9, which was calculated at 15 V, and is plotted with the corresponding experimental trace taken from Figure 5.1.

The correspondence between model and experiment is not perfect. The experiment shows an arbitrary delay due to the constant zero-error of the experiment. The model shows a small “hump” in the electroluminescence output around 0.2 \(\mu\text{s}\), the analogue of which may be faintly discernible at about 0.4 \(\mu\text{s}\) in the experimental trace, which would coincide after subtraction of the zero-offset. A similar feature is also seen in the 5 V trace in Figure 5.1. Alternatively it may be that dispersive electron transport\(^{32}\) in the real device leads to smoothing of such delicate features. However, the overall result is a qualitative match, particularly on the overall timescale of the electroluminescence development.
Figure 5.9: Numerical model and experimental data for an F8BT-only device driven at 15 V

Figure 5.10 shows two lower-voltage simulations. No value of applied voltage in the model can be found to force the “hump” to become more significant, although the simulation always shows it to be more pronounced than experiment. Neither can it be made to produce a full-blown front-spike, which concurs with the experimental findings. Analysis of the bi-layer device (below) will show more about this feature.

Figure 5.10: Simulated transient EL in F8BT-only LED at 4 V and 10 V

5.5.2 TFB only

The TFB-only device was now simulated in the same manner. The parameters chosen included the two mobility values calculated in Section 5.4.2, a relative permittivity of 3.3, a 70 nm device thickness, and a 0.6 eV offset for electron injection at the cathode. The barrier for hole injection is just 0.23 eV, so this was represented as either a 0.23 eV step, or as an ohmic contact, with very similar results. The second model,
used in the results presented here, follows the assertion that such a contact can be taken as ohmic at room temperature\textsuperscript{35}. Figure 5.11 shows that the simulated results are significantly inconsistent with experiment. The simulated traces have been normalised to their steady state values by separately running the simulation to the point of equilibrium. The most obvious difference is in the delay time. The model predicts values from 1 $\mu$s to more than 2 $\mu$s, whilst experiment shows no discernible delay whatsoever. The simulation also shows a very large “hump” reminiscent of that predicted in the F8BT model, which is not observed in experiment. Thus in this example, the model is not a good representation of the experimental observations.

![Figure 5.11: Experiment and simulation of TFB-only LEDs. The modelled traces do not stabilise within 5 $\mu$s.](image)

The determining factors for delay time are the hole mobility, the device thickness, and the applied field. The latter two are specified in the model precisely as in the experiment. The hole mobility, however, presents a serious problem. Redecker \textit{et al}\textsuperscript{21} describe time-of-flight (TOF) measurements on TFB revealing a hole mobility three orders of magnitude higher – around $10^{-3}$ cm$^2$/Vs – than the one used here, obtained from space-charge limited conduction. Time-of-flight measurements are contentious as indicators of real device behaviour due among other things to the large layer thickness usually required for good measurements, which can result in very different film morphology\textsuperscript{36}, as discussed in Section 2.4.4.1.

Modelling with these higher TOF mobility values does not improve the fidelity of the simulation, yielding results at the opposite extreme: the light emission stabilises at the DC value in less than 250 ns, even at just 8 V applied bias. This is more than an order of magnitude faster than is experimentally observed, and cannot be compensated by varying the simulated electron injection properties.

Crude manipulation of the hole mobility in the model produces the simulation shown in Figure 5.12. These optimum results are yielded with a mobility much nearer to the SCLC value than the TOF value, being five times greater than the former and two orders of magnitude smaller than the latter.
Both the rise-rate for electroluminescence, and the delay time before turn-on are better represented here. However whilst guesswork may produce a reasonable fit to experiment, without understanding the reasons for the discrepancy such a mobility value is difficult to adopt.

Given the choice between SCLC and TOF mobilities, we choose to use the former (lower) value from here onwards. The higher value cannot be reconciled with the observed experimental behaviour, due to the unrealistically fast turn-on transient. However, the lower mobility can be accommodated in a physically realistic picture of the device behaviour. The model considers a single independent pulse, whilst pulses are delivered sequentially at a rate of 30 Hz in experiment. Poor charge extraction between pulses could cause “instantaneous” arrival of some holes at the cathode during the subsequent pulse, while the time taken to reach steady state operation is still dependent on the arrival of holes from the anode. It has previously been shown' that pulse repetition rates as low as 0.01 Hz can leave residual charge inside certain LEDs. However 30 Hz was chosen for this experiment as the slowest rate at which data could reasonably be acquired without introducing the oscilloscope triggering problems which occur at very low repeat rates.

We must therefore concede that the model does not produce a good representation of the experimentally measured turn-on transients, but that nevertheless the SCLC mobility values employed, if a little low, are more compatible with experiment than the very much higher values implied by TOF. The absence of a turn-on delay is attributed to the poor extraction of charge between pulses. The lack of the predicted “hump” can be attributed to the same cause, since the initial state of the real device is not free from injected charge.

Nevertheless the strong presence of this modelled feature hints at the origin of the full-blown turn-on spike seen in the bi-layer, and suggests that it may be explained without the introduction of any new physics.
5.5.3 Bi-layer structure

The bi-layer structure is now simulated with the numerical model. The same cathode-side parameters were used as in the F8BT-only model, and the same anode-side parameters as in the TFB-only model. Two polymer layers were specified, each 50 nm thick, with barriers of 1.23 eV and 0.56 eV for the transit of electrons and holes respectively across the heterojunction. The results of modelling at a range of applied biases are presented in Figure 5.13. The model shows a resemblance to the experimental measurements seen in Figure 5.3, with a full-blown transient front-spike which exceeds the steady-state EL by up to 60% just as in experiment. This contrasts with the single-polymer simulations, neither of which showed spikes exceeding the DC luminescence. The highest (relative) spikes are seen in the model around 16 V, which is also surprisingly close to the 15 V seen in experiment.

![Graph showing modelled EL from the simulated bi-layer device. Normalised to the steady-state EL.](image)

Figure 5.13: Modelled EL from the simulated bi-layer device. Normalised to the steady-state EL.

However, the delay time is again poorly represented. Experiments showed a voltage-dependent delay time of up to 40 ns, attributed to the transport through the F8BT, and consistent with the respective findings for F8BT and TFB single-polymer devices. The model, however, produces a very long delay attributable to the transport of holes through the TFB layer. It is intriguing that despite the poor agreement over the delay time, the turn-on spike is nevertheless well modelled in terms of voltage-dependence and amplitude. This can be further analysed by examining the time-dependent evolution of charge distributions inside the model.

5.5.4 Time-dependent evolution of the model

In order to explain the origin of the turn-on spike in the model, the charge density distributions are now examined as a function of time. The same bi-layer model as previously described was re-run a number of
times at 6 V applied bias, with the end-time of the simulation varied from 5 µs down to 25 ns, to yield a series of time-varying data sets describing the state of the device. After each full run, the model records the final electron density, hole density and exciton generation rate as a function of position inside the device, and these can be collated to produce a time- and position-dependent data set. Figure 5.14 shows the exciton generation rate as a function of both time and position inside the modelled device, at 6 V, collected by extracting the exciton generation rate (as a function of position in the device) from the repeated runs of the model to different end-times. The delay to turn-on is clearly visible, followed by the turn-on spike and the beginnings of the subsequent rise in EL. Spatially, only the central 10 nm of the device is plotted, showing that the recombination zone is strongly confined at the interface. In fact, close inspection of the data files shows that essentially all recombination occurs on the F8BT side of the interface, as shown in Figure 5.15.

Figure 5.14: Modelled spatial and temporal evolution of recombination in the bi-layer at 6 V. The same model conditions are used as in Section 5.5.3. Emission is confined to the centre of the device, with onset around 1.5 µs.

Figure 5.15: Recombination profile in the simulated bi-layer at 6 V, at selected times. Cell size 0.2 nm.
The data show that at all times the recombination is nearly 8 orders of magnitude greater on the F8BT side of the interface, although due to the limited hole mobility it also drops away very much more rapidly on that side.

These data are interesting but do not explain the origin of the turn-on spike. Much more revealing is the evolution of hole density. This is collected from the same simulations which produced Figure 5.14, taking data from only the TFB side of the device. The hole density evolution in the TFB layer is presented in Figure 5.16. The front of the hole packet can be seen arriving at the polymer heterojunction ($x = 50$ nm) after approximately 2 $\mu$s. This is the rate-determining step for light emission, since the transit of electrons through F8BT is significantly faster (see below).

![Figure 5.16: Modelled spatial and temporal evolution of hole density in the TFB layer at 6 V. The same simulations are used as in Figure 5.14, with the parameters previously described.](image)

The origin of the front-spike can be identified towards the left of the plot, resulting from an initial burst of injection into the polymer. At time zero, the electric field at the anode is due solely to the applied voltage across the parallel plate system. Holes are consequently injected into the surface layer of the polymer and begin to drift under the action of the field. This injected space-charge partially screens the anode, causing the local field and thus injection rate to drop. The initial burst of holes continues to propagate into the device, broadening by diffusion as it travels. This charge-screening explanation is seen to be self-consistent, since a minimum hole injection rate is observed precisely when the initial burst of holes reaches the interface. As this positive space-charge dissipates (by recombination at the heterojunction), the rate of injection at the anode finally rises once again.

The evolution of electron space-charge density in the F8BT layer can likewise be extracted from the same set of simulations, and presented as a function of time and position inside the F8BT layer, as seen in
Figure 5.17. A subtle feature shown in the data is the slight excess of electron density near the cathode at early times, at the “front” of the plot. This soon decreases as electron space-charge screens the bulk field.

As electrons drift (rapidly) towards the heterojunction, the applied bias across the device is dropped even more strongly across the TFB layer alone. This “ramping-up” of the injection field in the TFB results in an additional contribution of injected holes not seen in the single-layer TFB device where there is no such field-boost at early times. Likewise as holes drift (more slowly) through the TFB layer, the field in the F8BT is correspondingly increased. This produces the slow linear rise in electron density at the heterojunction, exactly mirroring the progress of the hole packet through the TFB. The fast electrons in F8BT effectively respond instantaneously to changes caused by the slow-moving holes in TFB. When the hole spike approaches the interface, a corresponding electron spike is induced by this phenomenon. Since the recombination rate is proportional to the product of electron and hole densities, as discussed in Section 2.4.5, the spike in electroluminescence is proportionally greater than the spike in either electron or hole density alone. Thus the turn-on spike is predicted by application of known device physics.

**5.5.5 Model summary**

The model has revealed in detail how physically realistic charge carrier mobilities combined with known injection and transport properties can predict a turn-on spike in the electroluminescence. The model still does not represent the time delay correctly, and it has been pointed out that this may be due to poor charge extraction from the TFB between pulses. Although this would modify the subsequent transient behaviour, it is apparently insufficient to prevent the predicted occurrence of the turn-on spike.
5.6 Discussion and conclusions

Single-layer devices do not in general show turn-on spikes, although by careful manipulation of the relative charge carrier mobilities, such features can be induced in a model environment, and are occasionally seen in certain real devices. This chapter has examined two polymers which usually show no such spike when employed in single-polymer devices, but which do show a strong spike in a bi-layer formation.

5.6.1 Summary of transient formation in bi-layer devices

Modelling has provided confirmation that the overshoot can be understood with existing device models. Charge injection into the slower-transport polymer is enhanced at early times by an increase in electric field, due to the rapid transport of charge through the adjacent (fast) polymer layer. Following this injection boost, which is caused by the interface inherent in the device geometry, the electrode becomes screened by the injected charge, and injection subsequently reduces. When the slow-carrier spike arrives at the heterojunction, the fast-reacting adjacent polymer responds with an enhanced charge density, and the recombination rate experiences a boost proportional to the product of the electron and hole density. Finally, as the excess charge dissipates (through recombination), screening of the injecting electrode reduces, and the injection rate rises again towards its steady-state value.

5.6.2 Morphology dependence of turn-on spike

The model-based explanation for the turn-on spike relies on the presence of an internal interface between two polymers, and two different characteristic timescales for the arrival of charge at this interface from the two electrodes. The model as it stands cannot be used to simulate more complex morphologies such as the blend system. Nevertheless the reasoning can be extended to explain the experimental results in these cases.

The blend device is phase segregated, leading to internal interfaces similar to that in the bi-layer, but not so well localised in terms of depth. The presence of these interfaces appears sufficient to create a turn-on spike in the blend device as seen in experiment, but to a lesser degree than in the bi-layer case. There is no direct experimental evidence for phase segregation in the block copolymer device. Nevertheless, the pulse transients show evidence for a turn-on spike of limited size, and in a small voltage range. Following the reasoning of internal interfaces, this is consistent with phase separation on a small scale inside the polymer, such as might be expected from a block copolymer. The random copolymer is least likely to show phase separation, and indeed the pulse transients show virtually no evidence at all for a turn-on spike.
5.6.3 Conclusions

A series of devices have been examined in order to determine the origin of the turn-on spike in a bi-layer device. Experiments showed the strongest spike in the bi-layer, and weaker representations in the blend and block copolymer. No spike was seen in the homopolymer devices, nor in the random copolymer.

In order to proceed with numerical modelling, charge carrier mobilities were estimated by preparing and measuring unipolar space-charge limited devices for each of the four required mobilities. Numerical simulations of the bi-layer device show a convincing manifestation of the turn-on spike. However the behaviour of the TFB layer is not correctly represented in the model. This misrepresentation is attributed to the poor extraction of charge from TFB between pulses, producing a faster-than-expected turn-on in experimentally driven devices.

The turn-on spike itself is attributed to a series of connected phenomena:

- The fast equilibration of half of the device, leading to a rapid increase in the field in the other half
- The injection of carriers in the “slow” half of the device, at an increasing rate as the field increases
- The subsequent decrease in injection rate as the injected space-charge screens the electrode
- The arrival of the initial burst of “slow” charge at the interface, matched by a corresponding enhancement in the counter-charge density in the “fast” polymer
- Recombination at the interface, proportional to the product of both local charge densities

In this sense, the overshoot at turn-on can be seen as a damped positive feedback of transients between the two layers in the structure. The presence of the interface is crucial to these findings. Thus as the interface becomes less well defined through the morphological progression from bi-layer to random copolymer, the turn-on spike shrinks and finally disappears.

5.7 References
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6. Quantum Efficiency Increase in F8BT LEDs – Drive-Induced Enhancement

This chapter describes a study on the properties of LEDs based on poly(9,9'-dioctylfluorene-co-benzothiadiazole), known as F8BT (see Section 2.5.2). During exploratory measurements, this polymer was observed to display a significant increase in luminance in the early stages of electrical driving. This was experimentally confirmed as a real increase in the external electroluminescence quantum efficiency of the device, and subsequently investigated in detail.

The experiments described here suggest that the effect is caused by the trapping of significant quantities of charge, leading to an enhanced field for hole injection at the anode. This improves the injection balance in the polymer, producing the observed rise in quantum efficiency. Experiments on the effect of reverse biasing the LED for short periods help to explain the frequently-observed enhancement of LED behaviour in pulsed-mode drive schemes when the off cycle consists of a reverse bias. These insights will have a bearing on the design of drive schemes for commercial applications.

6.1 Background

F8BT is used as an efficient green emitter in polymer LEDs and as a component in blend systems. It is unusual in a number of ways, most notably because it is an efficient electron transporter\(^1\), and also because it is known as one of the most extreme violators of the 25% singlet-triplet ratio expected from spin statistics, reaching over 94% in experiment\(^2\).

The properties of F8BT and its blends make it the subject of much current interest. However, one puzzling aspect of its behaviour has before now been neither reported nor explained. An ordinary F8BT-based LED, in any typical LED structure, displays a dramatic increase in quantum efficiency during the early stages of driving at low intensity.
Although this phenomenon is not described in the literature, one single paper, by Ma et al., describes a similar effect in an unrelated molecular semiconductor. However, that report shows the opposite behaviour in terms of current density evolution to that which will be revealed here. The evidence presented by Ma et al. appears to indicate a decrease in the injection of the majority carrier, leading to improved quantum efficiency, although they do not explicitly address this in their discussion. Furthermore, they do not mention whether they see any subsequent recovery process, as observed in this work. Another instance of “electrical annealing” has been attributed simply to the ionic drift processes on which LECs depend (see Section 2.4.7), but will be shown not to be applicable in the effect seen here.

The following sections detail a series of experiments on the phenomenon, and the deductions that can be reached in each case. The work presented was conducted over an extended period of time, and as such it was not often possible to use the same device in more than one experiment. Indeed, a number of devices were designed for specific experiments and would have been of no further use. As a result, wherever a new device is introduced, it is identified in terms of the thickness of the F8BT layer. Pixel areas are quoted where necessary, and changes to the structure or composition are highlighted wherever relevant. In all other cases, the device structure is as follows: Glass (1.1 mm) / ITO (100 nm) / PEDOT:PSS (60 nm) / F8BT (as specified) / Ca (>25 nm) / Al (~250 nm). The method of device fabrication is described in Section 3.1. For traceability, the batch numbers of F8BT used in this study are stated to be F8BT/96 and F8BT/119.

### 6.2 Drive-Induced Enhancement – Initial Observations

The effect was initially observed during pulsed studies of F8BT-based LEDs, when it became clear that luminance measurements on a single LED at a single voltage were not reproducible. The obstacle was not device degradation, but rather a significant increase in luminance at constant voltage.

#### 6.2.1 Electroluminescence increase at constant voltage

Devices had been prepared on large pulse substrates encapsulated with glass, and containing an 86 nm layer of F8BT in the standard device structure. The Test Box (see Section 3.4.5) was specially designed and constructed as a suitable apparatus for long-term measurements of LEDs in a reproducible manner.

The directionality of the PMT in the Pulse Rig (Section 3.4.4), the difficulty in precisely realigning it after each pixel change, the requirement to use pulsed drive in order to gather data with the PMT, and the laboriousness of extracting a single value for light and current density, made the Pulse Rig unsuitable for prolonged measurements on multiple devices. The Test Box contained a large-area silicon photodiode,
which as well as being the most suitable device for the purpose would also eliminate any artefact inherent in
the PMT measurements.

With the LED of interest mounted in the Test Box, and driven at constant voltage by an external voltage
source, the light output and current throughput were measured at intervals under computer control. This is a
variant of system setup C described in Section 3.4.5.2.

![Diagram](image)

**Figure 6.1**: Measured electroluminescence from the 86 nm F8BT LED, area 1 mm², driven at
3.25 V for 5 hours. Data points are separated by 30 s, with the first measurement taken *after* 30 s.

Figure 6.1 shows the variation in electroluminescence intensity with time. The device shows an increase in
EL intensity of more than 250 % in the first three hours. The absolute luminance of this pixel at 3.25 V was
previously measured to be 6.7 cd/m², in a fast sweep (~0.5 V/s) from reverse bias to forward bias. Using the
photodiode signal at the start of measurement, this gives an effective calibration for the Test Box of
approximately 0.01 cd/V.

This particular measurement is made substantially below the 100 cd/m² considered useful for commercial
applications and against which lifetime tests are normally quoted. In comparison to the data shown here,
harsher drive schemes, test-times of thousands of hours, and significant degradation in fresh devices all
conspire to make the initial increases almost invisible when standard lifetime tests are plotted graphically.
However zooming in on the first few data points, as long as they are not too far spaced out in time,
invariably reveals an initial improvement in F8BT devices.

The experiment was repeated on a number of similar devices and shown to be completely reproducible.
Thus, both experimental artefacts in the apparatus and the possibility of a rogue device were eliminated.
6.2.2 Quantum Efficiency

In tandem with the electroluminescence measurement of Figure 6.1, the current was simultaneously measured. Dividing electroluminescence by current produces a measure of the external quantum efficiency of the device. The data in Figure 6.2 show a drift in the current density, with a shape resembling the electroluminescence signal in Figure 6.1, even down to the apparent bump artefact seen between 120 and 160 minutes. The quantum efficiency trace shows an increase in external quantum efficiency, peaking at +99% after about 2 hours, relative to the first measured value recorded after 30 s. However, the artefact at 120-160 minutes, which appears in both light and current traces, disappears when they are divided through to yield quantum efficiency. Thus whatever external factor causes it, the effect is to vary the overall conductivity of the device without changing the quantum efficiency.

![Figure 6.2: Current density and quantum efficiency from the same experiment as Figure 6.1.](image)

The feature is further elucidated by studying a longer series of measurements on a larger pixel from the same device, at 3.0 V. Figure 6.3 shows nearly 17 hours of data from this pixel, displaying almost-regular oscillations with average period approximately 56 minutes. This was traced to small temperature fluctuations due to the air conditioning in the laboratory, and was seen in several sets of constant-voltage data, with time periods between 45 and 75 minutes. A person entering the confined space where the experiment runs was enough to produce a rise in the current and luminance within a few minutes. This increase in current with temperature has been reported before. Critically, however, the quantum efficiency shows no sign of fluctuation as the temperature varies. To minimise these thermal variations, all subsequent measurements were made with the Test Box in good thermal contact with a solid steel optical table, to act as a giant thermal reservoir.
In each data-set presented, the quantum efficiency peaks before the absolute luminance. Even though the quantum efficiency begins to drop, most likely due to the onset of degradation in the device, the ongoing increase in device conductivity causes the absolute luminance to continue to rise. Especially at early times, heating is likely to be a significant factor. Joule heating is likely to raise the device temperature\(^8\text{-}\text{11}\), increasing the conductivity\(^5\text{-}\text{7}\) (as seen during air conditioning cycles). It should be noted that the experiments by Ma et al\(^3\) showed a decrease in device conductivity, whereas an increase is typically reported in light-emitting electrochemical cells (LECs)\(^12\text{-}\text{13}\) where the motion of ions leads to improved injection (Section 2.4.7). Device degradation provides a competing channel for changes in quantum efficiency, without necessarily affecting the device conductivity. In the long-term limit degradation must inevitably take over, at which point the quantum efficiency curve peaks.

In the light of all these findings, the external quantum efficiency is seen to be the underlying characteristic of interest, whilst the luminance at constant voltage is a by-product of this and other phenomena. Therefore, throughout the rest of this Chapter, luminance measurements are made at constant current in order to directly probe the external quantum efficiency.

### 6.2.3 Extent of behaviour

In order to establish the range of conditions under which drive-induced enhancement takes place, a series of devices were fabricated and tested. All were made on small standard substrates, with 3.1 mm\(^2\) pixels and encapsulated with epoxy and glass, as described in Section 3.1.
The choice of polymer was tested first. A selection of polymers, and some commonly-used blends, were examined for the presence of drive-induced enhancement. All devices were fabricated with a calcium cathode, PEDOT:PSS anode, and 90 to 100 nm of electroluminescent polymer. They were driven at a range of constant currents, both when fresh and partially degraded, in an attempt to identify any evidence for the presence of the effect. The findings are summarised in Table 6.1.

<table>
<thead>
<tr>
<th>Effect seen</th>
<th>F8</th>
<th>F8BT</th>
<th>TFB</th>
<th>PFB</th>
<th>F8BT/PFB Blend</th>
<th>Green Bi-Blend</th>
<th>Red Tri-Blend</th>
<th>Blue Copolymer</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>✗</td>
<td>✓</td>
<td>✗</td>
<td>✗</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✗</td>
</tr>
</tbody>
</table>

Table 6.1: Occurrence of the effect in an ITO/PEDOT:PSS/x/Ca/Al device. The polymers are described below.

As described in Section 2.5.2, the four polymers are closely related, all being based on the fluorene monomer. The “Green Bi-Blend” contained F8BT and TFB, whilst the “Red Tri-Blend” contained the same two polymers plus a proprietary red component. The “Blue Copolymer” is a copolymer of the F8 fluorene unit with the TFB and PFB units.

The Table shows that, amongst the simple polymer devices examined, only F8BT shows the drive-induced enhancement effect. There was some evidence that F8 displayed the effect during the first 2-3 seconds of operation, and only at extremely low current densities of 50 µA/cm². However, the peak value observed on the digital multimeter was achieved even before the first automated measurement was recorded. F8 devices have been seen to show signs of the effect under pulsed electroluminescence, where time-averaged currents can be made many orders of magnitude lower simply by decreasing the duty cycle. TFB and PFB showed no rising component whatsoever. The blends, which all contained F8BT, all showed drive-induced enhancement. It therefore appears that, at least on the timescales accessible in a DC experiment, the effect is only seen in the presence of F8BT.

A second series of devices was made to test the cathode dependence of drive-induced enhancement. Four cathodes were measured: calcium, magnesium, aluminium and Nichrome (see Section 2.5.1). All devices contained a 100 nm F8BT layer, and a PEDOT:PSS anode. Initial tests showed the effect in calcium and magnesium devices only. Calcium is an ideal cathode for an F8BT device, having a work function of just 2.9 eV, compared with the F8BT LUMO level of 3.55 eV, thus providing an ohmic contact. Magnesium has a work-function of 3.7 eV, which is close enough to the polymer LUMO that ohmic behaviour is also expected.

As seen in Figure 6.4, the magnesium-cathode device starts to degrade sooner than the calcium device, and in this particular case fails suddenly within four minutes, probably due to a break in the cathode. The required drive voltages were comparable, and both show very similar peak quantum efficiencies.
Figure 6.4: Quantum efficiency of F8BT LEDs driven at 1 mA/cm² with calcium and magnesium cathodes. The magnesium-cathode device is seen to fail after about 3 and a half minutes.

When measuring the aluminium-cathode devices under the same conditions, the drive-induced enhancement effect was seen on the digital multimeter display during the first few seconds. However, degradation had already set in before the first computer measurement was recorded. The peak quantum efficiency observed in the aluminium device was approximately double that of the calcium and magnesium cases. Such a difference is to be expected, since aluminium is not an ohmic cathode for F8BT, and the electron flow is correspondingly constricted, improving charge balance. This restricted charge injection is accompanied by a significantly increased drive voltage required to drive the device.

Since the quantum efficiency was seen to peak so quickly, the experiment was repeated on a fresh pixel at one-tenth of the current density, shown in Figure 6.5. The aluminium-cathode device now clearly shows the
drive-induced enhancement effect. Under these conditions, the peak quantum efficiency is more than twice again that mentioned in the previous paragraph.

![Figure 6.6: Electroluminescence from Nichrome device at two current densities.](image)

Finally, the Nichrome cathode was tested both at 1 and at 0.1 mA/cm². Electron injection from Nichrome is virtually impossible, since its work function is approximately 5.1 eV – the same as ITO and PEDOT which are used as hole injectors. The barrier for injection is therefore 1.55 eV and as such, significant light emission is not expected. As seen in Figure 6.6, 1 mA/cm² produces a small amount of light emission at a peak quantum efficiency 100 times less than in the calcium and magnesium devices. This suggests that the devices were effectively unipolar hole-only devices. There was no evidence for the effect. At 0.1 mA/cm², quantum efficiency is similar, but the absolute levels of light are at the detection limits of the apparatus, producing noisy data. There is some evidence that the light intensity does increase before it decreases, although this may simply be due to noise. Table 6.2 summarises the cathode dependence results.

<table>
<thead>
<tr>
<th>Cathode</th>
<th>Ca</th>
<th>Mg</th>
<th>Al</th>
<th>NiCr</th>
</tr>
</thead>
<tbody>
<tr>
<td>Effect seen</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>?</td>
</tr>
</tbody>
</table>

**Table 6.2: Occurrence of drive-induced enhancement as a function of varying cathode.**

Finally, anode dependence was tested. Anode materials are discussed in Section 2.5.3. So far in this Chapter only the standard PEDOT:PSS anode has been tested. ITO is a ceramic, with a rough surface, and it is thought that the indium atoms present can diffuse into the adjacent polymer layer. PEDOT:PSS on the other hand is an ionic polyelectrolyte complex, with a highly planar surface, in which any contaminants are thought to be benign, and which may incorporate a thin insulating layer at its surface. Measurements on an ITO-based device with a 62 nm F8BT layer show a clear signature of the effect, seen in Figure 6.7.
The data show two separate phases, which may indicate two separate effects. However the rise in quantum efficiency on driving is clearly present. Table 6.3 summarises the anode-variation results.

![Quantum Efficiency of an ITO-based device driven at 1 mA/cm²](image)

**Table 6.3: Occurrence of drive-induced enhancement as a function of varying anode.**

<table>
<thead>
<tr>
<th>Anode Configuration</th>
<th>Effect seen</th>
</tr>
</thead>
<tbody>
<tr>
<td>ITO / PEDOT:PSS</td>
<td>✓</td>
</tr>
<tr>
<td>ITO only</td>
<td>✓</td>
</tr>
</tbody>
</table>

Finally, the degree to which the effect produces a real enhancement in the quantum efficiency was to be determined. As already seen, the fractional increase observed is dependent on the current density applied, as well as the amount of enhancement which is “lost” before the first data point is collected. A significant number of measurements appeared to show a ceiling of 300 % for the total increase achievable. This would have been very interesting from the point of view of singlet/triplet ratio, which is known to be above 94 % in an operational F8BT device, as this may have been indicated a drive-dependent drift from the spin-independent expected value of 25 % up to this higher level – an increase of nearly 280 %.

However, measurements at lower current densities, where the effect proceeded more slowly and could be tracked from earlier stages, revealed significant advances on this figure. Figure 6.8 shows the results of a 1 mA/cm² drive on a standard PEDOT:PSS / F8BT (100 nm) / Ca device, yielding a quantum efficiency increase of over 13 times. Indeed, before the first automated measurement was recorded, the DMM output was seen to climb gradually through the 0.003 cd/A mark, indicating an eventual rise of more than 60 times in quantum efficiency. There appears to be no decisive fundamental limit to the extent to which the effect can progress, but rather it seems to depend on the arbitrarily low quantum efficiency when first observed, any intrinsically limiting maximum efficiency, and the onset of degradation in the limit of long times.
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![Graph showing constant current light output of an F8BT LED at 1 mA/cm²](image)

Figure 6.8: Constant current light output of an F8BT LED at 1 mA/cm², showing 15× increase.

### 6.2.4 Summary of findings

In summary, the drive-induced enhancement effect has so far displayed the following characteristics:

- Increased external quantum efficiency without significant temperature-dependence
- Observed at low voltages and current densities, near the threshold of bipolar injection
- Accompanied by an increase in the conductivity of the device, which
  - has a temperature dependent component
  - continues to rise for a time after the onset of degradation
  - leads, in combination with the external quantum efficiency increase, to a significant boost in absolute electroluminescence at constant voltage
- Measurable in F8BT and F8BT-blends only (in DC experiments)
- Independent of anode
- Independent of cathode, where measurable
- Enhancement begins from arbitrarily low values of quantum efficiency

### 6.3 Permanent degradation and recoverable enhancement

It has been seen that the external quantum efficiency reaches a peak, which may be caused by the onset of degradation. Thus it is important to understand the role of degradation in limiting the enhancement effect. In distinguishing degradation, it will be seen that enhancement is, in contrast, a recoverable phenomenon.
6.3.1 Time to peak

Measurements of the drive-induced enhancement were carried out on three identical pixels on a new single device, containing a 115 nm F8BT layer. Each pixel was driven at a different current density, namely 1, 10 or 100 mA/cm$^2$. Figure 6.9 shows the results. The curves were normalised to their peak values on the quantum efficiency axis, and converted into terms of total charge passed on the time axis, to allow direct comparison. Data were collected at 5-second intervals in each case, with the first data point after five seconds. This delay avoids any transients in the measurement apparatus, and is needed because the averaging circuitry in the Test Box introduces a small time lag in registering instantaneous changes, such as the initial turn-on. However this also means that the first 5 seconds of the LED’s response is not recorded.

![Figure 6.9: Normalised quantum efficiency as a function of total charge passed, at three current densities.](image)

The three characteristic curves show remarkable consistency, even though the drive regimes employed span two orders of magnitude in current density. There is clearly a universal behaviour, however, the most universal part – the peak position – is simply due to the onset of degradation. By definition the curves all peak at unity on the normalised quantum efficiency axis, and since degradation is closely linked to the total charge passed$^{18}$, the onset of degradation occurs at the same point on the $x$-axis in all cases. Thus it is degradation which causes the three peaks to line up so well, rather than the enhancement effect. The enhancement-dominated portions of the curves, which are typical of those seen in such experiments, can be matched reasonably well with logarithmic fits, although there is no particular theoretical support for this.

It has been shown that degradation is responsible for the point at which the enhancement process peaks, since these two phenomena compete for influence over the quantum efficiency. Drive-induced enhancement dominates at short times, and degradation at long times. Therefore, any attempt to measure the extent of the enhancement process must take account of the onset of degradation.
6.3.2 Rate of degradation

Measurements of any long-term phenomenon in polymer LEDs are complicated by the occurrence of drive-induced degradation. Degradation effects are most significant in new devices. This is demonstrated in Figure 6.10, which shows the quantum efficiency of a new 70 nm F8BT LED as a function of time when driven at 50 mA/cm$^2$. This equates to a high initial luminance of around 500 cd/m$^2$. Fits to the first and last 10 minutes of data show an exponential lifetime of approximately 65 minutes in the LED when first driven, compared with 2000 minutes after 43 hours of constant current drive. The total degradation in quantum efficiency is nearly 99%. The first 40 seconds of data, when magnified (not shown), show a small but real enhancement of 6.0%. The actual degree of enhancement is always under-represented in these measurements, and more so at high current density, because of the delay before the first measurement. In this case the first measurement was taken after 8 seconds, and a large proportion of the effect may have taken place by this time.

![Figure 6.10: External Quantum Efficiency of a 70 nm F8BT LED driven at 50 mA/cm$^2$ for 43 hours.](image)

The device degradation is accompanied by a long-term decrease in the device conductivity. During the course of the measurements shown in Figure 6.10, the drive voltage required to maintain constant current increased from 3.36 V to 3.90 V. If the degradation is permanent, subsequent drive cycles on the same LED should not suffer from the catastrophic 65-minute initial lifetime seen initially.

6.3.3 Presence of recovery and re-measurement of time to peak

Whilst degradation is expected to be a permanent, irreversible effect, re-measurement of the 10 mA/cm$^2$ pixel (from Figure 6.9) shows that the enhancement effect is recoverable. Figure 6.11 shows the light output
from the pixel, both in the original experiment and in a repeat measurement, made after resting the device for 3 days. The data show decisively that the degradation process carries on exactly where it left off, whilst the enhancement has been “reset” by resting the device, and begins again from scratch.

Intriguingly, although the relative increase in quantum efficiency due to drive-induced enhancement is much greater the second time around, the absolute increase is almost identical in both cases. This suggests that there may be two completely separate channels at work. The main route to electroluminescence does not experience enhancement, but does experience significant degradation, whilst a secondary channel exists which is at first relatively insignificant, but since it does not suffer from such serious degradation comes to dominate the electroluminescence at later stages of the device’s lifetime. This may indeed help to explain why the degradation curve of F8BT LEDs, as seen in Figure 6.10, is not a single exponential function. Clearly, though, as seen in Figure 6.10, degradation must eventually overcome even the portion attributable to enhanced luminescence, since that curve does not hit a floor at 6.0 % of the original luminance, which was the extent of enhancement seen initially in that experiment.

Re-measurements of the other two pixels used in Figure 6.9 confirm the reversibility of the drive-induced enhancement effect. All three pixels were eventually re-measured, at least 3 days after the first measurement. For direct comparison between the three pixels, all were tested this time at 10 mA/cm². Figure 6.12 shows the results, with the same colours used to identify the pixels as before.

These curves illustrate several points. First, the total charge required before onset of degradation has significantly increased, from approximately 3 C/cm² in the initial measurements to around 70 C/cm². This is
consistent with the observation that, in a degraded device, the degradation lifetime is much increased. At short times, the enhancement effect dominates.

![Figure 6.12: Second drive cycle showing re-occurrence of the enhancement effect on pixels from Figure 6.9. All three pixels driven this time at 10 mA/cm².](image)

Secondly, it is seen that the pixel previously driven at 1 mA/cm² peaks after about 30 C/cm² – significantly earlier than the other two. Figure 6.9 showed that during the initial drive, this pixel experienced approximately one third of the total charge flow seen by the other two pixels, and thus degraded less. Once again, this shows how the onset of degradation is the determining factor for the peak position in an enhancement measurement. Correspondingly, the rise achieved on re-driving this pixel is smaller than the other two, since degradation truncates the enhancement effect sooner.

Thirdly, of the two heavily-driven pixels, one appears to have recovered more than the other. This more-recovered pixel was rested for 5 days, compared to only 3 days for the less affected one. This suggests that the time-scale for recovery of the effect is very long indeed, and this issue is addressed next.

### 6.3.4 Timescale of recovery

For the following measurements, it was vital that degradation play as small a part as possible in the measurements on the device. Therefore, a heavily degraded device was used, where the subsequent degradation would be minimally significant. A series of measurements were made on the same 70 nm thick F8BT LED previously used for the 99 % degradation trace in Figure 6.10. The data were collected by repeatedly driving the device at 50 mA/cm², each time until the device reached its peak quantum efficiency, incorporating various rest periods between cycles.
Before the first measurement (and immediately after the experiment shown in Figure 6.10) the device was rested for precisely 1 minute by momentarily switching off the constant current source. Data collection was re-started as soon as the drive current recommenced. Subsequent measurements were taken in a similar manner, with rest periods of 5 seconds, 1 second, 10 minutes, 20 hours and 100 hours, seen in Figure 6.13. Crucially, any further degradation of the device was minimised by halting the experiment as soon as the peak value had been reached. Once again, constant current drive served to isolate the quantum efficiency changes in the LED, ignoring the temperature-dependent effects observed in constant voltage drive.

![Figure 6.13: A series of successive constant-current (50 mA/cm²) drive cycles, separated by varying rest periods. The logarithmic time axis helps to show the turn-over point where a peak is reached.](image)

The experiment shows that the quantum efficiency recovers towards its undriven state upon resting of the LED, continuing to do so for a significant period of time. In this case, approximately half the recovery takes place in the first minute, but even after 20 hours recovery is still taking place. During recovery, the quantum efficiency of the device gradually drops, and the amount of subsequent driving required to return it to the peak gradually increases. Note that the data were collected in the order specified above, and not sequentially from “1 second rest” up to “100 hours rest”. This ensures that the progression of time-to-peak is not simply due to the advancement of device degradation, which as seen in Figure 6.12 could have the same effect.

Figure 6.14 shows the same data again, but with a time offset added, such that the peaks of all 6 data sets coincide. In this way, the final stages of the drive-induced enhancement process can be compared as a function of the rest period used. The data show that the recovery process is not equivalent to a time-reversed back-tracking of the enhancement. If it were so, these curves would all lie over one another and the final stages of approach to peak quantum efficiency would always be the same. This implies that the enhancement does not involve a collection of identical states, which would de-populate or reset with equal
probability. Instead, for very short rest periods the subsequent increase in efficiency is rather steep, whilst for very long rest periods, the device approaches its peak much more slowly. This can be thought of as a “first-in first-out” behaviour, indicating a distribution of activation energies for the enhancement and recovery processes. For short rest periods, only the sites with low activation energy are able to recover, and these are correspondingly fast to become enhanced once again on re-application of the drive current. Higher activation energy sites take longer both to enhance and to recover.

![Graph showing quantum efficiency increase](image1)

**Figure 6.14:** The same data as in Figure 6.13, with a time offset added to allow direct comparison of the peaks. Linear time axis gives equal weight to all data sets.

A third representation of the same data, in Figure 6.15, shows the data sets consecutively in the order of measurement, with the tail end of the original degradation cycle approximately extrapolated by a single exponential fit.

![Graph showing quantum efficiency variations](image2)

**Figure 6.15:** The same drive cycles as above, plotted sequentially without normalisation. The tail end of the pre-drive cycle is also shown, extrapolated with a single exponential fit.
The data show an excellent fit to the ongoing degradation curve, which as previously seen has an exponential lifetime of approximately 2000 minutes. The marginal outperformance at later times can be explained with reference to the original degradation curve of F8BT (Figure 6.10) which shows the decay lifetime continually increasing. The data shown here are thus entirely in agreement with the trend for the device.

One might assert that the apparent progress of recovery beyond 20 hours is an artefact of the continuing degradation in the LED. Thus the reduction in terminal efficiency would make the enhancement seem proportionately larger when the data are normalised. Figure 6.16 therefore shows plots of the absolute change in luminance as measured by the Test Box photodiode. The data show that despite the ongoing degradation after the 20 hour test, the total amount of luminescence attributable to enhanced emission in the 100 hour test is still greater. This proves conclusively that recovery is not complete after 20 hours.

![Figure 6.16: Absolute changes in luminance during the same experiments.](image)

### 6.3.5 Summary of findings

Following these experiments, a number of further characteristics have been revealed.

- Under constant current drive, the long-term degradation of the device begins with a rapid decay in quantum efficiency. The lifetime for the degradation process lengthens significantly as the device ages, so the relative resilience of the device to degradation can be increased by electrical driving.
- The portion of the total electroluminescence introduced by the effect is very resilient to the early degradation processes. As seen in Figure 6.11, even when the underlying electroluminescence quantum efficiency has degraded by 75%, the absolute additional quantum efficiency realised through enhancement is virtually unchanged. The effect is eventually subject to degradation.
The observed end of enhancement is usually determined by the onset of degradation, which competes for influence on the total quantum efficiency. Testing of heavily degraded devices, with longer decay lifetimes, can reduce this effect.

Whilst degradation is irreversible, enhancement recovers spontaneously when the drive current is removed. Recovery is 50% complete in about 1 minute, but continues to proceed beyond 20 hours.

Short periods of recovery are followed by a very steep return to saturation when the current is re-applied. Longer periods of recovery lead to a much shallower run-up towards saturation. The data suggest a distribution of activation energies, with some states readily set and reset, and others requiring a much longer time period for a successful change of state.

6.4 Photoluminescence efficiency and light-assisted recovery

The electroluminescence quantum efficiency of an LED depends on a number of factors, but in the most general way can be expressed as in Equation 6.1.

\[ \eta_{EL} = \gamma \cdot r_{st} \cdot \eta_{PL} \cdot k \]  

\( \gamma \) is the exciton formation efficiency (per charge passed through the device)

\( r_{st} \) is the singlet-triplet ratio

\( \eta_{PL} \) is the radiative efficiency, including photonic and quenching effects

\( k \) is the outcoupling efficiency

Thus, the radiative efficiency is a direct contributor to the electroluminescence efficiency. This section describes the investigation of this property.

6.4.1 Radiative efficiency

The radiative efficiency is the probability that a singlet exciton will undergo radiative recombination to emit a photon. Generating the singlet excitons by photoexcitation, relative measurements can be straightforwardly made by using the PL microscope (Section 3.3.4) and recording the photoluminescence intensity before and after changes have been made to the device.

A 115 nm F8BT device was placed on the microscope stage and connected to the constant current source. An initial photoluminescence measurement was taken, using low intensity blue illumination, followed by an
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electroluminescence measurement at 10 mA/cm². The device was then driven for 60 seconds at 100 mA/cm², to force enhanced emission to take place. Another pair of PL and EL measurements were then recorded. Figure 6.17 shows the results. The data show a significant increase in the electroluminescence intensity at constant current, of approximately 40%. The true increase was in fact larger, since once again the electroluminescence intensity was seen to increase in the seconds before the first measurement was recorded. Meanwhile, the photoluminescence intensity is almost unchanged. The observed increase of 0.9% is well within the temporal fluctuations of the mercury lamp excitation source.

Figure 6.17: PL and EL before and after driving at 100 mA/cm² for 60 seconds.
PL measured under weakest intensity blue illumination. EL measured at 10 mA/cm².

Therefore despite the sizeable increases in EL quantum efficiency, the PL efficiency is unaffected. One possible cause is the difference between the regions of polymer probed by the EL and PL efficiency measurements. The PEDOT:PSS/F8BT/Ca system’s recombination zone is pinned strongly to the anode side of the device. This is because there is no barrier for electron injection from calcium into F8BT, and a relatively high electron mobility, coupled with a hole injection barrier of at least 0.8 eV at the anode and a relatively low hole mobility. Thus an F8BT device would be expected to be space-charge limited for electrons and injection limited for holes19. All injected holes should recombine within a very short distance of the anode, leading to emission within one exciton diffusion length, approximately 10 nm20, of the anode.

The extent to which PL probes the polymer bulk can be calculated. The absorption coefficient determines the rate of attenuation of the probe beam intensity with depth. When significant intensity reaches the metal mirror formed by the cathode, optical interference becomes important. In order to calculate the probe intensity profile for the 115 nm device studied here, the absorption coefficient must first be found. Figure 6.18 shows the absorption spectrum of a 62 nm F8BT film spun on Spectrosil-WF, in the region of interest. The measurement was made on a HP8435 UV-Vis absorption spectrometer as described in Section 3.3.2.
The blue illumination from the microscope is around 465 nm, where the optical density of the film is approximately 0.67. Equation 6.2 gives the relationship between optical density and absorption coefficient.

\[ \alpha = \left( \frac{OD}{d} \right) \cdot \ln(10) \]  

(6.2)

Taking the optical density, \( OD \), as 0.67 and film thickness, \( d \), as 62 nm, the absorption coefficient \( \alpha \) for F8BT in this spectral region is given as \( 2.5 \times 10^7 \) \( \text{m}^{-1} \). This is a thickness-independent property of the material. Equation 6.3 yields the fraction of the incident power penetrating the film.

\[ T = e^{-\alpha d} \]  

(6.3)

Taking the calculated absorption coefficient, and the film thickness this time as 115 nm representing the LED, the transmitted light, \( T \), reaching the back surface of the film is approximately 5 % of the incident power at \( \lambda = 465 \) nm. Therefore the contribution due to reflection off the back cathode can to a first approximation be disregarded, along with the associated interference effects. The depth profile of the probe intensity is then simply an exponential decay, with the intensity falling by approximately 25 % in the top 10 nm of the polymer, calculated from Equation 6.3.

Thus whilst EL probes predominantly the top 10 nm of the polymer layer, around 25 % of the PL occurs in the same region. If the EL efficiency increase is caused by an increase in the radiative efficiency, even if it is localised near the anode, this should be measurable by a PL experiment. No such change is observed in the PL behaviour, so the change in EL efficiency is not attributable to a change in the radiative efficiency of singlet excitons in the polymer.
6.4.2 Light-assisted recovery

During the PL measurements, another feature of the drive-induced enhancement effect was noted. After prolonged excitation from the mercury lamp, the subsequent electroluminescence efficiency was significantly diminished. This was most clearly seen when the illumination iris was partially closed, so that only a portion of the pixel was illuminated. More intense illumination yielded a more rapid diminution of the electroluminescence. It is important to note that all genuine PL measurements presented in this Chapter were recorded using very brief illumination at low intensity, such that no noticeable reduction in efficiency was caused by the measurement itself. Figure 6.19 shows the emission from a 100 nm F8BT device in normal EL mode, in EL with a localised spot of photoexcited luminescence, and in EL+PL after 30 seconds of illumination. The reduced luminescence is clearly visible. The current density was 100 mA/cm$^2$, at which the device had been previously measured to produce 2500 cd/m$^2$.

![Figure 6.19](image)

**Figure 6.19:** (a) Initially the device, driven at 100 mA/cm$^2$ shows a scattering of non-emissive black spots. These are present from the time of fabrication, and are believed to be caused by microscopic holes in the cathode$^{21}$. (b) At the onset of UV excitation, the sum of EL and PL components is slightly greater than the EL alone. (c) Within 30 seconds, the total emission from EL and PL combined is less than the surrounding EL.

Photo-oxidation is an important degradation path for polymer LEDs, and commercial applications particularly in the automotive industry will certainly require UV filters to protect the polymer layers. Indeed Chapter 4 elucidated a photoactivated degradation mechanism at the electroluminescent polymer interface with PEDOT:PSS. Photodegradation is a permanent effect, resulting in chemical changes in the polymer. The observed reduction in electroluminescence efficiency seen in this experiment was however reversible on continued driving of the device, and after a period of time which varied with the drive current applied, the negative image of the illumination spot completely disappeared. Figure 6.20 shows the same area of the LED as Figure 6.19, but shifted slightly upwards. The photoexcitation remains in the centre of the pixel, and the upper spot brightens under electrical driving. The effect observed by illumination of the LED is not photo-oxidation, but rather a reversal of the drive-induced enhancement effect. Illumination of the polymer layer after enhancement forces the device to recover to its low quantum efficiency state.
Figure 6.20: (a) After precisely 2 minutes of illumination seen in Figure 6.19, the device is shifted ‘upwards’, illuminating a new spot (central), revealing the first spot in EL-only and leaving a partially exposed trail between the two. (b) After another 2 minutes, the illumination is switched off. The two spots have each been photoexcited for 2 minutes, but the upper spot has been subsequently driven for 2 minutes. (c) After 2 more minutes, both dark spots have substantially progressed towards matching the surrounding EL.

A quantitative experiment was performed on a 100 nm F8BT LED. The LED was driven from its pristine state at 10 mA/cm$^2$, exposed to intense UV at 360 nm (2.3 mW/mm$^2$) and measured at several stages. Although the polymer absorption coefficient is only one-third as large at this wavelength (compared to the blue previously used), the illumination intensity from the mercury lamp is more than 20 times greater. Figure 6.21 shows the results. The data for the first 5 minutes show a very clear progression in the electroluminescence, with the quantum efficiency seen to more than treble in this time. Exposure to strong UV for one minute resets the quantum efficiency almost to its initial state, and this increases once again with further driving. The microscope is not equipped with a facility for red illumination, but a 633 nm, 10 mW HeNe laser with spot size approximately 1 mm$^2$ was shone onto the LED, which failed to induce recovery of the LED. This power intensity is four times greater again than the UV illumination.

Figure 6.21: A series of electroluminescence measurements, before (red) and during (yellow, green and blue) the effect. Also, the EL after one minute of UV exposure (violet) and after another minute of drive (black).
There are two possible mechanisms to rationalise this finding, which cannot at this stage be distinguished. The question rests on the exact cause of recovery: indirect thermal activation or direct excitation by individual photons above a threshold energy. At first sight, it seems that light above the bandgap is required to induce recovery. However, analysis of the thermal power dumped into the LED shows that thermal heating due to the band-gap absorption may be indirectly responsible. Light above the band-gap is strongly absorbed, and even accounting for F8BT’s high PL efficiency of 80%, 20% of the absorbed light is dumped as heat into the polymer layer. A further 20 to 25% of the remaining energy is also lost as thermal relaxations in the polymer before and after emission. This equates to 40% of the absorbed light, or approximately 90 mW/cm$^2$, since the optical density of the film even at this wavelength ensures that the majority of the incident light is absorbed. The Joule heating due to driving is rather less, at approximately 30 mW/cm$^2$ under the conditions used here to drive the device. Conversely, with red illumination which falls below the band-gap, only a tiny proportion of the incident light is absorbed and converted to heat. Photothermal deflection spectroscopy measurements$^{22}$ have shown that the thermal yield due to F8BT absorbing in the red is at least 3 orders of magnitude below that in the $\pi-\pi^*$ absorption. Thus despite the greater intensity of red illumination, the power dumped into the polymer layer from this source is much less than 1% of that in the case of UV. It is therefore impossible to state on the grounds of this data whether the reset phenomenon is activated by single photons above the bandgap, or simply by their heating effect on the polymer.

**6.4.3 Summary of findings**

- Radiative efficiency is unaffected by the drive-induced enhancement effect
- The enhancement is reset by certain schemes of illumination
- Data cannot yet differentiate the cause of light-assisted recovery between:
  - thermal activation due to heating and
  - directly induced recovery by interaction with photons above a threshold energy

**6.5 Spectral changes**

Since the radiative efficiency of photogenerated singlet excitons is unaffected by the enhancement effect, it is important to determine whether some other radiative channel is activated by the effect. This may be typified by a different spectral signature, and spectral analysis will allow any such change to be identified.
6.5.1 Electroluminescence changes due to drive-induced enhancement

The data in Figure 6.21 were re-analysed to identify changes in the EL spectrum before and after driving, and after resetting by UV illumination. Figure 6.22 shows the normalised EL profile before and after driving. F8BT has at least two independent emissive species, at 2.11 and 2.27 eV, and it appears from the data that the bluer species has increased relative to the redder one. This may indicate a real rebalancing of the emissive species, or be due to an optical effect caused by a shift of the recombination zone within the device. However the noise present in this data set make a full spectrally-resolved comparison difficult.

![Figure 6.22: Electroluminescence before and after enhancement, normalised between 550 and 555 nm.](image)

Figure 6.23 shows the measurements taken after UV exposure. The same trend is seen but to a lesser degree. It is possible that the changes seen in the first case were due to heating in the LED, and that during this second cycle the already-heated LED does not experience such a large thermal change.

![Figure 6.23: Normalised electroluminescence at 10 mA/cm² following UV excitation to reset the effect.](image)
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In order to determine whether the changes in spectral weighting are correlated with the changes in absolute intensity (quantum efficiency), a number of values are tabulated in Table 6.4. Two measures are used to quantify the state of the LED. The EL intensity at 615 nm relative to that at 550 nm gives a measure of the spectral shape of the emission. (The relative intensity at 615 nm was found by fitting a straight line between 600 and 630 nm.) The absolute intensity at 550 nm gives a measure of the progress of the effect.

<table>
<thead>
<tr>
<th>Relative intensity at 615 nm vs 550 nm</th>
<th>First Cycle</th>
<th>Second Cycle</th>
<th>Relative size of change in 2nd vs 1st</th>
</tr>
</thead>
<tbody>
<tr>
<td>Before driving</td>
<td>0.519</td>
<td>0.520</td>
<td></td>
</tr>
<tr>
<td>After driving</td>
<td>0.482</td>
<td>0.501</td>
<td></td>
</tr>
<tr>
<td>Change</td>
<td>-7.60 %</td>
<td>-3.67 %</td>
<td>48 %</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Absolute intensity at 550 nm (AU)</th>
<th>First Cycle</th>
<th>Second Cycle</th>
<th>Relative size of change in 2nd vs 1st</th>
</tr>
</thead>
<tbody>
<tr>
<td>Before driving</td>
<td>187</td>
<td>217</td>
<td></td>
</tr>
<tr>
<td>After driving</td>
<td>612</td>
<td>421</td>
<td></td>
</tr>
<tr>
<td>Change</td>
<td>+228 %</td>
<td>+94 %</td>
<td>41 %</td>
</tr>
</tbody>
</table>

Table 6.4: Comparison of changes in peak intensity with changes in relative spectral weightings.

The data show that the shift in spectral shape was only 48 % as large after the second cycle, compared to the first, while the change in absolute EL intensity was 41 % as large in the second case. The two figures compare favourably, indicating that the LED changes in the second cycle are consistent with both a spectral re-weighting and an efficiency increase of around 45 % that seen in the first cycle. The spectral shift which appeared negligible in Figure 6.23 is well correlated with the degree of enhancement observed, and no other phenomenon, such as heating, is required to make the data agree. Additionally, the top row of data in the table indicates that after the UV recovery process, the spectral shape is almost identical to that in the pristine LED when first driven. This contradicts any suggestion that physical heating (Joule heating or absorbed light) is responsible for the spectral changes during electroluminescence, since the UV illumination during the reset cycle has been shown to provide heating at even higher levels than the electrical driving of the device.

As noted previously, noise levels were too high in the data presented to reliably calculate the relative spectral change as a strict function of wavelength. Therefore, another device was analysed, using deliberately extended integration times to minimise the presence of random noise. Figure 6.24, obtained by dividing the EL spectrum after 15 minutes of driving at 10 mA/cm² by that from before, shows a relatively featureless slant, with a possible very broad peak extending from 600 to 700 nm. The lack of well-defined features at the two main emissions of F8BT suggests a lack of any real rebalancing between the two modes.
Figure 6.24: Relative changes in spectral intensity of EL after 15 minutes at 10 mA/cm².

Furthermore, modelling work conducted by Dr P.K.H. Ho of the Cavendish Laboratory, which takes into account not only optical but also quenching mechanisms at metallic surfaces, suggests that the increase in spectral weighting in the blue part of the spectrum is consistent with a small shift in the recombination zone away from the anode. This is logically consistent, since the only possible direction that the recombination zone could move is away from the anode, at which it is otherwise well localised.

6.5.2 Electroluminescence changes due to thermochroism

Conjugated polymers are subject to thermochroism, whereby temperature changes cause changes in the luminescence spectrum. To compare thermochroism to the spectral changes observed, the same LED was cooled in situ and re-measured. Due to the physical constraints of cooling the LED on the microscope stage, a crude but effective method was employed. After measuring the initial EL spectrum (following 15 minutes’ enhancement at 10 mA/cm², at an ambient temperature of approximately 25 °C), a can of compressed air was used to cool the exposed glass surface of the device. Inverting the can causes liquid propellant to be expelled, which deposits on the glass and quickly evaporates, cooling the whole device. Within seconds, the device was sufficiently cool to cause liquid water to condense on the surface. This was wiped away, and the compressed air can used upright to provide a stream of dry air, preventing further condensation and any associated light scattering from the surface. The electroluminescence spectrum was now re-measured, at an estimated temperature of 5 °C. Figure 6.25 shows the relative change in EL spectrum on cooling the device. The observed changes in the spectrum are qualitatively different from those in Figure 6.24. (If thermochroism was responsible in both cases – heating previously and cooling in this case – the two graphs would be mutually reciprocal.) In the case of cooling the LED, a significant feature is observed where the high-energy emission is curtailed. This shows that the spectral changes due to thermochroism are not consistent with and cannot account for the changes observed during enhancement.
6.5.3 Photoluminescence changes due to drive-induced enhancement

It has already been demonstrated that the total photoluminescence efficiency is unchanged by the enhancement effect. If the changes in the EL spectrum are really due to a shift in the recombination zone there should be no change in the PL spectrum, which is produced by photogenerated excitons. The same two PL spectra shown in Figure 6.17, before and after driving, are used to produce a plot of the relative change in PL intensity as a function of wavelength, shown in Figure 6.25. In comparison with the changes in electroluminescence, any spectral shift or skew in the photoluminescence appears to be negligible. A slight negative skew is visible, but a linear fit to the relatively low-noise region between 520 and 650 nm shows that the gradient of the skew is at least 60 times smaller in the case of PL. (The $R^2$ correlation coefficient for the linear fit in EL was 0.8, but in PL just 0.3, suggesting only a weak correlation here.)
It is important to determine whether this faint “echo” of the skew seen in EL is indeed real. Such a feature could arise due to partial overlap of the emission sites probed in EL with those probed in PL. This might be particularly true if the EL were known to be strongly confined to a layer within the polymer, whilst the PL probed the entire bulk. Once again, however, it is important to note that an overlap of around 25% between PL and EL is expected. Therefore, the lack of a significant effect on the PL spectrum cannot be attributed to spatial separation of the EL and PL regions of the polymer. Consequently, it can be concluded that the PL spectrum, like the PL efficiency, is essentially unaffected by the drive-induced enhancement effect.

6.5.4 Summary of findings

- The electroluminescence spectrum experiences an almost featureless skew in favour of short wavelengths, as the drive-induced enhancement effect progresses
- Thermochroism cannot explain the observed spectral changes
- The skew is consistent with a small shift of recombination zone away from the anode
- The photoluminescence spectrum appears to be unaffected, even though PL and EL overlap significantly in terms of the sites they access
- No new emissive states are generated by drive-induced enhancement, nor are the emissive properties of the existing sites significantly modified

6.6 Charge backflow and thermal activation

It has been seen that the spectral changes in electroluminescence do not indicate the introduction of any new emissive states, nor the modification of any existing emissive sites. This suggests that changes at the interfaces, altering the charge injection balance, are likely to be responsible for the observed phenomena. Having seen that the effect occurs independently of cathode and anode choice, it is most likely that any interfacial changes take place just inside the polymer layer itself, rather than in any physical or chemical interaction with the respective electrode. An obvious candidate for reversible changes in a disordered semiconductor such as a conjugated polymer is charge trapping (see Section 2.4.7). An experiment was therefore performed in the Test Box to analyse post-driven LEDs for the release of trap charge.

6.6.1 Charge backflow

The Test Box (Section 3.4.5) was connected to the constant current source, to drive a 70 nm F8BT LED at 1 mA/cm². After 48 hours of driving, when the quantum efficiency had increased to 200% of its initial
value and fallen back to +130% due to degradation, the current source was disconnected and a digital electrometer attached in its place. The measured charge as a function of time is shown in Figure 6.27.

![Figure 6.27: Accumulated charge flow registered by electrometer after driving the device.](image)

The data appear to show two effects superimposed: a positive linear drift possibly due to the electrometer’s own characteristics, and a decaying contribution following some other functional form, which may be representative of the charge actually released from the LED. The behaviour of the electrometer was separately tested using a passive resistor in place of the LED. This confirmed the electrometer-drift hypothesis, by revealing a drift that was extremely close to linearity. The electrometer output can therefore be summarised as a measure of the total charge flowing out of the test LED, superimposed over an underlying systematic drift. The constant drift can be subtracted by fitting the long-term behaviour to a straight line.

![Figure 6.28: Charge backflow from LED (same as Figure 6.27), after subtraction of the linear drift. Shows the total charge remaining inside the device as a function of time.](image)
Fitting the data from Figure 6.27 to an exponential decay plus a linear drift produces an excellent fit at early times, but becomes dominated by low-level fluctuations as the signal diminishes in magnitude. The early portion of the data, with the drift removed, is shown in Figure 6.28. The y-axis shows a signal which decays towards zero as charge flows out of the device. Thus at any given time, the value of the function represents the total charge remaining inside the device, and at time zero the charge stored initially can be read off.

The deviation from exponential decay is apparently due to a temperature increase caused by entering the room where the experiment was running. Small thermal effects in both the test LED and the electrometer led to a deviation of just 1 nC from the trend over the course of the last 8 hours plotted. The current at this time is small enough that such a deviation (equivalent to a current of approximately 30 fA) becomes significant. However, the first 12 hours (~43,000 s) are adequate to achieve a reasonable exponential fit to the data. Analysis of the sense of charge flow confirms that the observed current is in the reverse direction to that used in driving the device. This is expected from the extraction effect of the built-in voltage on any charge liberated inside the LED, just as observed in the case of polymer photovoltaics when exposed to light above the bandgap. In this case, however, the device remains enclosed in the light-tight box.

As a final check on the attribution of the linear drift to the electrometer itself, the experiment was repeated with the electrometer connected up in reverse. The linear drift (Figure 6.29 inset) was once again present and displayed the same drift direction, whilst the underlying decay was reversed. This further confirmed that the drift was due to the equipment whilst the decay was a real effect. Once again, after subtraction of the drift (Figure 6.29) small environmental fluctuations become significant at late times in the measurement. Additionally, just before 44,000 s, the auto-ranging of the electrometer causes a small glitch in the processed data. A more rapid switch-over from drive to detection in this second experiment reveals an initial fast decay, which was not visible in the previous data set.

![Figure 6.29: Charge backflow with electrometer in opposite polarity. Inset: raw data before removal of drift.](image)
Together these experiments show that charge is liberated from the LED over a period of minutes and hours following the drive cycle. The fast decay during the first hundred seconds, followed by a persistent long tail, is consistent with the timescales described earlier for the persistence of the drive-induced enhancement effect and its recovery.

### 6.6.2 Magnitude of liberated charge

It has already been described that F8BT LEDs are predominantly space-charge limited in terms of electrons, and contain negligible numbers of bulk holes in comparison. This is a consequence of the favourable injection and transport properties of electrons in F8BT, and of the contrasting situation for holes, and leads to the aforementioned pinning of the recombination zone at the anode. As a result, the bulk of an F8BT LED may be considered to be a unipolar space charge limited device.

In the special case of a unipolar space charge limited device, the maximum charge injected into the polymer layer is given by Equation 6.4\textsuperscript{25,26}

\[
Q = \frac{1}{3} CV
\]

where \(C\) is the geometric capacitance of the device and \(V\) is the applied bias minus the built-in voltage (\(V_{bi}\)) due to the electrode work-function difference. For large biases (negligible \(V_{bi}\)) this value is equal to \(3/2\) times the charge on the equivalent capacitor. The capacitance is given by Equation 6.5

\[
C = \frac{\varepsilon \varepsilon_0 A}{d}
\]

where \(\varepsilon\) is the relative permittivity of F8BT, \(\varepsilon_0\) is the permittivity of free space, \(A\) is the area of the capacitor and \(d\) is the thickness. The injected charge is therefore given in full by Equation 6.6.

\[
Q = \frac{3\varepsilon \varepsilon_0 AV}{2d}
\]

Pulsed electroluminescence measurements\textsuperscript{27} and impedance spectroscopy measurements\textsuperscript{28} have confirmed that \(d\) should be taken as the thickness of F8BT layer only, namely 70 nm, and the same impedance spectroscopy measurements\textsuperscript{28} produce a value for \(\varepsilon_{F8BT}\) of approximately 3.3. The pixel area in the measurements shown was 10 mm\(^2\). The voltage data gathered immediately before disconnecting the constant current drive indicate an applied voltage of 2.47 V in the first experiment and 2.44 V in the second case. The built-in voltage between calcium (\(\phi = 2.9\) eV) and PEDOT:PSS (\(\phi = 5.1\) eV) is 2.1 V, leaving net
forward biases of approximately 0.25 V in the two experiments. According to this data, Equation 6.6 states that the total charge present in the polymer layer, in both experiments, should be approximately 1.5 nC.

The discharge graphs in Figures 6.23 and 6.24 provide the total quantity of stored charge, by reading off the $y$-axis at $t=0$. They indicate releases of 45 and 25 nC, both of which significantly exceed the maximum allowable space-charge inside the device in the unipolar case. It is important to note that all data points in the series are based off the first value collected. This first value therefore provides the “zero-level”, and any charge released before this point – i.e. after the electrometer is switched in and before the first measurement is recorded – is simply disregarded. As a result these experimental figures exclude all “instantaneous” charge released from the device, such as fully mobile charge carriers which are known to be predominantly extracted from the device in the first microsecond to millisecond\textsuperscript{29}, and more importantly any capacitive discharge through the low-resistance electrometer which will certainly be complete within a fraction of a second. The figures are therefore not increased by the unwanted contribution from capacitor charge (which in this case would come to only 10 nC anyway) and indeed may underestimate the total charge backflow through the loss of the first seconds of data.

Equation 6.4 is based on the boundary condition that space-charge limited injection ceases when the bulk space charge completely cancels the field. Therefore any trapped charge is included in the predicted upper limit for space-charge, since it is electrostatically indistinguishable from mobile charge. Even if 100% of the charge inside the polymer layer were trapped, this would not be enough to account for the delayed release of charge recorded by experiment.

![Figure 6.30: Charge backflow measured after fast switching from drive to measurement.](image)

Further experiments confirm the excess of delayed charge released from the LED. In order to better capture data, the set-up was altered so that the LED was driven with the Test Box’s own internal voltage source.
This had the advantage of specifying an exact voltage with which to drive the device. Additionally, the electrometer could be left connected to the external drive contacts of the box, and with the flick of a switch on the front of the box, the device would be disconnected from the constant voltage drive and connected across the electrometer. By manually commencing measurement within a split-second of this event, the absolute minimum of delayed charge would be lost.

Figure 6.30 shows an extreme case. A 50 mm$^2$, 70 nm device was driven at 2.7 V for 20 minutes, after which time the quantum efficiency began to plateau. The switch was made from internal drive to external measurement, and data collected.

To obtain an accurate value for the capacitance of this device, rather than calculate it, the device was measured on a HP4192A impedance analyser at 0 V$_{DC}$, 0.05 V and 100 Hz, and found to have a capacitance of 12 nF. From Equation 6.4, the total charge stored in the polymer, with $V - V_{bi} = 0.5$ V should therefore be approximately 9 nC. However Figure 6.30 indicates a figure nearer to 300 nC – a massive difference which is clearly inconsistent with unipolar behaviour.

Since unipolar charge injection must cease when the space-charge limited condition is reached, the quantity of charge is simply too large to attribute to trapping of majority electrons inside the LED. In order to see an excess of charge stored in the device, the polymer must contain either separately trapped electrons and holes, or some sort of neutral or bound state which decays by releasing these charges.

Holes, when successfully injected into the polymer, find themselves immediately surrounded by a large excess of electron density. If any of these charges are to avoid permanent recombination, they must either become individually trapped in the midst of these electrons, or else combine into a long-lived bound state which cannot access the fast relaxation process of radiative decay. The triplet exciton is one obvious example of such a state, however its lifetime at room temperature is estimated at significantly less than 1 µs$^{30,31}$, which does not compare with the timescales observed for recovery of enhancement.

### 6.6.3 Thermal activation

It was postulated in Section 6.4.2 (Light-assisted recovery) that the observed recovery of the effect may be due either to absorptive heating of the polymer layer or to direct photon-mediated effects. In Section 6.5 it was demonstrated that virtually all the incident light under blue illumination is absorbed by the polymer. Accounting for the PL efficiency and the thermalisation of excitons before they re-emit, this results in up to 40 % of the incident power being deposited as heat in the film. This Section, with its long-term measurements of discharge, has shown the sensitivity of recovery to variations in ambient temperature.
Direct measurements of thermal activation of recovery are complicated because of the difficulty in accurately controlling the temperature of the polymer film, or the time it remains at elevated temperature, while it is concealed behind a relatively thick layer of glass. Nevertheless, a number of very simple exploratory measurements were made to determine whether heating of the LED could lead to recovery of the effect. A device driven through drive-induced enhancement was placed in a drying cabinet at 120 °C for 5 minutes. On cooling to room temperature and re-testing it was found to have recovered to a degree equivalent to more than 6 hours’ rest at room temperature. Noting that 120 °C is comparable with the $T_g$ of F8BT of around 115 °C\textsuperscript{32} annealing to which is known to change the electrical and optical properties of conjugated polymers\textsuperscript{33,34}, the experiment was repeated on another device, heating to only 60 °C. Recovery was seen, to a greater degree than expected from resting alone, but not to the extent recorded at 120 °C.

In order to characterise the thermal response more systematically, a series of experiments were carried out on a single pixel at a range of temperatures. Due to the geometry of the Test Box, and its compact design, the most straightforward way to access a range of temperatures was to place the entire box on a hotplate, and measure the actual temperature attained by use of a thermocouple inserted deep into one of the screw holes in the die-cast box. Whilst this resulted in a severely limited range of accessible temperatures, room temperature was already identified as producing slow recovery on the boundaries of satisfactory measurement, whilst 120 °C would cause responses too fast to usefully measure. Therefore the accessible range, though small, substantially covers the range of interest.

Measurements were attempted at room temperature (21 °C), 35 °C, 50 °C and 60 °C. At elevated temperatures, a large metal block was used as a buffer and heat reservoir between the hotplate and the Test Box, to reduce disastrous temperature surges caused by the hotplate switching. The entire system was raised to its measurement temperature before the drive phase was started, because the time required to stabilise the temperature was so long. The room temperature data has already been presented in Figure 6.29. The actual recorded temperature in that case was 21 °C. Measurements at ~50 °C and ~60 °C yielded good data sets at actual temperatures of 48 °C and 59 °C. However, the 35 °C data proved to be unusable. The relatively long timescale of the experiment, coupled with the switching of the hotplate, led to a temperature which fluctuated by several degrees, producing a jagged data-set which could not be adequately fitted to a curve.

Table 6.5 shows the exponential lifetimes, defined as the time taken for the best fit exponential to reach $e^{-1}$ of its initial value, for the three satisfactory temperatures. As previously discussed, the charge backflow does not consist of a single exponential, even though at long times one exponential comes to dominate. As a result, the apparent exponential lifetime changes as a function of the time-scale under examination. Two lifetimes are therefore listed in each case. The first, $\tau_1$, includes all good data (before thermal fluctuations become significant at long times), whereas the second, $\tau_2$, excludes the start of the data where the short-lived exponential contributions are found, by fitting only to data collected at times greater than $\tau_1$. 
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If the rate-limiting process in the recovery of F8BT LEDs is thermally activated, then an Arrhenius equation, Equation 6.7, should apply.

\[
A \propto e^{-\frac{E_a}{k_B T}}
\]  

(6.7)

\(A\) represents the rate, inversely proportional to the lifetime \(\tau\), \(E_a\) represents the activation energy for the thermally activated process, \(k_B\) is Boltzmann’s constant and \(T\) is the thermodynamic temperature. Therefore, on an Arrhenius plot (showing \(\ln(\tau)\) against \(1/T\)), the activation energy \(E_a\) will be given by the gradient multiplied by \(k_B\). Figure 6.31 shows such a plot for the data in Table 6.5.

The gradients in the two cases are very similar. Using the calculated uncertainty in the gradients as a best estimate for the uncertainty in the final results, \(E_a\) is calculated to be 0.59 ± 0.08 eV and 0.61 ± 0.01 eV respectively. Taking into account the uncertainties in the exact temperature achieved and the lifetimes extracted, a more realistic precision of 0.6 ± 0.1 eV is suggested.

There is in fact a barrier of approximately 0.6 eV inherent in the device structure. The work-function of the calcium cathode is 2.9 eV, and the LUMO of F8BT is 3.55 eV. This is ideal for electron injection, but
means that in the absence of any local doping\textsuperscript{35,36}, electron extraction through the same electrode would be blocked by a 0.65 eV barrier. This is of course one of many possible candidates for the thermally activated process. However, evidence suggests that that this is merely a coincidence. The recovery from enhancement takes place not only in short circuit as seen here, but also in open circuit as originally observed, where there is no sink for charge extracted from the device. Additionally, and more significantly, it is not restricted to calcium-cathode devices. A batch of devices made with magnesium cathodes (work function 3.7 eV) instead of calcium, and 75 nm F8BT, still showed the characteristic slow extraction of charge, even though there is no barrier for extraction of electrons from F8BT into magnesium.

6.6.4 Summary of findings

- The recovery process is accompanied by a release of charge which flows out of the device in the reverse direction to the original drive current
- The charge flow is initially very fast, and lengthens out with time. It can be represented by an exponential function at long times
- The quantity of delayed charge released (even without the “instantaneous” discharge in the first \(~1\) second) is greatly exceeds the theoretical limit for a unipolar space charge limited device
- F8BT LEDs are believed on the grounds of injection and transport imbalances to be predominantly space-charge limited for electrons and effectively free of holes in the bulk. However the quantity of charge detected demands that neither free nor trapped electrons can be solely responsible, since this would significantly violate the space-charge limit
- Recovery of the drive-induced enhancement process can be accelerated by heating of the device
- The recovery process appears to be thermally activated, with an activation energy of approximately 0.6 eV for the predominant components at long times
- Although the standard calcium-cathode devices studied contain a possible barrier for electron extraction at the F8BT/Ca interface, other devices with no such barrier show similar behaviour

These findings point to two possible causes. Ionic motion similar to the behaviour of an LEC (Section 2.4.7) cannot yet be ruled out. Alternatively, a trap-filling process may be responsible, in which the trapped charge is prevented from recombining, lifting the unipolar space charge limit.

6.7 Reverse bias and mobile ions

Mobile ions provide a possible simple explanation for the large quantities of charge observed in reverse-bias recovery. Much work has been published on the subject of light-emitting electrochemical cells\textsuperscript{12,37}. In
the analysis of de Mello et al\textsuperscript{12} mobile ions move through a solid polymer electrolyte such as poly(ethylene oxide) (PEO) which is blended with the emitting polymer, in such a way as to maximise the field at each of the injecting contacts and minimise the barriers for charge injection. In this way, injection of both charge carriers becomes essentially ohmic, and the resulting improvement in injection balance leads to increased efficiencies. A notable feature of polymer LECs is that they display strongly time-dependent behaviour over a typical period of 15 seconds after switching on\textsuperscript{12}. It is important to establish whether such ionic effects are a possible cause for the drive-induced enhancement effect.

\subsection{6.7.1 Possibility of ionic effects}

As already indicated, the time-dependent processes seen in the drive-induced enhancement effect are strongly reminiscent of mobile-ion effects. The observation of an increase in device conductivity is consistent with injection enhancement by ionic drift. Besides the charge balance effects identified with LEC behaviour, there is another route by which ions may be responsible.

There has been some debate as to whether free ions found inside the polymer can act as non-radiative recombination sites for excitons. Measurements by de Mello et al\textsuperscript{12} on PPV showed no measurable quenching of luminescence by lithium ions up to concentrations as high as $10^{21}$/cm\textsuperscript{3}. Photogenerated charges, in contrast, have been seen to display quenching at levels nearer to $10^{18}$/cm\textsuperscript{3} in PPV\textsuperscript{38}. A study on the F8BT/Ca system itself\textsuperscript{39} concludes that quenching due to the presence of the Ca\textsuperscript{2+} ion is highly significant, and most likely produced by diffusion of the neutral calcium atom into the film, where it dopes the polymer by contributing its valence electrons to form a polaronic state.

On commencement of driving, the applied field will tend to cause any ions to drift. This would leave the polymer bulk depleted of ions. If ions cause quenching, this would cause an increase in the bulk photoluminescence efficiency. PL efficiency measurements can therefore be used to distinguish between the scenarios, and the data in Section 6.4.1 show no evidence for changes in the bulk PL during driving. Therefore, of the two possible ionic causes, the charge-injection balance mechanism remains the only realistic model by which mobile ions could be responsible for the quantum efficiency increase.

Since the ions are confined to the film, they cannot flow in the external circuit, but rather relax by redistributing within the film. However an external current is observed during this process, which can be understood as a dissipation of the image charges created by the ions in the electrodes. A rigorous analysis of the external current may be made by considering the depolarisation current as the film relaxes to its neutral state. This is achieved by considering the effective dipoles created by the separation of ions within the film. Equation 6.8 defines the polarisation of the material as the dipole moment density.
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\[ P = \frac{Np}{V} \]  \hspace{1cm} (6.8)

\( P \) is the polarisation, \( N \) is the number of dipoles, \( p \) the dipole moment and \( V \) the volume. If each positively charged ion attracted to the cathode is assumed (a) to have a charge of \( +e \) and (b) to have an equal and opposite partner at the anode, then each pair of ions forms an effective dipole, with separation equal to the film thickness. (If there is an immobile counter-ion somewhere in the bulk, then the mean dipole moment will be reduced by one-half.) This yields equation 6.9

\[ P = \frac{Nex}{V} \]  \hspace{1cm} (6.9)

where \( e \) is the charge on an electron, and \( x \) is charge separation distance. The volume of the film is equal to its area multiplied by its thickness, which produces Equation 6.10

\[ P = \frac{Ne \times}{A \times d} \]  \hspace{1cm} (6.10)

where \( A \) is the area of the film, \( d \) is the film thickness, and \( x/d \) is then equal to 1 for a pair of mobile ions or where a mobile ion is balanced by a charge on the counter-electrode, and \( 1/2 \) where the counter-ion is immobile. When a dielectric depolarises, the depolarisation current density is simply the rate of change of polarisation (Equation 6.11).

\[ j = \frac{dP}{dt} \]  \hspace{1cm} (6.11)

where \( j \) is the current density, \( I/A \). Integrating with respect to time, and multiplying both sides by \( A \), produces Equation 6.12

\[ Q = Ne \frac{x}{d} \]  \hspace{1cm} (6.12)

where \( Q \) is the total charge flowing. Therefore, in the special case where \( x/d = 1 \), the number of charges at each interface is equal to the total charge seen to flow in the external circuit.

Taking the example already seen in Figure 6.30, an external charge flow of 300 nC was seen from a device with area 50 mm\(^2\) and thickness 70 nm. This is equivalent to an ion density of approximately \( 5 \times 10^{17} /\text{cm}^3 \), assuming singly-charged ions. This figure is comparable to the lowest concentration of ions measured by
de Mello et al in PPV-based devices, but is at least an order of magnitude below where they first reported measurable ionic effects upon the injection properties.

### 6.7.2 Reverse bias – absence of recovery

If mobile ions are present inside the device, they should be subject to drift in any applied field – not just the applied forward bias during normal driving. The band diagrams in Figure 6.32 show that, due to the relative work-functions of the electrodes, short-circuiting the device externally leads to a strong reverse field internally. The work function difference is 2.2 V, so that ignoring any interface dipoles + 2.2 V external bias leads to flat band conditions internally. It is expected, therefore, that any ionic drift in forward bias should be reversed even in short circuit. It has already been seen that recovery takes place in open circuit, where diffusion and mutual Coulomb effects would be the sole driving forces for re-distribution of ions inside the device. Reverse bias should therefore lead to accelerated recovery.

![Diagram of energy levels in open circuit and short circuit.](image)

**Figure 6.32: Energy levels (a) in open circuit and (b) in short circuit.**

A series of experiments were conducted on a single device which had been recently driven through the initial stages of degradation, so that this would not interfere with the measurements. Several identical pixels on the same device were used, all identically pre-driven. Figure 6.33 shows these experiments in the order in which they were conducted. The first four traces shown were conducted on four separate pixels, and the 5% spread in absolute quantum efficiencies is quite typical for different pixels on the same device. The fifth trace was conducted on the same pixel as the first trace, and thus shows slightly more advanced degradation, but otherwise similar characteristics. All show traces which are broadly similar in shape. The rested device without further treatment (first trace) does appear to show less drive-induced enhancement than the rest. Nevertheless it can be concluded that once the device has been rested, no significant further changes take place on application of a reverse bias.
Having examined the effect on a rested device, a recently-driven device was now subjected to reverse bias. Immediately after measuring the final trace in Figure 6.33, the pixel was subjected to -10 V reverse bias for 10 minutes, and then re-measured. The surprising results are shown in Figure 6.34, including the data previously shown. The traces shown are both recorded on the same pixel, and in both cases after 10 minutes at -10 V reverse bias. The only difference is that the first trace had previously been rested for 2 hours, whilst the second one was driven in forward bias immediately prior to the reverse bias treatment. Remarkably, the reverse bias cycle does not reverse the effect, as the LEC theory would predict. Rather, it seems to increase the effect, but only when it is already in place.

Successive measurements on the same pixel show that the degree of enhancement is related to the reverse bias applied. Figure 6.35 shows a number of such cycles. Short circuit appears not to behave significantly
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differently to open circuit, but strong reverse biases do cause an enhancement of the initial quantum efficiency. The effect of 20 minutes at -10 V reverse bias is much more significant than 20 minutes at -5 V. The -10 V pre bias notably produces an identical result in 20 minutes here as it does in just 10 minutes in the previous graph. So by applying a reverse bias, the recovery appears to be frozen out, and the effect is actually stabilised and somehow enhanced.

![Graph showing quantum efficiency changes](image)

**Figure 6.35: Quantum efficiency at 50 mA/cm² after specified treatments immediately following driving.**

This augmentation of the drive-induced enhancement effect by reverse bias is plainly incompatible with the theory of mobile ion drift enhancing injection. Rather it appears that some state is formed during forward bias driving of the device, which can be stabilised and enhanced by reverse bias (where no current is injected). Conversely, this state cannot be produced by reverse bias alone, implying that the forward passage of current through the device is vital for the effect to be seen.

### 6.7.3 Pulsed drive with reverse bias

As a further, more controlled test of this finding, the experiment was extended to a pulsed-mode drive scheme. Under direct-drive pulses from the 8116A pulse generator (Section 3.4.4.2), a drive voltage for both “on” and “off” portions of the cycle can be specified. In this way, the forward bias can be alternated with a reverse bias to study the effect.

A 100 nm F8BT device was initially measured in the Test Box, under direct drive from the 8116A pulse generator. The drive cycle used was 4.3 V “on” for 100 µs, repeated at 100 Hz, and 0 V “off”. This produced a duty cycle of 1 %. As previously noted, the 0 V external bias in the “off” phase is equivalent to an internal bias of -2.2 V. Even though this duty cycle implies an internal bias of +2.1 V for 1 % of the time and -2.2 V for 99 % of the time, drive-induced enhancement was still observed, as seen in Figure 6.36. It
should be noted that this data was collected without any correlated current information, so it does not directly represent quantum efficiency. Any net ionic drift during such a drive cycle should be dominated by the 99% of the duty cycle which is reverse-biased.

Having observed the enhancement effect under these conditions, and determined its approximate time-scale, the LED was transferred to the Pulse Rig (Section 3.4.4). Although the Rig contains a dedicated pulse generator, in this instance the LED was once again direct-driven by the 8116A pulse generator, whilst measurements were taken with the Pulse Rig’s current probe and photomultiplier tube. This allowed transient measurement of both current and light output, rather than just time-averaged data. A new pixel was selected, and automated data collection was commenced immediately at 1-minute intervals. The initial data set, similar in shape to those collected at all stages of driving, is shown in Figure 6.37.

Figure 6.36: Electroluminescence under pulsed voltage conditions. Current is unknown, so quantum efficiency cannot be determined from this data.

Figure 6.37: Transient light output and current density at start of measurement.
The data show the electroluminescence rising through the first \( \sim 20 \mu s \) and then plateauing at what may be considered to be the DC value. The current density shows charging and discharging spikes, characteristic of the parallel plate capacitor arrangement, with a remarkably flat current characteristic in between. To extract the data from this and subsequent measurements, both light and current were determined by averaging between 20 and 99 \( \mu s \). Figure 6.38 shows the first 100 minutes of processed light intensity data, collected with the photomultiplier tube, compared with the previously seen data from the photodiode. The light intensity data collected by the PMT show excellent correlation with the photodiode data. Although not immediately apparent to the eye, a series of data points from 12 to 49 minutes are missing from the PMT data due to an unintended pause in the data collection. This section is bridged by a straight line on the graph.

![Figure 6.38: Light intensity under pulsed drive as measured by the photodiode and PMT.](image)

The experiment was repeated on further fresh pixels, substituting the 0V “off” phase with +1V, -4V and -8V. Having collected and processed both light intensity and current density data, quantum efficiency (in arbitrary but mutually consistent units) was calculated by dividing one by the other. Figure 6.39 shows the complete set of results. Again, reverse bias between drive cycles leads to an enhancement of quantum efficiency. This phenomenon extends not only to enhancement by values below 0 V, but continues in the opposite direction to show a reduction in quantum efficiency when the device is pre-biased at +1 V, which as previously stated is still a reverse bias from the point of view of the polymer bulk. Note that the strong reverse bias does not cause faster saturation of the enhancement process. Instead, in all four cases the quantum efficiency still depends on the forward bias cycles to determine the progress of the effect. The identical forward bias evolution is then amplified to varying degrees by the pre-bias. Thus the reverse-bias enhancement is still dependent on the accumulated degree of forward bias drive.
The phenomenon of luminescence enhancement by pre-biasing the LED has been previously noted in pulsed experiments by Pinner\textsuperscript{29} and in DC\textsuperscript{40} but although explanations including ions and traps were postulated, no direct evidence was presented. It is extremely interesting from a device perspective if the device efficiency can apparently be more than doubled by applying a negative pre-bias, and without stressing the device by passing any additional current. Moreover, this effect is more universally observed across polymers, such as in the PPVs studied by Pinner, and it may be that the F8BT case is unique only in taking so long to set in and subsequently displaying such a long lifetime.

### 6.7.3 Summary of findings

- PL shows that any ionic effects must be due to injection enhancement, rather than quenching
- The implied ionic density would be less than $10^{18}$/cm$^3$
  - This ion density is an order of magnitude lower than a reported threshold for LECs
- Reverse bias should reverse any ionic drift, but no such reversal is seen
  - Reverse bias after resting the device has no effect
  - Reverse bias after driving enhances the effect
  - Ionic drift is therefore not compatible with experiment
- Reverse pre-bias in pulsed mode produces an enhancement in efficiency which:
  - has been reported before, but not satisfactorily explained
  - is present even in materials which do not appear to show enhancement under DC drive
  - may be a result of the same sort of enhancement, even when seen in other polymers

Figure 6.39: Quantum efficiency during driving pixels at 4.3V “on” (1 %) and specified voltage “off” (99 %).
6.8 Impedance spectroscopy

Impedance spectroscopy is a valuable tool for investigating the properties of a dielectric layer inside a capacitive structure such as a polymer LED\textsuperscript{41-47}. In order to further probe the nature of the changes inside the polymer layer responsible for the change in quantum efficiency, this technique was used to analyse the capacitance of a device before and after drive-induced enhancement. An HP4192A impedance analyser was used for the measurements presented here.

6.8.1 Capacitance measurements after drive-induced enhancement

Impedance scans can be performed as a voltage sweep at constant frequency, or a frequency sweep at constant voltage. A series of preliminary voltage sweeps showed that when driven above approximately +2 V, where the device turns on, persistent changes were caused in the underlying capacitance at low voltage. This phenomenon was therefore analysed by driving a 75 nm F8BT LED under forward bias at +3 V for varying periods of time, and subsequently measuring the capacitance below the turn-on voltage. Figure 6.40 shows the initial results.

![Figure 6.40: Device capacitance as a function of voltage, below turn-on. Scan direction towards –V.](image)

The “pristine” curve shows the capacitance of a new un-driven device, starting at +1.2 V and continuing to -10 V in steps of 0.1 V. The amplitude of voltage oscillations was 50 mV, the oscillation frequency was 10 kHz, and the number of averages taken at each point was 100. The whole curve took a little over 3 hours to compile. After collection of this first curve, to ensure that no permanent changes had occurred as a result of the prolonged subjection to -10 V of reverse bias, the voltage was returned to 0 V while still measuring.
The measured capacitance was seen to return immediately to 0.9948 nC, exactly as it had read when passing through zero before the reverse bias was applied.

Two further curves were collected, after driving the device in forward bias for 1 minute and 2 minutes respectively. The number of averages at each point was reduced to 10, which reduced the total time for data acquisition to approximately 20 minutes. Each of the two curves shows an enhanced capacitance after driving, which is particularly evident near 1.2 V, where data collection began. Both show a capacitance which reduces with applied bias (and passing time), until a minimum is reached at approximately -2 V (6 minutes after the start of measurement). Beyond this point, the underlying rise as seen in the pristine sample takes over, with the capacitance remaining elevated, indicating a persistent effect.

To gauge the persistence of the effect, two further measurements were taken, after 24 hours and 5 days of rest respectively. These are shown in Figure 6.41.

![Figure 6.41: Data from Figure 6.40 (dotted) with two further traces collected after resting the device.](image)

The graph clearly shows relaxation of the effect, on a timescale of hours to days. Beyond 24 hours, there is still significant relaxation. The enhanced capacitance at the high end of the voltage range is still seen, so cannot be entirely attributed to the fast-decaying portions of the enhancement effect seen shortly after driving. The fact that an entire day’s rest still shows significant changes on a scale comparable to the immediate measurement can be explained by noting that the “immediate” measurements began at least 10 seconds after driving and took some time to acquire. Thus the strongest components of the effect would already have decayed. Ongoing decay in the effect can be seen in the two uppermost dotted traces, which decay sufficiently during measurement that the minima are located further towards reverse bias (later time) than in the solid lines below.
In tandem with the drive-induced enhancement effect, an increase in capacitance is thus observed. Note that, for two reasons, a redistribution of charged ions inside the polymer cannot be found responsible. Firstly, any movement of ions in forward bias would increase the apparent capacitance in forward bias but decrease it in reverse bias. Secondly, the strong reverse bias inherent in the technique would rapidly reverse the effects of forward bias; thus the persistence observed cannot be explained by ionic motions.

### 6.8.2 Summary of findings

- The capacitance of the LED is seen to increase and decay along with drive-induced enhancement
- The magnitude of the change is small, at 1.4 parts in 1000, but easily measurable
- Relaxation is still detectable more than 24 hours after driving
- Possible causes are:
  - an increase in the dielectric polarisability of F8BT during enhancement
  - a small contraction of the polymer layer
  - a favourable trap charge distribution inside the polymer

### 6.9 Charge Modulated PDS

Charge Modulated PDS is a recent enhancement to the Photothermal Deflection Spectroscopy apparatus in the Optoelectronics Group, and was implemented for the express purpose of examining the enhancement effect (see Section 3.4.6). It allows for measurements of the change in absorption caused by driving a device in situ. By using a double lock-in technique, intrinsic absorptions due to the materials in the device (ITO, PEDOT:PSS, metal, glass, even the polymer itself) are eliminated, as are Joule heating effects due to driving the device. All that remains is the change in absorption on driving.

#### 6.9.1 Measurements on a drive-enhanced device

F8BT devices were fabricated in the normal way, on small substrates using wide-stripe ITO and round-ended cathode pixel masks, without encapsulation. The F8BT layer thickness was 65 nm. Devices were tested by CM-PDS as described in Section 3.4.6.3, across the range of photon energies accessible by the PDS Rig. A representative trace is shown in Figure 6.42. The device was driven at 2.9 V, corresponding to an approximate current density of 5 mA/cm². The PDS Rig usually normalises the measured deflection amplitude according to the instantaneously measured intensity of the heating beam. However, since in this experimental configuration the lock-in frequency is different from the beam modulation frequency, no
useful spectral data for the lamp is collected. The Figure therefore presents the raw unmodified deflection data, along with a previously measured spectral response for the xenon lamp.

Figure 6.42: Recorded deflection (raw data) for an F8BT LED driven in the charge modulated PDS experiment, and the spectral shape of the illumination source.

Figure 6.43 shows the data after dividing through by the heating beam intensity, and correcting for the photodiode calibration, as is necessary in all PDS measurements.

Figure 6.43: Deflection data from Figure 6.42 after correcting for beam intensity and system response.

The final data required to interpret the experiment is the phase signal, collected separately. In the standard PDS Rig configuration, an absorption signal registers a phase equal to or very near +90°. Since such scans show some absorption at all wavelengths, the phase very rarely deviates far from this value. When it does, the phase signal generally becomes noisy and indicates a noise floor in the measured data itself. In the
charge modulated system configuration, the sample is illuminated from the back surface, and thus the probe beam deflects in the opposite direction when absorptions are present. Thus an absorption will show a phase of -90°. Substantial portions may be expected where no discernible absorption signal can be detected.

![Figure 6.44: Phase data from experiment in Figures 6.42 and 6.43.](image)

At least 3 regimes are visible: 0.6-1.2 eV, 1.2-2.1 eV and 2.3-3.2 eV.

The collected phase data seen in Figure 6.44 reveal at least three sections: Below ~1.2 eV the phase is noisy but centred around approximately -90°, indicating an absorption feature. Between 1.2 eV and 2.0 eV it is apparently random and extremely noisy, except for a possible tendency towards -90° in the region of the known artefact at 1.85 eV where the probe laser lies. This section can therefore be considered noise-limited. Finally, above 2.3 eV the phase recorded is +90°, indicating a negative change in absorption on driving, i.e. a bleaching of the absorption in this region. The small section between 2.1 and 2.3 eV may indicate an induced absorption feature like that at low energies, but for now is treated as part of the central noise-limited section.

The complete picture is revealed in Figure 6.45. Two experimental points are worthy of note. First, the absolute deflection values as measured by the PDS Rig were several orders of magnitude below the usual peak values observed in a normal absorption PDS experiment. This is one reason why the noise floor appears to be so high. Secondly, PDS signals are known to saturate at high signal strength, such as usually seen above the band-gap, or perhaps in this configuration due to the presence of glass, ITO, PEDOT:PSS and metal components. Nevertheless, if there is any saturation, the change in signal strength is enough to be detected, even if it should be noted that the system response may be non-linear as a result.

The main bleaching signal coincides perfectly with the $\pi-\pi^*$ absorption of F8BT. Bleaching of this signal is expected in an operational device\textsuperscript{48}. The spur above 3.1 eV is not present in other measurements made on
these devices, and appears to be an experimental anomaly in this data set alone. The absorption signal is interesting, and its origin is unclear. It is reminiscent of the polaron absorption reported in F8BT, but is lacking the accompanying signal expected at higher energy. The exponentially increasing absorption towards low energies is also reminiscent of the exponential trap distributions well-known in disordered organic semiconductors.

Figure 6.45: Charge-modulated PDS on an F8BT device driven at 2.9V. Inset: Same data on a log scale.

The absorption distribution is interestingly consistent with the thermal activation measurements presented in Section 6.6.3. Although a “best-estimate” 0.6 eV activation energy was measured at that time, a distribution of states was suggested by the lengthening lifetime observed in experiment. The lowest energy states were expected to depopulate extremely rapidly, whilst the highest energy states have a very low initial population. Thus an intermediate value of 0.6 eV was seen when studying the device as a whole.

In Section 6.4.2 (Light-assisted recovery), light above the band-gap was seen to be effective in resetting the effect, but the mechanism for this phenomenon (absorptive heating, or direct single-photon action on the active species) could not be distinguished. If the data presented here can be interpreted as revealing a range of trap depths, that would suggest that the action of light above the band gap is only effective as an indirect result of the polymer’s high absorption coefficient in that range, causing a heating of the polymer layer.

6.9.2 Summary of findings

Charge-modulated PDS has revealed a feature in the absorption of an F8BT LED during driving.

- Bleaching of the $\pi-\pi^*$ absorption is observed, as expected
- An absorption is seen below approximately 1.2 eV
• The absorption resembles part of the characteristic polaron absorption, but may in fact be due to 
direct absorption by a distribution of trapped charges
• The characteristic energies are consistent with the earlier thermal activation measurements

6.10 Transient measurements

Transient measurements have previously been used to investigate the charge transport behaviour of polymer 
LEDs, as discussed in Section 3.4.4 and Chapter 5. Here, the Pulse Rig provides evidence for the changing 
injection properties of the anode interface.

6.10.1 Sharpness of turn-on

Experiments were conducted on a 100 nm F8BT device, under pulsed electrical drive, 4 V in amplitude, 
100 µs in length, and repeated at 17 Hz. Figure 6.46 shows the normalised EL before and after a 30-minute 
period of enhancement under these conditions. The actual increase in EL intensity after driving was 390 %. 
However, the current rose by 30 %, leaving a net increase in quantum efficiency of nearly 300 %.

![Figure 6.46: Normalised EL transients at 4 V before and after drive-induced enhancement.](image)

As seen in the Figure, the electroluminescence rise-time becomes significantly faster after drive-induced 
enhancement. Figure 6.47 shows a magnified view of the first microsecond of this data. The signal around 
200 ns is caused by electrical noise at the onset of the drive pulse. It indicates an inherent effective delay in 
the system caused by early triggering of the oscilloscope and is not indicative of any resolution limitation. 
Due to the high peak EL intensity during the “enhanced” measurement, an OD 1.0 filter was used to
attenuate that measurement, and consequently the (unattenuated) electrical noise level is amplified relative to the “fresh” measurement when the data sets are normalised.

Three points are made clear by the data. First, the delay time to onset of electroluminescence is independent of the presence of enhancement. This appears around 600 ns on the plot, which is actually an overestimate due to the non-zero oscilloscope sync offset and the characteristic delay on the PMT. The real delay time, around 400 ns, is characteristic of the time taken for fast carriers, namely electrons, to drift through the polymer layer under the applied field and this is apparently unaffected by enhancement. Secondly, once the electrons have arrived at the anode, light emission climbs very much more quickly after enhancement, reaching 21% of its long-term value in the first microsecond compared to just 2.5% in the fresh measurement. This hints at a reduction in the barrier for hole injection, which is predicted to be 0.8 eV by comparing the work function of PEDOT:PSS and the HOMO of F8BT. The arrival of electrons at the interface itself produces an increased field to assist injection of holes. However this enhanced field becomes effective more quickly after enhancement than it does before. Thirdly, since the traces have been normalised (by a factor of approximately 4.9), the absolute gradient of the onset of electroluminescence is many times faster after enhancement than the approximate 8-fold increase depicted in the normalised graph.

Since electrons take the same time to transit the film in both cases, as evidenced by the constant delay time, the device changes cannot be attributed to any variation in electron transport. The space-charge limited injection current, which already benefits from ohmic injection, therefore is unchanged by the onset of drive-induced enhancement. The increased current density (Section 6.2.2) and quantum efficiency must therefore be attributed to an enhancement of hole injection at the anode.
6.10.2 Summary

- Electron transport is unaffected after drive-induced enhancement
- Hole injection commences more readily after drive-induced enhancement than before
- Hole injection is therefore improved by the enhancement process

6.11 Experimental summary

This section brings together the experimental results presented in this Chapter.

6.11.1 Findings and implications

- Present in F8BT and its blends only (at DC), with any choice of injecting anode
- Higher work-function cathodes show faster drive-induced enhancement, perhaps due to higher field required to achieve comparable current
- Produces a dramatic rise (up to 60× observed) in electroluminescence external quantum efficiency
- No corresponding change in photoluminescence quantum efficiency
- Device conductivity increases
  - Perhaps initially due to heating
  - But continues for the duration of the enhancement process, up to hundreds of hours

The lack of a change in PL quantum efficiency suggests that the underlying cause is a variation in the charge injection balance. Electrons are the majority carrier in F8BT, so a small increase in hole injection properties will marginally increase the current and dramatically increase the quantum efficiency. A reduction in the electron extraction properties would increase the quantum efficiency but decrease the current. Changes in hole injection would likely be caused by processes at or adjacent to the anode contact, which makes the observation of drive-induced enhancement with both PEDOT:PSS and ITO remarkable, since the two anodes are vastly different in composition, morphology and behaviour. The only features in common are the broadly similar work functions around 5 eV and the F8BT polymer itself. Changes at the cathode are less likely to be responsible, because holes are not expected to reach this area, and electron injection from calcium is ohmic, making it very insensitive to changes in cathode properties. Together, these findings suggest a change in the polymer, adjacent to the anode contact.

The observed acceleration in drive-induced enhancement through use of higher work-function cathodes is an interesting corollary. In such cases, electron current becomes injection limited, and thus the charge
balance is automatically improved. This also leads to a corresponding increase in hole injection at constant current, and suggests a link to the total quantity of holes injected.

- The electroluminescence spectrum is very slightly skewed after drive-induced enhancement
- The photoluminescence spectrum is unaffected

Optical modelling of devices shows that the slight skew in EL spectrum can be caused by a very small drift in the recombination zone away from the anode. This is consistent with enhanced hole injection, since the increased hole density would likely penetrate further into the device.

- The effect is spontaneously reversible with the following properties:
  - Thermally activated
  - Accompanied by a backflow of charge
  - Initially fast to recover, but lifetime lengthens as time passes
  - Best estimate of activation energy ~0.6 eV
- The quantity of charge is many times greater than the unipolar space charge limit

The lengthening lifetime indicates a distribution of states, most highly populated at low energies (which are released fastest). Relaxation of these states yields free charges which exit the device. The quantity of charge observed demands that these states cannot be uncountered electron traps, since such large quantities of charge cannot be stored unbalanced inside the LED. Co-operative trapping is postulated, whereby one species is trapped and at least partially electrostatically compensated by the local presence of the counterspecies. Thus a large quantity of charge can be stored without violation of space-charge limits. The charges may be prevented from recombining by the depth of the traps.

- Light above the bandgap resets the effect, probably by indirect heating
- An absorption signature is detected by charge-modulated PDS

These results are consistent with the thermally activated process already described.

- Reverse bias does not reverse the drive-induced enhancement process
- Reverse bias actually augments the effect:
  - Only if the effect is already in place (i.e. device has been driven)
  - Does not work as an alternative to driving
  - Harder reverse biases are more effective
This is a remarkable observation, because it implies that mobile ions in the device cannot be responsible. Mobile ions, as in an LEC configuration, redistribute during driving so as to enhance the injection field at the contacts. However, reverse bias should have the opposite effect, by transporting the ions away from the interface. Moreover, mobile ions cannot explain the requirement for pre-driving in order for reverse bias to have an effect. It appears that driving is required to create the active states, and that reverse bias somehow stabilises and enhances them, perhaps by physical separation of the electrons and holes, rather than allowing their normal relaxation process.

- The dielectric capacitance of the device varies with the enhancement effect
  - Polarisability of the polymer layer increases during drive, or
  - The layer thickness decreases during drive, or
  - There is a favourable distribution of trap charge in the polymer
- This relaxes in the same way as the drive-induced enhancement effect itself
- The greatest increase observed (a few minutes after driving) was 0.14 %

These observations are consistent with the idea of charge trapping inside the polymer layer. The relative smallness of the measured change can be partially attributed to the timescale required for measurement.

- Transient EL shows a faster turn-on after driving, consistent with enhanced hole injection

### 6.12 Candidate theory

Having thoroughly characterised the effect, a candidate theory is now proposed to explain the observations.

#### 6.12.1 Outline of hypothesis

The quantum efficiency increase is caused by an improvement in the charge injection balance inside the LED, through enhancement of hole injection at the anode. The enhanced hole injection is a result of the trapping of large quantities of one or other charged species adjacent to the interface. Much of this space charge is cancelled by local charges of opposite sign. Locally, at the anode, the dipolar effect of the non-concentric space-charge fields leads to a very steep potential drop, reducing the thickness of the triangular barrier to hole injection, and thus increasing the hole injection rate.

Figure 6.48 shows an idealised representation of a luminance-voltage (LV) characteristic for a polymer LED, with turn-on at 2.3 V. A second similar trace with the turn-on voltage shifted down to 2.2 V is also
shown. This signifies the state of the LED after the drive-induced enhancement effect, when hole injection is assisted and the onset of light emission is consequently at a lower voltage. Comparing the two curves at low voltage, a very significant increase in luminance is expected during the enhancement effect at constant voltage, whilst at high voltage a much less significant shift is seen.

![Graph showing luminance vs. applied bias with before and after enhancement curves]

Figure 6.48: Representation of the likely change in the luminance-voltage (LV) characteristic.

**6.13 Detailed consequences of hypothesis**

By following through the logical consequences of the hypothesised theory, comparisons can be made with the observations from real devices.

**6.13.1 Initial charge balance**

Driving the LED leads to bipolar injection which is initially very poorly balanced. Injection of holes at the anode is subject to a large barrier of about 0.8 eV, restricting the supply of holes, as depicted schematically in Figure 6.49.

![Diagram showing energy levels and barrier for hole injection into F8BT]

Figure 6.49: Barrier for hole injection into F8BT.
6.13.2 Effect of electron accumulation at anode

According to Murata\(^\text{16}\), the PEDOT:PSS interface with F8BT provides a barrier for electron extraction from the polymer. The consequent accumulation of electrons at the interface enhances the field, causing a significant portion of the potential to be dropped adjacent to the interface.

![Figure 6.50: Modelled electron density with applied bias of 0.2 V above flat band conditions, i.e. ~2.4 V.](image)

Figure 6.50 models a 100 nm thick F8BT device (using the model described in Section 3.5 and employed in Chapter 5) with ohmic injection of electrons and no extraction at the anode, under an applied bias of approximately 2.4 V – similar to that used in the experiments presented in this Chapter. The accumulation of electrons at the anode interface can be clearly distinguished. Repeated modelling shows, as expected, that at higher applied biases the electron density is greater and more closely pinned to the anode. The enhancement of hole injection by electron space charge is depicted schematically in Figure 6.51. No such barrier to electron extraction is predicted in the ITO-only case. This may explain the relatively slow progress of drive-induced enhancement in ITO-only devices.

![Figure 6.51: Schematic – accumulation of electrons enhances hole injection.](image)
6.13.3 Necessity of trapping

Under normal circumstances equilibrium is soon reached. The mutual Coulomb repulsion of the electrons limits their ultimate concentration adjacent to the anode, and holes injected into this electron field are likely to undergo rapid recombination, since recombination rate is proportional to the local concentration (as seen in Section 2.4.5). However if one of the charge carriers becomes trapped, the recombination process may become frustrated. Electrons and holes continue to experience each other’s mutual Coulomb attraction, but cannot achieve the activation energy required to de-trap the and proceed to radiative recombination. If all the charge backflow measured in Section 6.6.2 were concentrated within 10 nm of the anode in that most extreme example, the average equivalent charge density would be $5 \times 10^{19}$/cm$^3$. This is high, but not physically unrealistic. The precise means for the prevention of recombination is not addressed here.

Since holes and electrons can now co-exist without rapid recombination, they are essentially both trapped – one species in a real trap and the other Coulombically attracted to it. The holes appear to cancel some of the electron charge as seen from the cathode, allowing further electron injection to take place. This leads to a gradual increase in the electron density adjacent to the anode, which can be dynamically balanced by concomitant hole injection. There need not be any special interface trap sites in order for the trapping to be predominantly located near the anode contact. Rather, the increased electron and hole densities in this region mean that trap-filling transitions are correspondingly more likely to occur.

The charge carrier trapped in F8BT is very likely to be holes, since F8BT is known to be a good electron transporter with heavily trapped hole transport$^{150}$. However, the mechanism here does not require any assignment of the sign on the trapped charge, since the counterspecies is taken to be also present locally.

6.13.4 Barrier narrowing

As injection proceeds from both contacts, a new configuration emerges, depicted in Figure 6.52.

![Figure 6.52: Schematic – high density of local charges, with field dropped across a shorter distance.](image-url)
The addition of localised trapped hole charge density lifts the unipolar charge density limit for electrons. The enhanced local electron density produces a much sharper band bending near the anode, while the holes, localised in the immediate vicinity of the anode, cause local band bending in the opposite sense to that created by the electrons. The net result, effectively due to a dipole sheet created by the non-coincident electron and hole space charge fields, is a very sharp modulation of the band curvature near the anode, seen as a severe narrowing of the barrier for injection.

The expected behaviour for a net dipole would to re-orient so as to oppose the applied field. However, the device is in a dynamic equilibrium, with recombinant electrons and holes constantly replaced by fresh injection from the electrodes. This favourable situation produces the narrowing of the triangular barrier for hole injection into the polymer, and reduces the energy difference between initial and final states for hole injection. Hole injection is therefore significantly enhanced, leading to the increase in quantum efficiency.

6.13.5 Recovery and back-current

Under the proposed framework, the observed recovery of the undriven state can be understood as a thermally-activated de-trapping, followed by either recombination or extraction at the contacts. It is possible that any such recombination process could be experimentally observed as a very delayed emission process, if a single-photon detection apparatus were employed to count such events. The back-flow of charge, by extraction at the electrodes, has been experimentally confirmed in this Chapter.

6.13.6 Excess back-current

The presence of significant quantities of hole space charge inside the polymer means that the device as a whole cannot be considered exclusively electron space-charge limited. The co-operative trapping process allows injection of excess charge. According to the hypothesised theory, successful extraction of charge from the device during the recovery process competes with the internal recombination route. Thus the externally measured recovery current, though large, is likely to be an underestimate of the true quantity of trapped charge.

6.13.7 Reverse bias enhancement

One of the most unexpected features of the enhancement effect was the experimentally observed enhancement produced by applying a reverse bias after driving. As noted above, the dipole sheet has a tendency to orient counter to the applied field. In forward bias this is only prevented by the dynamic
equilibrium which constantly replenishes the recombined electrons and holes. In reverse bias, however, there is no injection, and any reorganisation of the dipole sheet will lead to a configuration which is favourable in the subsequent forward bias. On re-application of the forward bias, the net charge separation responsible for the dipole sheet is significantly more extreme than before, and the field drop adjacent to the anode correspondingly stronger. This would explain the initial increase in enhancement, by further improvement of the hole injection properties, following a period of reverse bias.

It should be noted that F8BT itself contains a permanent dipole, in the benzothiadiazole unit. Any realignment of this unit near the interface could be in part responsible for the observations. However, the permanent dipole is present regardless of whether the device has been recently driven, whilst augmentation of the drive-induced enhancement effect requires that the effect be present already.

6.14 Implications for device physics

For devices based on F8BT, the drive-induced enhancement effect appears to be a significant consideration at low applied bias, current density and luminance. As seen in Section 6.4.2, it can even become an issue at useful operational intensities.

6.14.1 Presence in other polymers

The importance of drive-induced enhancement in other light-emitting polymers has been largely ignored in this Chapter, primarily because the initial tests showed that, if present, it did not occur on a timescale accessible by DC experiments. However the reverse bias efficiency enhancements, seen here under pulsed electrical drive of F8BT with a reverse bias in the off-phase, have been reported in other polymers.

Pinner\textsuperscript{29} reported such a phenomenon in a PPV copolymer, entirely unrelated to F8BT. Studies during the experimental work for this thesis showed the same effect in the blue copolymer discussed above in Section 6.2.3, which did not show evidence for long-term drive-induced enhancement. Published work on luminescence enhancement in small-molecule devices at constant voltage, after reverse pre-biasing, shows increased luminescence but cannot unambiguously explain the observations\textsuperscript{40}.

LEDs based on F8 have shown signs of drive-induced enhancement when subjected to low duty-cycle pulsed electrical drive.
Pulsed mode transient electroluminescence experiments on many polymers yield an intriguing hint at the presence of drive-induced enhancement, namely the logarithmic rise in luminance with time at constant voltage, as seen in DC measurements in Section 6.3.2 and whenever the course of long-term transients are plotted. In the case of pulsed-mode electrical driving, although a series of universal features have been identified and explained, there is no established explanation in the literature for a “third rise” in the electroluminescence, which is nevertheless often observed at “long” times, after the initial transients have settled. Experimental work conducted during the investigations presented in this thesis, largely through varying the active area, showed that the “third rise” was not attributable to heating effects. In the absence of any other explanation, it may be that this final rise, matching the logarithmic shape of the long-term electroluminescence increase in F8BT, is simply a shorter time-scale manifestation of the same effect, and that to some extent drive-induced enhancement is present generally across a range of polymers. Such a finding would produce a natural mechanism for the enhancement of efficiency by reverse pre-biasing of polymer LEDs, by analogy with the F8BT case described in this Chapter. Though reported before now, this aspect of device operation has never been assigned a satisfactory explanation.

6.15 Conclusions

The previously unreported reversible enhancement in EL quantum efficiency in F8BT LEDs on driving has been studied and attributed to an enhancement in hole injection properties at the anode. Ionic effects have been ruled out, and the phenomenon has been attributed to trap-assisted enhancement of the local field at the anode.

The effect has been shown to be enhanced, rather than reset, by the subsequent application of reverse bias. Application of this phenomenon under pulsed drive has been shown to provide efficiency improvements without any apparent detriment to the device. Moreover, this improvement has been seen in polymers which did not show any evidence for drive-induced enhancement on the timescales accessible by DC experiment, but which nevertheless showed the logarithmic rise characteristic of drive-induced enhancement when examined under transient pulsed electroluminescence. The reverse-bias enhancement of electroluminescence efficiency, which appears to be part of the drive-induced enhancement effect, is therefore an important consideration for all organic electroluminescence applications.

This is commercially important because many practical products are likely to be driven under pulsed conditions. This work explains for the first time why quantum efficiency is maximised by application of a reverse bias in the off phase. Indeed, it implies that in many cases reverse pre-biasing is required to
optimise the device performance. Such an enhancement in device performance, with no apparent penalty, is of great significance as light-emitting polymer technology continues to find commercial applications.
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7. Conclusions and Further Work

In this Chapter, the major findings of the preceding Chapters are reviewed. Suggestions are put forward for further work which would build on those findings.

7.1 Interactions of PFB and PEDOT:PSS

It was demonstrated that whilst the PEDOT:PSS complex is used as an anode in conjugated polymer LEDs, the PSSH majority component undergoes an electrochemical reaction with PFB when the two materials are in direct contact. The reaction was studied using PDS, and by varying the sample properties it was seen to be:

- Confined to the interface between PFB and PSSH
- Unaffected by baking of the PSSH layer
- No further advanced by annealing the layers in contact
- Activated by light above the band-gap

The reaction was compared to previous work on the degradation of PFB-based devices during electrical driving. Micro-Raman work on degraded devices had revealed a characteristic rebalancing of two particular spectral peaks which indicate the progress of degradation. Electrochemically oxidised PFB shows the same Raman rebalancing as the degraded LED, and similar absorption spectral changes to those seen in PFB in contact with PSSH. Thus electrical degradation, electrochemical oxidation and light-activated PFB-PSSH interaction are all traced to the formation of the same species in the PFB. Those species are suggested to be radical cationic and dicationic states of PFB, induced by the protonic doping of PFB by PSSH.

The PFB:PSSH interface is therefore found to be unstable against changes induced by electrical driving or above band-gap illumination. This is likely to extend to all triarylamine-based polymers in contact with
PSSH, and probably to the small-molecule triarylamines when used in contact with polyaniline doped by the closely-related camphor sulphoninic acid.

7.2 Morphology and electroluminescence transients

A series of devices containing TFB and F8BT were examined under pulsed electroluminescence, revealing a morphology-dependent spike transient at turn-on. The spike was most pronounced in bi-layer devices, and progressively less so through the blend, block copolymer and random copolymer variants.

Simple estimates were made for the electron and hole mobilities in the two polymers by application of the Mott-Gurney equation for space-charge limited currents in unipolar devices. The values found compare favourably with device-based data found in the literature, where available.

\[
\begin{align*}
\mu_e(F8BT) &= 1.2 \times 10^{-4} \text{ cm}^2/\text{Vs} \\
\mu_h(F8BT) &= 4.9 \times 10^{-5} \text{ cm}^2/\text{Vs} \\
\mu_e(TFB) &= 2.0 \times 10^{-6} \text{ cm}^2/\text{Vs} \\
\mu_h(TFB) &= 6.5 \times 10^{-8} \text{ cm}^2/\text{Vs}
\end{align*}
\]

These values were entered into a numerical model which was used to simulate the behaviour of F8BT-only, TFB-only and bi-layer devices. The F8BT-only model showed a good fit to experiment without significant modification. The TFB-only model showed a poor fit to experiment, and this was attributed to the poor extraction of charges from TFB between electrical pulses and a possible underestimate of the hole mobility. The bi-layer model showed clear evidence for the turn-on spike transient, which was not present in the single layer simulations. It correctly predicted both the maximum magnitude of the transient, and the applied bias at which it would occur.

By running the numerical model multiple times to different end-points, the evolution of space charge inside the device could be visualised. The turn-on spike was thus traced to a feedback mechanism between the transport of one charge carrier and the subsequent injection rate of the other. No new physics or hidden device parameters were required to justify the presence of the spike.

7.3 Drive-induced enhancement effect in F8BT LEDs

The behaviour of F8BT-based LEDs at low applied bias was studied. The quantum efficiency of such devices was seen to increase by a factor of up to 60 during the early stages of driving.
The effect was found to be recoverable with resting, heating or illumination of the device, but not by reverse bias application. It was accompanied by very large quantities of charge measured exiting the device during recovery in the dark. There was no measurable change in the photoluminescence efficiency or spectrum, whilst the electroluminescence spectrum suggested a small shift in the recombination zone away from the cathode.

Ionic motions were ruled out by the irreversibility of the effect on application of a reverse bias. A charge trapping model was proposed, probably caused by hole trapping near the anode, in which the large coexistent and non-recombinant electron and hole space charge densities generate a very sharp electric field drop in the region of the anode, due to their imperfect coincidence. The enhanced electric field yields improved hole injection into the polymer, alleviating the limiting step for injection balance and efficient light emission in F8BT devices.

The effect was linked to the previously reported enhancement of electroluminescence in conjugated polymer LEDs through negative pre-biasing of the pixels. It was noted that whilst drive-induced enhancement on the timescale of minutes and hours is confined to F8BT, the negative pre-bias benefits are common to many polymers, and may be attributable in those polymers to an analogous effect with smaller trapping energies and much faster time constants.

7.4 Further investigations

The work presented in this thesis suggests a selection of possible follow-up work.

The investigations of the drive-induced enhancement effect may be followed up by a fuller characterisation of F8BT as a charge-transporting material. Deep-level transient spectroscopy\(^1\) and thermally stimulated currents\(^2\-4\) may yield quantitative data on the trap distributions and a definitive assignment of the enhancement effect to electrons or holes.

The intriguing link between negative pre-biasing of polymer LEDs to enhance efficiency, and the enhancement effect, could be examined in greater detail. A clearer establishment of the link between the two effects in F8BT may lead to an understanding of the processes which enhance efficiency in other polymer LEDs after negative pre-bias.

It may be instructive to measure an F8BT LED in recovery (after driving through the enhancement process), by monitoring the device in the dark with a sensitive photomultiplier tube or other photon detection
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apparatus. If there really are significant quantities of electrons and holes confined Coulombically, then detrapping might be expected to yield a proportion of delayed recombination events and subsequent light emission. This would be a very direct probe of the recovery process.

Pulsed measurements similar to those made in Section 6.10 have been made on F8BT devices before and after degradation (not presented in this thesis). They appear to show that electrical degradation is characterised by an increase in the barrier to hole injection. Further characterisation of this effect may prove instructive, particularly in the light of the protonation experiments in Chapter 4, and the interface dipoles explained in Section 4.6.2 which lead to reduced hole injection in PFB.

In the light of the proposed mechanism for the interaction between PFB and PSSH, it would be interesting to compare the behaviour of other nitrogen-containing polymers such as TFB and the carbazoles.

The pulsed measurements on complex heterostructures would greatly benefit from a model allowing 2- or 3-D distributions of polymer, rather than the simple 1-D model currently employed. Additionally, the freedom to set up any specified start conditions, for example to simulate residual charge distributions from a previous pulse, would be very instructive.

### 7.5 New experiments

A collection of new techniques have been developed during work on this thesis, which show promise for future application in the investigation of polymer LEDs.

The charge modulated PDS experiment has been demonstrated to produce results (e.g. bleaching of the $\pi$-$\pi^*$ absorption) as expected from theory. The experiment should be fully characterised, and the implications of extrinsic phenomena on the data produced should be thoroughly examined.

Although no data was presented in this thesis (except example in Section B.4.1.2), a monochromated transient experiment was designed, built and tested, to allow transient electroluminescence data to be gathered as a function of both time and wavelength. This should prove useful in the investigation of bi-layer LEDs in particular where device evolution may lead to a redistribution of the recombination zone around the heterojunction.

There is an ever-increasing interest in understanding the degradation processes in polymer LEDs. The Test Box provides a useful platform for measurements of drive and resting behaviour over extended periods of
time, with complex drive schemes including pulsed drive, switched drive, constant voltage and constant current all readily accessible.

### 7.6 Conclusions

In conclusion, a number of phenomena associated with the use of polyfluorene-based polymers in LEDs have been investigated. Trapping and degradation have proved to be significant factors in the short-term and long-term evolution of device performance, and a greater understanding of these processes will undoubtedly be gained as the field advances.

Three new experiments have been designed and are available for further investigations.

### 7.7 References

A. The PDS Rig - Notes

In this Appendix, information is presented to assist future users in the maintenance and running of the PDS Rig. The user is referred to Section 3.3.3 for a summary of the principles of operation of the Rig, and the important changes made during the execution of this work.

A.1 Part-by-part Tour

This section lists the main components of the Rig. It is recommended that this be read while looking at the Rig itself.

A.1.1 Computer and software

The Rig runs on a Power Macintosh desktop computer, equipped with GPIB interface for communication with the apparatus. The LabView environment is installed on the computer, and the PDS Rig controller application is a suite of applications which runs within LabView, to control the experiment. The PDS Rig controller application was written by Dr D.S. Thomas, updated and modified by the author.

A.1.2 Heating Beam delivery

The heating beam is generated by a 100 W xenon arc lamp. The lamp housing is custom-built for this application by Light Support Ltd. A dedicated power supply provides two power channels, for the lamp itself and for the cooling fan, controlled by switches on the supply front panel. The chopper wheel is a two-slit (50:50 on/off) foil, mounted on a motor/sensor unit. It has a dedicated controller unit which measures the sensor signal to ensure frequency and phase matching of the wheel with the selected signal. The 13 Hz reference signal is provided externally by the Stanford lock-in amplifier. This frequency is selected to avoid interference from mains hum, and to maximise the signal strength without introducing undue 1/f noise.
The first filter wheel (open to view) is for rejection of higher order diffracted beams, so that for instance an 800 nm beam does not contain a 400 nm component. This is located before the beam enters the monochromator, while the beam is still in air. Ten low-pass filters are present, and as a scan proceeds from short wavelength to long, the filters are introduced in a trailing manner, at <400 nm, 400 nm, 450 nm, 475 nm, 500 nm, 550 nm, 640 nm, 800 nm, 1100 nm and 1950 nm. The filters do not have perfectly sharp cut-offs, and the monochromator passes a range of wavelengths, so introducing a filter at exactly its nominal cut-off point would change the spectral composition of the beam and create an artefact. The stepper motor which turns the filter wheel is driven by the monochromator’s external port. The computer therefore addresses the stepper motor by sending commands to the monochromator. The second filter wheel (inside the bolt-on box at the monochromator’s input slit) contains five neutral density filters and one blank, to allow the beam to be attenuated if it becomes too strong. This wheel is part of the monochromator and is addressed by communication with the monochromator’s interface.

The monochromator contains a 3-sided turret bearing three diffraction gratings. Each grating has a different blaze angle, giving each one an optimal spectral region for operation. Grating 1 is used for the shortest wavelengths. The monochromator also contains an entrance slit and an exit slit, which can be varied in width but not independently. The range available is 50 µm to 2 mm. The widest slits should always be used, to allow the maximum light intensity to pass. This also allows a greater bandpass, which reduces the resolution of the experiment, but not unacceptably so. The monochromator exit slit is equipped with a f/number-matching optic to direct the processed beam into a multimode fibre leading to the optical table.

A.1.3 Probe beam delivery

The probe beam is provided by a fibre-coupled Peltier-cooled laser diode. The beam is delivered to the optical table by fibre to minimise local noise. At the time of writing, the useful life of the original laser had expired, and a replacement is on order from Point Source Ltd.

A.1.4 Optical table

The heating beam arrives (red fibre) and is collimated then split by a glass optical flat. A proportion of the beam goes to the dual photodiode, which is used to normalise the experiment for lamp intensity. This photodiode presents its outputs to the analogue lock-in amplifier. The main beam is focused onto the sample surface. The probe beam arrives (steel-clad fibre) and is directed transversely across the sample surface, at exactly the point where the heating beam hits. It first passes through a cylindrical lens to produce a
squeezed narrow-waist beam where it passes over the sample surface. It proceeds to the paired quadrant photodiode, which detects the beam deflection.

The quadrant photodiode measures the instantaneous left/right position of the probe laser beam. The DC component of this deflection drifts during the course of an experiment, leading to possible signal saturation if the photodiode output drifts too far. (This occurs when the output signal equals the supply voltage). To counteract the DC drift, the photodiode is mounted on an electronic translation stage. A die-cast metal box on the beam generation table selects between “manual” and “automatic” operation. In manual mode, the stage can be moved by use of the hand-held remote controller, also on the beam generation table. In automatic mode, the stage is moved under computer control, by using an output from the Stanford lock-in. Automatic mode must be enabled during an experimental run.

A.1.5 Rack trolley

On the rack trolley are mounted two lock-in amplifiers and a shelf containing several other components. The analogue lock-in takes a sync signal from the Stanford lock-in, and uses it to measure the intensity detected by the dual photodiode, for normalisation purposes. The Stanford lock-in is the main piece of measurement apparatus. It measures the deflection value, and passes this back to the computer. It also measures the output of the analogue lock-in, provides the sync frequency for the whole experiment, and acts as an interface for the electronic translation stage.

The laser diode is kept on the rack shelf. Also present is a power supply which feeds the dual photodiode. A die-cast box contains batteries which provide a very stable power source for the deflection photodiode.

A.2 Replacement parts

Several items can be considered consumables for the PDS Rig.

A.2.1 Batteries

The deflection photodiode requires two PP9 batteries to provide a stable power source. These are housed in the die-cast box on the rack trolley. They require replacement approximately once per month, regardless of the use of the Rig. This is a simple matter of unscrewing the box and replacing the batteries.
A.2.2 Xenon lamp bulb

The bulb in the xenon lamp has a limited lifetime, and once it becomes unstable, noise is introduced into the experiment. Spares should be kept to hand at all times. Depending on usage, bulbs should last between 2 and 6 months.

The bulb required is an “XBO 100 OFR”, manufactured by Osram and available from Light Support Ltd. “100” denotes a 100 W bulb, and “OFR” denotes “ozone free”. The bulb filters out hard UV which otherwise would generate problematic levels of ozone in the lab.

Bulb replacement is not difficult but must be done with care, since the glass envelope contains pressurised xenon and can explode if broken. A leather apron and Kevlar gloves (both available in the support office) and a face shield (kept near the PDS Rig) must be used whenever the lamp housing is taken off.

The lamp must be switched off, completely cooled and disconnected before work begins. Screws on the rear of the housing release the enclosure. (The adjustment allen key on the top of the box must be removed if present to allow the enclosure to lift off.)

![Figure A.1: Inside the lamp housing. The bulb is shown, including fixed clamp (bottom) and wired clamp (top).](image)

The bulb is secured top and bottom by metal rings adjusted with an allen key. The bottom connection of the bulb is fixed, whilst the top connection is free to move (see Figure A.1). Bulbs come in a protective plastic housing, and it may be helpful to re-attach the housing (stored nearby) before removing the old bulb, and keep the new bulb in its housing until after it is installed. To avoid any risk of shattering the bulb, the bottom must be released first and re-secured last, since torque applied at the top of the bulb could break it.
Noting the orientation of the bulb (see the pointed tip inside the bulb), the bottom should be released and lifted free. Only then should the top be released. The new bulb can now be inserted to the top ring, secured, inserted into the bottom ring, and finally secured again. The plastic safety housing can now be removed. The old bulb should be disposed of following current laboratory procedures. The lamp case can finally be re-assembled and screwed shut.

A.2.3 Cuvette

Occasionally the Spectrosil-B cuvette may become damaged or cracked. In such a case, it should be replaced with an exact copy as detailed in the laboratory Equipment Record. Such a replacement cuvette is currently on standby in the lab, and since they are made to order, one should always be kept on hand to avoid delaying experiments.

A.2.4 Fluorinert FC-104™ (3M Corp)

A stock of the deflection fluid, Fluorinert, is available in The Cave and is reserved for PDS use. There should be enough for several years’ use. Fluorinert is no longer in production, and when this runs out, an alternative will have to be found.

A.3 Maintenance

Besides replacement of consumables, the most important maintenance task is to align the beam production optics. This maximises the power throughput, to optimise the strength of the PDS signal and therefore the speed and quality of data acquisition. It should be done whenever the bulb is replaced. Additionally, lifetime-limited components (namely laser and lamp) can be managed to prolong their useful life.

A.3.1 Alignment of optics

The lamp must first be focused to produce maximum flux through the 2mm slit. This is done by focusing onto a blackened screen. Eye protection should be worn, and a welding mask is available for this purpose. The screen should be placed 20 to 25 cm from the front of the lens housing, to ensure the correct beam divergence after passing through the slits. (The lamp must be moved to achieve this.) The rear mirror, used to return light emitted in the backwards direction, must be released and withdrawn as far as possible. The controls for this are on the rear of the housing. The lamp should then be focused by use of the two lenses in
the lens assembly at the front. They are adjusted with plastic knobs on the lower side of the lens assembly tube which should be loosened only enough to allow the lenses to slide. They are not very free-running and may be difficult to adjust. The lamp bulb itself can be moved within the housing, by means of the controls indicated externally. When an image has been satisfactorily formed on the blackened screen, and the lenses fastened into place, the rear mirror can be moved forward until it produces an identical but inverted image, by focusing the reflected light back through the bulb itself. The mirror can be adjusted in the other two dimensions by use of the screws on the rear, to ensure than both images are concentric and providing maximum possible light flux at the centre.

The lamp must now be realigned with the monochromator. The \( f \)/number coupling optic at the exit slit must be removed, so that the outgoing light shines directly onto the curtain beyond. The monochromator should be set to pass light in the green region of the spectrum, for maximum sensitivity by the naked eye. The lamp should now be manoeuvred into place until the maximum amount of light is seen on the curtain beyond. Finally, the \( f \)/number coupling optic must be replaced. It should be adjusted to provide the maximum light throughput to the sample area, which can be achieved by eye, using a piece of white paper to scatter the light at a location behind the sample position where the illumination spot size is suitably large.

**A.3.2 Lifetime of laser and lamp**

The laser and the xenon lamp bulbs have limited lifetimes. The deterioration of the laser is characterised by noise on the lock-in display even without a sample in place. This is due to growing instability in the laser, and the onset appears to be quite sudden. At first it occurs sporadically for short periods, and measurements can be made as long as the instability does not cut in. Eventually, measurement becomes impossible and the laser must be replaced. The laser lifetime can be prolonged by only powering it up as required.

Lamp replacement is inevitable and relatively frequent. Nevertheless, it helps to turn off the lamp power (leaving the fan on at least for a while) when not in use. Lamp degradation can be characterised by a visible instability in the projection of the main beam. This produces power fluctuations at the sample surface which can reduce data quality.

**A.4 Experimental procedure**

The general operation is described in Section 3.3.3.
A.4.1 Software

The LabView environment should be started and the “PDS RIG” Virtual Instrument loaded. This can be found on the local hard drive, inside “New LabView Progs 5/PDS Progs”. Ensuring that all the other apparatus is switched on, the “Play” icon in LabView should be pressed. This will not start a scan, but rather will initialise the program and set up communications with the apparatus. The “Mono Remote” window will appear. This is the control panel for the monochromator, allowing specification of wavelength, grating, order-sorting filter, slit width and attenuation filter. After specifying a quantity, the corresponding “Go” button must be clicked to enact the change. No other change can be made until this is complete. For grating changes, this takes approximately 1 minute. All other changes take a matter of seconds. All these settings can be specified directly on the Mono Remote panel. However, “Filter” is the only one which does not provide feedback to the computer. Thus the computer is unaware of the initial state of this filter, and assumes it is in position 1. It is therefore vital, after checking that the computer believes it is set to filter 1, to manually rotate the filter wheel until this filter is in position. The correct filter, marked on the wheel, is completely transparent in the visible, and located adjacent to filter 10 which appears black. Filter 1 produces a faint blue/purple fluorescence when illuminated by the xenon lamp.

A.4.2 Sample positioning

The aluminium vice containing the sample cuvette is removed by sliding it out of the spring-clamp. This is taken intact to the glovebox (taking care not to pump the port below 0.8 atm, marked as -0.2 on the circular pressure gauge), or wherever the sample is to be exchanged. The cuvette and sample holder are released by loosening the finger-tight screw on top. The sample should be inserted into the sample holder and immersed in Fluorinert in the cuvette. Care should be taken not to crack the cuvette by over-tightening or by inadvertently pumping the pass box down below 0.8 atm when taking it into the glovebox. The entire aluminium vice should be placed back in the spring-loaded clamp, with the front surface of the sample illuminated by the heating beam. The sample stage should be manoeuvred such that the probe laser passes approximately over the surface of the sample.

To prepare for lining up a sample, the “Mono Remote” window should be used to set the slit width to 2000 µm, the grating to 1 (high-energy), the attenuation to 1 (no neutral density filter), the order-sorting filter to 1 (highest energy), and the wavelength near the peak absorption of the polymer, and often in the region of about 440 nm. Note that under manual control, the software does not automatically select a suitable grating for the specified wavelength, even though it does so during experimental operation. Even so, grating 1 should always be used for this step. On the Stanford lock-in the buttons near the top left should be used to set 100 ms time constant and 100 mV sensitivity (see Figure A.2). The translation stage control
should be set to Manual, and the hand-held control used to manoeuvre the translation stage left or right until the DC reading (centre display on lock-in) reads between -1 and +1 V.

![Figure A.2: Front panel of the Stanford lock-in. All settings are as required for alignment.](image)

Now an iterative process begins to optimise the sample position, by maximising the measured deflection on the lock-in. Two controls only are required (see Figure A.3). The $z$-axis control – a micrometer screw – moves the sample backwards and forwards along the $z$-axis (along which the heating beam shines) and the $y$-axis control – a small silver knob – moves the sample about the $y$-axis (vertical). Between these two, the sample can be aligned as close as necessary to the passing probe laser beam.

![Figure A.3: Adjustment controls for aligning sample.](image)

While monitoring the deflection amplitude (left-hand display on the lock-in), the $z$-axis control should be progressively varied until the deflection is maximised. The $y$-control should then be optimised, before repeating the cycle. Whenever the DC value (centre display on lock-in) exceeds ±1 V, the electronic translation stage should be moved electronically to bring it back into alignment. By repeating this cycle, a strong signal of perhaps 10 mV (and certainly more than about 2 mV) should be achieved. When the signal can no longer be increased, alignment is complete. The crane should be used to lower the soundproofing box over the table, before the scan is commenced.
A.4.3 Running a scan

After sample alignment, the scan can be started. The “PDS Rig” window should be brought to the front, and the electronic translation stage controller must be set back to Automatic. A typical set of parameters (see Figure A.4) would be: “eV” (to select measurement following discrete steps in energy), start at 3.2 eV, finish at 0.6 eV, step size 0.01 eV, “TC Adjust” On (to automatically vary the time constant as the experiment increases in sensitivity), “Ave Adjust” On (to automatically increase the number of averages at high sensitivity), and Factor 1. By always scanning the same range of energies in the same step size, one single calibration file can always be used. The “factor” adjustment forces the rig to take that many multiple measurements at each step. Raising it to 2 or even 5 can increase the sensitivity of a noisy scan, but lengthens the acquisition time correspondingly. The boxes at the bottom of the window are prompts for notes on the current sample, which are copied directly into the output file.

![Figure A.4: PDS Rig main screen. Plots appear in the blue panel.](image)

When all settings have been made, the “Start” button can be pressed. The program will prompt for a save location and then proceed to measure, plotting a graph as it goes. The black line represents the “ratio” (see below), which is the best estimate of absorption. It is recommended to save directly to the server. Since data acquisition can take many hours, it is useful to examine the data file remotely by FTP or direct connection to the server, which does not disrupt the scan.

A.5 Calibration and data processing

Although the PDS rig has an internal normalisation process, to account for the spectral features of the xenon lamp, it cannot automatically correct for the sensitivity gradient of the dual photodiode itself (which
performs the normalisation) nor any wavelength-dependence of the cuvette and Fluorinert. Therefore a calibration run is occasionally necessary. This calibration data can then be combined with any experimental scan to give a true representation of the absorption.

### A.5.1 Calibrating the rig

A “black” sample should be prepared, for example lamp black, or black spray paint, on a glass substrate. The purpose is to provide above saturation-level absorption throughout the wavelength range of the rig. A standard scan should be run on this sample, using the same range and spacing of measurements (e.g. 3.2 to 0.6 eV in steps of 0.01 eV) as is used in experimental measurements. The “Ratio” column of this data file provides the calibration data, and should be saved for later use.

Usually the calibration file follows a straight line, and it may be better to replace the measured calibration data with a smoothed data set, to avoid the introduction of unwanted noise. If this is done, then as in this thesis it should be clearly stated. Noise is particularly problematic in such calibration runs because the high signal strength causes a short time-constant to be selected, and may not allow sufficient time for the analogue lock-in to settle after a filter-change. Thus spike-artefacts can be a big problem.

Figure A.5 shows a typical calibration data set, on linear axes, highlighting the danger of introducing unwanted noise if the raw calibration file were used to correct real experimental data. The best-fit straight line (after discarding obvious outliers) is also shown, and this is used for calibrating the real data shown in this thesis, to minimise the introduction of noise.

![Figure A.5: Typical experimentally-obtained calibration data set, and best-fit straight line as used for correcting data in this thesis to avoid introduction of unwanted noise.](image)

The largest noise spikes correspond to filter-changes in the illumination beam.
A.5.2 Data processing

The data file produced by the rig contains multiple columns. The first two columns contain the **wavelength** and **photon energy** at which the measurement was taken. The next column gives the measured **deflection magnitude**, in Volts. Column 4 contains the photodiode signal, which records the **illumination beam intensity**. Column 5 shows the **ratio** of the deflection to the beam intensity – that is, the **corrected deflection** after compensating for the spectral shape of the xenon lamp. Column 6 shows the **phase** data for the measured deflection, which normally measures around 80 to 100° for a strong absorption signal, and does not generally need to be examined in standard PDS. Columns 7 and 8 are reserved for the **calibration** and **absorption** data.

The calibration data should be cut-and-pasted in from a calibration data file using the same range and spacing of measurements. The final column of absorption data is then generated by dividing the “ratio” column by the “calibration” column.

A.5.3 Plotting

If a calibration file is used, the calibrated data should be plotted. Otherwise it may be sufficient to plot the raw “ratio” data. The chosen data must be plotted on a logarithmic y-axis to display the full dynamic range. It is usual to use Energy rather than Wavelength for the x-axis, which should be linear.

A.6 Errors during operation

Few problems should occur during operation. However, certain common problems may be easily rectified with reference to this section.

A.6.1 “Realign”

The PDS Rig status bar (in the main LabView window) displays the current status of the rig. Before the experiment starts, it should display “Ready”. During operation it will most often display “Taking Averages” and “Settle Filters” which are the two most time-consuming processes. “Change Grating” will appear twice during any full-spectrum measurement, for a minute or so each time. When the DC component of deflection goes outside ±1 V, the computer triggers the lock-in to provide a voltage to the translation stage and realign it with the laser beam. If the translation stage is still set to Manual, this will have no effect, and the rig will
get stuck on the “Realign” state. The scan will proceed no further until the translation stage is set back to Automatic. Usually this will happen early in a scan, and the chosen spot on the measured sample may have been exposed to several hours of high-energy excitation by the time the problem is noticed. Therefore it may be preferable to begin re-measurement on a fresh area of the sample.

### A.6.2 No deflection

If no deflection can be detected (left hand display on the lock-in), check the photodiode batteries by moving the electronic translation stage left and right. The DC signal (central display on the lock-in) should move between several volts positive and negative. If no such change is observed, and if the laser is reaching the photodiode and the battery unit knob is switched on (fully clockwise) then the batteries are dead and need replacing. When new they will give maximum deflections of more than ±8 V, but will decay in time. If they go below about ±3 V they should be changed immediately.

### A.6.3 Crashdown

Crashdown refers to a phenomenon seen during PDS measurement where the first few data points show a collapse in the measured signal by an order of magnitude every two steps. The experiment then grinds almost to a halt as it attempts to ramp the sensitivity up to extremely high levels.

The cause of crashdown is actually an overload in the signal. If the signal becomes too large, an error is reported to the controller application, which does not understand error messages. Instead it believes it has seen a signal with zero intensity, and therefore ramps up the sensitivity by ranging down the lock-in. This of course exacerbates the problem. There is no simple solution, however re-booting the lock-in often helps in this situation. Reducing the alignment of the sample can be a last resort, as can beginning the scan at a slightly lower energy.

### A.6.4 Probe laser artefact

A known artefact is sometimes present at 1.85 eV. This is the energy of the probe laser beam, and it can occur if the laser impinges too strongly on the sample surface. The width of the artefact is a useful indicator of the spectral resolution of the rig, since the spectral line-width of the laser is approximately 0.5 nm.
A.6.5 Failure to abort

If the user reaches the “Specify Filename…” stage and then chooses to Cancel in order to modify the scan parameters, the PDS Rig program will nevertheless go ahead and begin to measure, without successfully dumping the results to file. The user must therefore abort the scan when the main display returns.

A.7 Charge Modulated PDS experiment

The Charge Modulated PDS experiment uses a similar experimental set-up to the standard absorption PDS.

A.7.1 Rig conversion

The modification procedure for the Charge Modulated PDS experiment takes only a few minutes.

1. Exchange chopper wheel from 2-slot to 7/5 concentric wheel. (The wheel mounting must be removed from the aluminium bracket, taking care not to bend the wheel itself.) The illumination beam should pass through the inner section of the wheel only.
2. If required, insert cardboard shield to prevent stray light passing through the outer wheel.
3. On Chopper Unit front panel, change from 2-slot to 7/5-slot operation.
4. On Chopper Unit front panel, change from Sync Ext+ to Sync Int, so that the frequency is now specified by the Chopper Unit and not the lock-in amplifier.
5. On Chopper Unit front panel, change mode from H/S to +/-.
6. On Chopper Unit front panel, ensure that frequency is specified as 17 Hz.
7. Connect Drive Box (which powers the test LED) to F\textsubscript{outer} on Chopper Unit front panel.
8. Remove lead which connects Sine Out (on lock-in front panel) to Sync In (on Chopper Unit).
9. Connect Out 1 (on Chopper Unit rear) to Ref In (on lock-in front panel). (Out 1 selects Difference Frequency, Out 2 would select Sum Frequency).
10. On lock-in front panel, change Trig from Sine to Pos Edge.
11. On lock-in front panel, turn OFF Source Internal.

The Rig can be straightforwardly returned to its original state by reversing these steps.
A.7.2 Scan preparation

The sample must be inserted into the powered sample holder (Figure A.6), and due to the non-encapsulated nature of the devices this will usually be done under nitrogen in the glovebox. Note that the holder is currently not well sealed (probably where the wires pass through). Whilst the standard holder remains sealed during pumping to 0.8 atm, the powered holder usually loses most of its Fluorinert. This should be properly sealed if the experiment is to be regularly used.

![Figure A.6: Powered sample holder.](image)

The LED is mounted in the sample holder, and silver dag is used to attach the contacts. The angled position of the LED ensures that the contacts do not obstruct the line-of-sight of the probe laser when it passes transversely across the front. The sample holder is then fixed into the aluminium clamp in reverse orientation, so that the incident heating beam can shine through the hole in the sample holder, and through the back of the device. Due to the protruding wires, the cuvette must be clamped slightly off-centre.

![Figure A.7: The Drive Box, with its lid off.](image)
The Drive Box converts the TTL output of the Chopper Unit into a modulated voltage supply with which to drive the test LED. A circuit diagram is provided in Figure 3.12. The two controls are an on/off switch and a rheostat controlling the voltage regulator. There is a pair of contacts (rear side of the box in Figure A.7) which are not modulated. These are useful for checking the currently-specified voltage, by connecting to a hand-held digital multimeter. The Drive Box is currently powered by a set of batteries, but could easily be modified to run off one of the existing PSUs in the rig.

The aluminium clamp and sample holder is re-inserted into the rig, such that the illumination beam arrives through the back of the sample and the probe laser passes across the front. The sample must be aligned in the rig by eye. This is perhaps the most difficult part, since in normal absorption PDS (as described earlier) the lock-in amplifier can be used. However in this case, no strong signal is expected. Nevertheless, after practice with the normal set-up, a reasonable alignment can be achieved.

A.7.3 Scan execution and data analysis

The scan is performed in precisely the same way as a normal absorption PDS scan (see Section A.4.3). However the photodiode signal data, usually used to normalise for the illumination beam intensity, will be useless. This is because the lock-in frequency is different to the beam chop frequency. Therefore a clean data set should be extracted from a standard absorption PDS measurement, carried out across the same range and spacing of data points, and this employed to manually generate the Ratio column. Calibration for the photodiode response must also take place, and these two could be combined into a single step if many measurements were to be taken.

In analysing the data, the phase information must be considered to ascertain whether the deflection is due to an absorption or an induced transparency. Due to the opposite orientation of the sample, the phase of an absorption is opposite to that in a standard absorption PDS measurement.

A.8 Brief description

The following text appears in a paper in which results from the PDS rig were presented. It provides a brief summary of the rig configuration which may be useful with minimal modification in future.

“Photothermal deflection spectroscopy (PDS) spectra were measured using a setup similar to that described by Jackson et al. The sample was illuminated using a combination of a Light Support MkII 100 W xenon arc source and a CVI DigiKröm DK240 monochromator. The probe beam was supplied by a
**A.9 Program and data files**

The LabView files required to drive the rig are located as described on the local hard disc of the control machine. Copies are also stored on the NT Server, in the shared folder Groups\Optoelectronics\LabView Programs\PDS Rig. This folder also contains a representative calibration file for the system response, and a trace of the lamp intensity as measured by the photodiode. These files should be updated and replaced whenever changes are made to the rig.

**A.10 Late information**

At the time of writing, the probe laser is being replaced and a temporary replacement is in use. The old laser lasted 6 years, although the total lasing time is not known. The new laser has cost £2000 and has already taken more than 6 months to source. The new laser design requires a surface to act as a heat sink, and the temporary laser is working well, housed inside the vibration-proof box, on the air-supported table. The intensity of the present laser saturates both left and right channels on the quadrant photodiode very easily, leaving a net difference signal of either zero, full left or full right, with no intermediate gradation. This is clearly unsatisfactory, so an OD 1.0 neutral density filter has been attached at the laser aperture to reduce the intensity and prevent photodiode saturation.

**A.11 References**

B. The Pulse Rig - Notes

This Appendix describes the Pulse Rig and provides instructions on usage and maintenance for future users.

B.1 Part-by-part tour

This section lists the main components of the Rig.

B.1.1 Computer and software

The rig runs on an IBM-compatible PC, running Windows, and the control software runs under the LabView environment. This computer is shared between the Pulse Rig and the Test Box. The control applications include parts written by Dr N. C. Greenham, Dr D. J. Pinner, and by the author. The computer controls both drive and detection sides of the apparatus.

B.1.2 Drive side

The drive side of the apparatus includes all those parts required to deliver a voltage pulse to the test LED.

B.1.2.1 Pulse Rig

The Pulse Rig itself is a custom-built board as described in Section 3.4.4. It takes inputs at 0 V and +12 V (logic), 0 V and +HV (output pulse amplitude) and 0 V and +10 V (modulated input, to trigger pulse output). The board shown in Figure B.1, when built into its vacuum chamber, has two further components. A drain resistor (explained in Section 3.4.4.2) is placed across the output contacts in the bottom right hand corner of the image. This is required to discharge the device and drain any remaining charge during the off
phase. Additionally, a damping resistor (Section 3.4.4.3) is placed between one of the outputs and the test LED (but before the drain resistor), to critically damp the system and prevent the resonant LCR oscillations which otherwise occur.

![Figure B.1: The Pulse Rig board, with MOSFET located centrally.](image)

### B.1.2.2 Vacuum chamber

The Pulse Rig is housed in a vacuum chamber, shown in Figure B.2, which can be sealed and evacuated for the measurement of non-encapsulated devices. A cold finger is also present, attached to a liquid nitrogen reservoir, to facilitate low temperature measurements. For this purpose a thermocouple is available.

![Figure B.2: The Pulse Rig vacuum chamber, showing Pulse Rig Board (centre), internal sample holder (left, device faces through window), current probe threaded by anode wire (left), liquid nitrogen reservoir (top left), external connections (top), voltage probe (uncoupled, top, with yellow sleeve) and vacuum connector (right).](image)

A copper-block device holder is provided which provides contacts to all 8 pixels (and the ITO stripe) via centre-located pins. Pixel selections are made by attaching the supply contacts to the desired pair of pins. The copper block mounts on the cold finger, and provides a docking hole for the thermocouple. The disadvantage of using the vacuum chamber is that it must be returned to air pressure (and room...
temperature) and opened in order to change the selected pixel. With 8 pixels on a single device this is time-
consuming, and so the vacuum chamber is now used as a last resort only when low-temperature
measurements are required. At all other times it serves solely as a convenient housing for the rig
components.

B.1.2.3 ZIF sockets

A pair of modified ZIF (Zero Insertion Force) sockets have been prepared for the rig. These allow
encapsulated devices to be easily attached to the Rig, and the pins on the rear allow pixel selection.

B.1.2.4 Red Function Generator

The main function generator provides the trigger signal for the Pulse Rig. It can be set manually using the
front panel, or remotely from the computer. A Disable button on the front panel allows for quick switching
of the pulse train. The adjacent “Complement” button reverses the on and off phases, which can be
catastrophic when a 0.1 % duty cycle is exchanged for a 99.9 % duty cycle. This button is therefore covered
to prevent accidental selection. The function generator produces two outputs. A trigger output synchronises
the oscilloscope, and the main output goes to the Pulse Rig. This main output can be used to trigger the Rig
(at 5–10 V on, vs 0 V off), or to drive the LED of interest directly, which allows a specified voltage (not
just 0 V) to be chosen in the “off” phase. This is required for pre-bias experiments.

B.1.2.5 Green Function Generator

This function generator is used to trigger the red function generator when a train of pulses is required. No
such measurements have been presented in this thesis. However the technique is available and therefore
documented here. This function generator can also be operated under computer control.

B.1.2.6 Logic power supply

The logic power supply provides a 0 V and +12 V supply for the logic circuits on the pulse rig board. It also
incorporates a high-voltage supply capable of providing 1 V to 300 V in 1 V increments, for use as the
device drive source in the on-phase. However such high voltages are not currently required, whilst 1 V is
too coarse for present experiments. This section of the power supply is therefore not currently used.
B.1.2.7 Drive power supply

This variable power supply provides the drive for the device in the on phase, with a readout accurate to 0.1 V and a range from 0 V to 150 V. The current can also be limited at will. The front-panel terminals of the PSU are festooned with electrolytic capacitors to prevent any electrical droop while the device draws power. The power supply is not computer controllable, and is therefore always specified manually.

B.1.3 Detection side

The detection side comprises all those components which measure the state of the test LED.

B.1.3.1 Photomultiplier Tube

The PMT is used on its lowest sensitivity, and provides a fast response to changes in the light output from the LED. The PMT power supply is set to produce a 900 V potential for the PMT. The PMT is believed to behave linearly with output potentials of up to 50-80 mV. Any higher outputs should be suppressed by reducing the incident light intensity at the PMT aperture.

B.1.3.2 Voltage probe

A voltage probe is attached to the outputs, and produces a real-time output of the voltage presented at the LED contacts. The output must be multiplied by 10 to yield the actual voltage registered.

B.1.3.3 Current probe

An inductive current probe is provided, through which one of the two LED contacts must pass. A real-time output is obtained which must be multiplied by 5 A/V to yield the actual current registered. The probe saturates at approximately 50 µAs. In normal use, such conditions are not experienced in the Pulse Rig.

B.1.3.4 Digital Oscilloscope

The digital oscilloscope is the heart of the measurement apparatus. It has two channels, usually employed for Light and Current, but one of these can be exchanged to measure Voltage. Both PMT and voltage probe require the input impedance for that channel to be set to 1 MΩ, whilst the current probe requires 50 Ω. The
scope is usually set to average a number of measurements, typically 256, 512 or 1024. Data is acquired remotely from the PC, which causes the scope to clear its registers, collect a new set of data (with however many averages are specified by the computer) and send this data to the PC. Timebase and channel sensitivity are set locally, and are preserved during data acquisition.

Data exceeding the limits set by the top and bottom of the screen are designated out-of-range, and are automatically snapped to the screen limits. For individual measurements, or for very large excesses, this is visible as an obvious clipping at top and bottom. However for noisy data sets, the noise can be clipped, leading to a final average which contains clipped data, and is thus artificially low. This can be checked by pressing the “Clear Display” button, which clears all registers. The first few averages can then be seen on screen, and any clipping easily spotted.

**B.1.3.5 Thermocouple sensor**

The thermocouple sensor provides a direct readout in °C, for monitoring the device temperature during low-temperature measurements. There is no computer interface, so the value must be read off the digital display.

**B.1.3.6 High-speed amplifier**

A custom-built amplifier is available for pre-amplification of any one channel (usually current) before it enters the oscilloscope. The amplification magnitude is graduated in dB.

**B.1.3.7 Monochromator**

A CVI Digikröm DK240 monochromator has successfully been used to wavelength-select LED emission before measurement by the PMT.

**B.2 Replacement parts**

Barring the failure of individual components (see Section B.6.1 below), there are no consumables required during the normal use of the Pulse Rig.
B.3 Maintenance

Certain problems can arise during use of the Pulse Rig which need attention.

B.3.1 Oscillatory ringing

It is inevitable that there is an LCR component to the rig outputs, which is susceptible to oscillatory ringing effects. A damping resistor is included in series with the output, to critically damp the system. This should be varied according to the nature of the device under test.

B.3.2 Wire failure

The low-R silver coax cables used in parts of the rig are robust only when protected from folding by their plastic sleeves. When the cable ends are deliberately separated (e.g. to lead to a device) the softness of the silver becomes an issue and these wires are prone to fatigue, especially where they meet solid connectors. To avoid repeated replacement, the wires can be coated with a rubber cement, especially at junctions, to prevent excessive flexing.

B.4 Experimental procedures

The general operation is described in Section 3.4.4.

B.4.1 Software

The programs required to drive the Rig are located on the C drive of the adjacent PC. The LabView environment should first be started, and then the desired program or programs for drive and detection loaded. A series of such programs are available.

B.4.1.1 Basic data acquisition

The latest version of this program is called Pulse5c.vi. This VI was written by the author, but makes use of the oscilloscope data acquisition VI written by Dr N.C. Greenham. The front-end is shown in Figure B.3.
After loading, the LabView Play button must be pressed to activate the VI. Two options are then available, selected by radio button. The right-hand option, “Single Scan” is the most basic method of data collection. The number of averages to be collected is specified, as is a “Wait” time in milliseconds (largely redundant) for specifying any required delay between starting the process and beginning the collection of real data.

Pressing Start, the user is then prompted to specify a filename. On accepting the filename, the process begins, starting with the specified Wait and then collecting the requisite number of averages by querying the oscilloscope. The scope clears its registers and collects a fresh set of data. All other scope parameters are unchanged by this interrogation.

“Equally Spaced Readings” allows a specified number of separate data sets to be collected, at specified time intervals. Since each measurement takes some time to acquire, the intervals specified are between successive starts-of-measurement, rather than defining the gap between measurements. This allows for accurate indication of the total time elapsed. Once again the required number of averages must be specified. Additionally a number of measurements, and a spacing between measurements (in seconds) are chosen. A “Headstart” parameter allows each measurement to be triggered a specified number of seconds early, so that averaged measurements (which can take tens of seconds to acquire) can be made not to lag the recorded time of measurement. A countdown timer, defaulting to 10 s, allows the operator to begin device drive manually at the exact moment of the start of the first measurement.

On pressing the Start button, the user is prompted to specify a folder name into which the data files will be placed. Each data file will be named according to a “00h00m30s” style format. When the folder name has been accepted, the countdown begins with a visual and audio prompt, so that the user can accurately determine the moment at which device drive should begin.
B.4.1.2 Data acquisition through monochromator

A program entitled Pulse.vi exists to allow data to be collected through a monochromator. This set-up allows both spectral and temporal transients to be elucidated, as demonstrated in Figure B.4. This VI was written by the author, but makes use of the oscilloscope data acquisition VI written by Dr N.C. Greenham and the monochromator access VIs written by Dr D.S. Thomas.

A CVI Digikröm DK240, identical to that used in the PDS Rig, was used to set up this experiment. This monochromator has a hand-held console used to specify aspects of the monochromator set-up, such as slit width. The wavelength and (if desired) the grating is chosen under computer control. The program, seen in Figure B.5, is designed to automatically select the most suitable grating for the chosen wavelength. (Grating 1 below 830nm, grating 2 below 1600nm, grating 3 otherwise.) In practice, therefore, only grating 1 is used. Nevertheless, a “Freeze Grating” toggle is available to prevent the computer from changing gratings.
Again, the LabView Play button must be pressed to initialise the VI. Three radio-button options are available. “Single Scan” works identically to the single scan option in the basic acquisition program, except that it first directs the monochromator to the specified wavelength. A single file (name chosen by the user) is generated by this option. “Spectrum Scan” is similar to the equally-spaced readings option in the basic acquisition program, except that instead of time-steps, wavelength steps are specified. A start and end wavelength is chosen, along with either a number of steps, or a step size. A series of files, named for example “520nm” are generated in the folder designated by the user.

B.4.1.3 Multiple pulse operation

The latest version of this program, seen in Figure B.6, is titled BOTH HPsAc.vi. It is used in the special situation where a train of a specified number of pulses is required, repeated at a specified interval. This VI was written by Dr D.J. Pinner and extensively modified by the author.

![Figure B.6: Multiple pulse control VI.]

Again, the VI must be initialised by pressing the LabView Play button. When Burst Mode: Triggered is specified, the lower-left panel turns on, providing a helpful summary of the currently-specified pulse train. This is the configuration required to achieve multi-pulse trains. The width of each individual pulse is specified through the red function generator, by using the second panel on the right hand side of the VI window. The number of pulses in each train is specified under “Burst Count” on the left hand side of the window. The time between pulses in a train (start-to-start) is specified as a frequency in the “Frequency” box on the left hand side. The box immediately below changes to reflect the implied time period. The time between trains (start-to-start) is also specified as a frequency, in the “Burst Rate” box. Again, the implied time is automatically calculated below. The duty cycle in the currently selected scheme is specified near the
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bottom left of the window. The summary panel below shows a numerical schematic of the selection, which is underlined in red if a clash occurs between adjacent pulses or adjacent trains.

When the scheme is ready, it can be uploaded to the two function generators by pressing the green “Go” button. For a second or more during this process, the red function generator output goes high, putting the test LED into DC at the currently selected drive voltage. This could potentially destroy the LED, so it is recommended to turn off the PSU while the function generators are programmed. After automatic programming of the function generators, they are left in Remote mode. The front panel buttons are therefore disabled until the “Local” button on the front panel is pressed.

B.4.2 Encapsulated devices

Encapsulated devices are straightforward to measure. The device legs are inserted into the ZIF sockets, and the Pulse Rig output connections slid onto the chosen pins on the rear of the sockets, to specify the correct pixel. If a current measurement is required, one of the connections should be threaded through the hole in the current probe. The LED is then held in place, usually with Blu-Tac in a vertical orientation on an xyz translation-stage, and the PMT manoeuvred into position. When required, neutral density filters (to reduce the incident light intensity) are affixed with Blu-Tac directly to the front of the PMT. The apparatus is covered with a heavy black cloth to reduce stray light, and only then should the PMT be powered up.

B.4.3 Non-encapsulated devices

Non-encapsulated devices must be transported through air into the Pulse Rig vacuum chamber. Silver dag contacts should have been made centrally, and the device should be placed contacts-down onto the copper-block device holder, and the screws tightened. The pins on the holder are sprung to ensure good contact. The copper block is attached to the cold-finger of the cryostat, to hold it in place, and if the cryostat is to be used, the thermocouple is inserted into the hole in the side of the block. Pixel selections are made by attaching the Pulse Rig outputs to the chosen pins. The chamber is sealed by affixing the cover, and then pumped down with the trolley-mounted turbo pump. If required, liquid nitrogen can be introduced to the cryostat. The PMT can now be positioned against the viewing window, covered, and powered up.

B.4.4 Drive and data collection

The drive cycle is specified on the front panel of the red function generator. In order to correctly trigger the Pulse Rig, 10 V (or at least 5 V) pulses are used, with 0 V in the off phase. This is specified by selecting
“AMP” = 5.0 V and “OFS” = 2.5 V. Pulse length and repeat rate can be independently varied from the front panel. The function generator output can be halted and re-started by use of the “Disable” button. Pulse height is specified on the variable PSU.

The oscilloscope must be adjusted to display the region of interest. Several adjustment modes are available (eg timebase, channel), and within each mode the column of buttons at the left takes on the function detailed on the adjacent section of the screen. The touch-wheel allows the currently-selected parameter to be varied up or down. When the desired data can be seen on the scope screen, data acquisition can proceed by use of one of the VIs for that purpose.

**B.4.5 Direct drive**

In some circumstances it is desirable to drive the test device directly off the red function generator, bypassing the Pulse Rig board. This is particularly useful when a pre-bias is required, since the red function generator can be used to specify a bias for both “on” and “off” states. A separate BNC connector is provided on the top of the Pulse Rig chamber, directly wired to a pair of slip-on contacts identical to those emerging from the Pulse Rig itself. The red function generator signal cable can be moved to this position to effect direct drive.

**B.5 Data processing**

The generated data files are very simple, containing time (seconds) in column one, and signal level (Volts) in columns two and three. Voltage and current data must be converted using the factors described in Section B.1.3 above. Light intensity data is currently not calibrated, although with the aid of a known source, this could be done.

**B.6 Problems during operation**

A number of known problems occur from time to time and can be easily isolated.

**B.6.1 PSU fuse**

The variable PSU is internally fused, and this fuse sometimes fails. A spare should be kept near the Rig.
B.6.2 Electrical interference

Direct electrical interference through the metal table can cause the PMT output to become slewed. Isolating the PMT by inserting a sheet of paper between the table and the metal clamp seems to help. The PMT housing should also be prevented from contacting the aluminium Pulse Rig chamber.

B.6.3 Failure of multiple pulse trains

The trigger level on the red function generator is easily disturbed, and may have to be re-adjusted to ensure accurate triggering.

B.7 Program files

A full set of the latest VIs for driving the rig are kept on the OE NT Server under Groups\Optoelectronics\LabView Programs. These should be kept up-to-date.
C. The Test Box - Notes

This Appendix describes the maintenance and detailed operation of the Test Box. An overview of the Test Box is presented in Section 3.4.5, including full circuit diagrams. That Section also includes a review of the possible experimental arrangements. This Appendix provides further detail.

C.1 Part-by-part tour

The Test Box comprises the box, the drive apparatus, the measurement apparatus and the control computer.

C.1.1 Computer and software

A PC-compatible machine running the LabView environment is currently responsible for controlling the Test Box. This computer is shared with the Pulse Rig. The computer does not interface with the Test Box, but talks to various GPIB-enabled source/measure units which themselves supply or probe the Test Box.

C.1.2 The Test Box

The Test Box is housed in a die-cast box with multiple external connections and controls, as well as internal access to the LED mounting point, as seen in Figure 3.10. The box provides a socket for one large encapsulated device to be tested, an internal variable-voltage power source to drive the device under constant-voltage DC conditions, and a large-area Si photodiode with a smoothed output, to measure the light intensity. Further controls allow pixel selection (knob), complete device disconnection (switch), burst reconnection (sprung button), internal voltage supply control (knob) and external source selection (switch). External connectors are provided for power input (0 V, ±12 V), external drive (labelled “Pulse”), DC Voltage (for sampling the currently selected voltage from the internal source) and Output Voltage (for measurement of the output from the photodiode circuitry).
C.1.3 Digital multimeters

Two HP 34401A digital multimeters are used in the rig. One connects to the photodiode output of the Test Box, and is used to measure the light intensity. The other is optional, and can be used in the case of constant current measurements to simultaneously monitor the applied voltage.

C.1.4 Electrometer

A Keithley 6517A electrometer can be used as a switchable constant voltage source. This is useful when a computer-controlled drive modulation is required. The electrometer is also used in charge measurement mode to monitor the charge backflow from a device after driving.

C.1.5 Constant current source

A Keithley 220 programmable current source is used when constant-current drive is required. It does not have a GPIB interface, but can be tripped on and off by using the electrometer voltage-source to provide a switching signal. Alternatively it can be manually initialised at the start of a measurement.

C.1.6 PSU

The PSU provides the power required for the internal voltage regulator on the Test Box board, as well as the op-amp in the smoothing circuitry.

C.1.7 The Pulse Rig

The Pulse Rig, or alternatively just the red function generator from the Pulse Rig, can be used as an external source to monitor the long-term EL evolution under pulsed drive.

C.1.8 Adaptors

There are a number of adaptors designed to modify the operation of the Test Box.
C.1.8.1 Small substrate adaptor

This adaptor mimics the form factor of the large substrates, but contains sockets for the insertion of small encapsulated devices, as shown in Figure C.1.

![Small substrate adaptor, with a small device mounted in place.]

Large devices have a common cathode, and pixel-specific anode, whereas small devices have the reverse configuration. Therefore the internal voltage source is not suitable for use with this adaptor. It may be advantageous to build a new switch into the box to allow polarity reversal.

C.1.8.2 Pulse input adaptor

This adaptor, seen in Figure C.2 (front), modifies the PYE-type external source input, so that it will accept the slip-on contacts provided by the Pulse Rig.

![Pulse input adaptor (front) and polarity adaptor (back).]

C.1.8.3 Polarity reversing adaptor

This adaptor, seen in Figure C.2 (rear), reverses the polarity of the external input. When switching between large and small substrates, this avoids having to re-configure the outputs on the source unit.
C.2 Replacement parts and maintenance

There are no routine consumables for the rig, but certain parts require periodic attention.

C.2.1 Large-area Si photodiode

The photodiode performance may degrade, particularly if surface contamination becomes a problem. Replacements are kept near the Test Box.

C.2.2 Electrolytic feedback capacitor

In certain circumstances it has been useful to temporarily remove the electrolytic capacitor used for averaging purposes in the op-amp circuit. The presence of this capacitor should be checked before measurements are taken.

C.2.3 Feedback resistor

Experiments have shown that the feedback resistor on the Test Box is currently, at 10 kΩ, not large enough to provide adequate amplification through the op-amp. This resistor should be changed at the earliest opportunity for a 100 kΩ or 1 MΩ component.

C.2.4 Op-amp circuitry

The op-amp circuitry should be reviewed to ensure optimal operation. It appears that when the op-amp is not powered, the magnitude of signal from the photodiode alone exceeds that seen when the op-amp is in use. There is clear scope for improvement in the function of this part of the rig, and although it functions adequately, the performance should be much improved if this is addressed.

C.3 Experimental procedure

The operation of the Test Box is largely described in Section 3.4.5. Further details are given here.
C.3.1 Software

The latest version of the LabView controller application is entitled testbox8.vi. This VI, pictured in Figure C.3, was written by the author to control the experiment. Since the Test Box is designed to measure time-evolution of device parameters, there is no option for a “single scan”. All measurements are part of an “Equally Spaced Readings” series. The software is designed to measure a series of data points in the on-state, and optionally to rest the device for a period and then repeat the measurements. The “Cycles” setting specifies the number of on/off cycles to be tested, and for a single DC measurement this should be set to 1.

![LabView interface for Test Box.](image)

Timings are based around a standard “Time Unit” specified in the designated box. Measurement then proceeds at time intervals based on this unit, with measurements taken at the end of each unit until the specified number of “Units On” has elapsed. This is followed by a number of “Units Off” during which no measurements are taken. The time unit should be set no lower than 5 s to allow time for data acquisition.

The “Zero Offset” box allows the zero-error on the Test Box to be compensated. With the Test Box closed and the device inactive, the dark signal should be read off the DMM and entered into this box. The GPIB addresses of the three addressable units are specified in the relevant boxes. Note that the format for the Electrometer GPIB address is different from the format for the two DMMs. “DMM” is designated as the DMM which measures the photodiode output. “DMM2”, when present and when the relevant check-box is crossed, is the one which measures the actual applied voltage during constant-current measurements. The “Pixel Area” box is redundant.

C.3.2 Experiment configuration

Of the three measurement schemes outlined in Section 3.4.5.2, the required configurations are.
A) Constant Voltage

DMM required, and “Constant Voltage” selected on VI. Voltage is provided internally from Test Box source, or externally if desired, but not under computer control.

B) Modulated Constant Voltage

DMM and electrometer required, with “Constant Voltage” selected on VI. Voltage is provided externally by the electrometer’s voltage source. This must be set to the desired voltage and then de-activated (on the front panel) before measurement commences. The driver application will automatically turn the test LED on and off according to the drive scheme specified.

C) Modulated Constant Current

DMM required (DMM2 optional). Electrometer voltage source set to provide +5 V to the current source trigger input, and then de-activated. Current source must be put in “Step” mode, with the first step specified as 0 mA for 1 s, and second step specified as $x$ mA for 1 s, where $x$ is the required current, calculated to provide the desired current density for the size of the currently selected pixel. Voltage limits should be set as required. The “Operate” light should be activated, and a check made that the “Start/Stop” button trips the current source on and off. The source should be left in the off state. The driver application will then use the electrometer voltage source to trip the current source on and off according to the drive scheme specified.

When DMM2 is to be used to acquire applied voltage data, the box should be checked and the basic time unit set no lower than 8 s, to allow time for data acquisition from both sources. For constant current measurements without modulation, it is sufficient to omit the electrometer, and trigger the current source manually. The VI will not fail even if it receives no response from the electrometer.

C.3.3 Running a scan

The test LED should be placed in the rig, using the adaptor if necessary, and the source/measure units configured to provide the required drive source. The chosen pixel should be selected on the front of the Test Box. Only after the lid is closed should the box be powered up. The experiment can then be begun under computer control.
C.4 Data analysis

Data files contain two or three columns. The first column is the time data, the second column is the luminance data, and the third column, when present, is the applied voltage. If absolute values of luminance are to be extracted from the data, then the Test Box must be recalibrated after any changes to the apparatus.

C.5 Charge backflow experiment

The charge backflow experiment is performed using the Test Box and the electrometer, first driving the device and then draining it through the electrometer. The most effective method is to connect the electrometer to the external drive contacts, and then drive the device using the internal voltage source. The switch can then be flipped to change almost instantaneously from drive to drain.

The LabView program required is called electro2.vi, shown in Figure C.4, and is based on the Pulse Rig data acquisition VI. (The “Averages” boxes are still present, and are redundant. The “Single Scan” option is also essentially redundant, since this experiment is only useful when a series of measurements are collected.)

![Figure C.4: Charge backflow controller application.](image)

The electrometer must be manually configured into Q-mode, since the VI acquires data by reading and interpreting the front-panel display contents, rather than requesting a particular data type. The resulting data file contains a pair of columns, detailing the time of measurement and the accumulated charge measured.

An underlying approximately linear drift is present in such measurements, and should be eliminated during the data processing stage.
C.6 Program files

Up-to-date copies of all LabView programs should be kept on the OE NT Server in the Groups\Optoelectronics\LabView Programs folder.