**Wall lizards display conspicuous signals to conspecifics and reduce detection by avian predators**

**Supplementary Information**

**1. Linearization process and illumination conditions for calibrating images**

Nearly all cameras show a non-linear response in image value to changes in light levels that needs linearizing before accurate data can be obtained (e.g. Westland & Ripamonti, 2004; Stevens et al. 2007; Garcia et al. 2013, 2014). As with past work (e.g. Stevens et al. 2014), we calculated the response of our camera (in terms of image pixel values) to a set of eight Spectralon grey standards with varying reflectance values between 2-99% and wrote a linearization file for MATLAB. Previous tests of this and similar linearization processes under a range of light conditions have found them to be highly robust (Stevens et al. 2007; Pike, 2011; Garcia et al. 2014). The linearization process we used in the present study has been found to be extremely accurate, with R2 values always > 0.99 for each image channel.

**2. Camera to animal colour space mapping procedure**

Cameras are increasingly being used to study animal coloration, and tests show that they can reliably be used to convert coloration to receiver (predator and conspecific) vision (e.g. Párraga et al. 2002; Stevens & Cuthill 2006; Pike 2011; Stevens et al. 2014). The key to this procedure is that, rather than analysing similarities between camera and animal spectral sensitivities, it converts coloration from camera colour space to animal colour space based on the spectral sensitivities of both systems (i.e. the relative sensitivity of the camera’s sensors and the animal’s photoreceptors). This ‘mapping’ procedure has been extensively described elsewhere (see Westland & Ripamonti, 2004; Pike, 2011; Stevens et al. 2007; Stevens & Cuthill 2006) so we do not repeat the detail here. Below we outline the key steps we used to map images of *Podarcis erhardii* to animal colour space, involving a) derivation of the spectral sensitivity of our camera, b) mapping procedure and c) verifying the accuracy of the mapping procedure.

**a) Derivation of camera sensitivity functions**

The first step involved quantifying the spectral sensitivity of our camera’s sensors. Here, we used a combination of old and new techniques, the latter that we have recently developed in our lab (J Troscianko & M Stevens, in prep). Older approaches have worked by taking photographs of a standard object through a set of interference bandpass filters combined with measurements of irradiance (e.g. Párraga et al. 2002; Stevens & Cuthill 2006), or by calculating sensitivity curves based on taking photographs of a set of coloured standards and using a quadratic programming procedure to estimate curves (Pike, 2011). These two approaches show a close correspondence with each other (Pike, 2011), and with our new procedure.

Our new method essentially converts the camera into a spectrophotometer by placing a pair of dispersing prisms or a diffraction grating between the lens elements and camera sensor. The lens (and any desired filters) was arranged so that they focused a narrow beam of full-spectrum light on to the camera sensor. Calibration of wavelength locations on the sensor was achieved by using a light source that has peaks at known locations. Calibration of the camera's sensitivity to these known wavelengths was then calculated (Figure S1). The diffraction grating methodology to calculate camera sensitivity has an advantage over the Pike method in that it requires no prior information about the shape (for example, number of peaks) in the camera's sensitivity functions.



Figure S1: Showing (normalized, max value=1) spectral sensitivity of the LW, MW, SW and UVsensors of the Fuji ISPro ISO400 camera used to photograph images of *Podarcis erhardii* for subsequent mapping to animal colour space.

**b) Mapping from camera colour space to animal colour space**

Once we had obtained the spectral sensitivity of our camera’s sensors, we were then able to implement the mapping procedure. This followed previous methods we, and others, have used based on a polynomial equation (Westland & Ripamonti, 2004; Stevens & Cuthill 2006; Stevens et al. 2007; Pike, 2011; Stevens et al. 2014). Here, our model is generated to convert to animal cone-catch quanta based on a dataset of >3000 natural spectra, and converted from camera colour space to peafowl *Pavo cristatus* VS (“avian predator”) and to *Anolis lineatopus* (“lizard conspecific”) colour space, using the spectral sensitivities of their photoreceptors (Figure S2). An example of an in situimage of *P. erhardii* mapped to peafowl and *A. lineatopus* colour space is shown in Figure 5 in the main manuscript.

**A) Peafowl (*Pavo cristatus*)**  

**B) *Anolis lineatopus***



Figure S2: Showing (normalized, max value=1) spectral sensitivity of the LW, MW, SW and UV/Vphotoreceptors of A) peafowl (*Pavo cristatus*) (Hart, 2002)andB)a Caribbean anoline lizard (*Anolis lineatopus*) (Loew et al.2002) used to map *Podarcis erhardii* coloration from camera (Fuji ISPro) to *P. cristatus* (“avian predator”) and to *A. lineatopus* (“lizard conspecific”) colour space.

**c) The accuracy of the mapping procedure**

We have tested the accuracy of this mapping technique for a number of cameras by comparing camera-based cone-catch estimates for a given species (e.g. peafowl) with spectrophotometer-based cone-catch estimates of a colour-chart to verify accuracy. We find R2 values for the channels ranging from 0.96 to 0.98 – i.e. extremely close in predicted cone catch values to those obtained with a spectrometer, with the latter also likely to have other sources of error associated (Stevens et al. 2014). Earlier work has also shown the mapping technique to be highly accurate (Stevens & Cuthill, 2006; Pike, 2011).

We note that the above methods of calculating camera sensitivity curves also include the transmission of the filters (UV blocking for the RGB, and UV pass for the UV, of which the red sensor is most sensitive) and the lens (which transmits UV light).
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