Bayesian Inference of Accurate Population Sizes and FRET Efficiencies from Single Diffusing Biomolecules

Rebecca R. Murphy,† George Danezis,‡ Mathew H. Horrocks,† Sophie E. Jackson,† and David Klenerman*†

†Department of Chemistry, University of Cambridge, Cambridge CB2 1EW, United Kingdom
‡Department of Computer Science, University College London, London WC1E 6BT, United Kingdom

Supporting Information

ABSTRACT: It is of significant biophysical interest to obtain accurate intramolecular distance information and population sizes from single-molecule Förster resonance energy transfer (smFRET) data obtained from biomolecules in solution. Experimental methods of increasing cost and complexity are being developed to improve the accuracy and precision of data collection. However, the analysis of smFRET data sets currently relies on simplistic, and often arbitrary methods, for the selection and denoising of fluorescent bursts. Although these methods are satisfactory for the analysis of simple, low-noise systems with intermediate FRET efficiencies, they display systematic inaccuracies when applied to more complex systems. We have developed an inference method for the analysis of smFRET data from solution studies based on rigorous model-based Bayesian techniques. We implement a Monte Carlo Markov chain (MCMC) based algorithm that simultaneously estimates population sizes and intramolecular distance information directly from a raw smFRET data set, with no intermediate event selection and denoising steps. Here, we present both our parametric model of the smFRET process and the algorithm developed for data analysis. We test the algorithm using a combination of simulated data sets and data from dual-labeled DNA molecules. We demonstrate that our model-based method systematically outperforms threshold-based techniques in accurately inferring both population sizes and intramolecular distances.

Förster resonance energy transfer (FRET) is a powerful technique for studying biological systems at the level of single molecules. Since the first demonstration that FRET could quantify the distance between two fluorescent dyes,† single-molecule FRET (smFRET) has become a popular tool to investigate the structure and dynamics of individual biomolecules, either immobilized on a surface‡−¶ or diffusing in solution.¶−⁴

FRET is a nonradiative energy transfer from a donor (D) to an acceptor fluorophore (A), where the efficiency of energy transfer (the FRET efficiency, $E$) depends on their separation, $r$

$$E = \frac{1}{1 + \left(\frac{r}{R_0}\right)^6}$$

where $R_0$ is the distance for which the transfer efficiency is 50%.

In a diffusion based smFRET experiment, photons emitted from the donor and acceptor fluorophores are collected in a continuous stream and time binned on a time scale comparable with the average dwell time of a molecule diffusing through the confocal volume. Time bins containing photons from a fluorescent burst are identified by applying a threshold,⁸−¹⁰ and selected bursts are denoised.¹¹ FRET efficiencies are calculated for the denoised bins using

$$E = \frac{n_A}{n_A + \gamma n_D}$$

for $n_A$ and $n_D$ photons in the acceptor and donor channels, respectively, and $\gamma$, an experimentally determined instrument-dependent correction factor. Histograms constructed from the calculated FRET efficiencies are fitted with Gaussian distributions to identify fluorescent populations.¹

Determining intramolecular distance information and population sizes from smFRET experiments, however, remains challenging,¹¹ as incomplete sample labeling, photophysical artifacts, unequal photon detection, and the stochastic nature of diffusion through the confocal volume¹¹ as well as linker dynamics¹² hamper development of quantitative smFRET experiments. Many innovative techniques have been developed to address these challenges and improve data quality. Using smFRET data to constrain molecular dynamics simulations can improve accuracy of structural information.¹³,¹⁴ Linear flow has been used to reduce heterogeneity in confocal dwell time and diffusion pathway.¹⁵,¹⁶ Methods to determine correction factors,¹⁷ development of alternating-laser excitation (ALEX) techniques¹⁸−²¹ and multiparameter fluorescence detection...
MFD) as well as more sophisticated burst-selection algorithms allow more accurate identification of fluorescent bursts. Following burst selection, there is a need to denoise selected bursts. Historically, this has involved subtracting an averaged, nonintegral value from all bursts, often resulting in fractional or negative photon counts, negative FRET efficiencies, and other analysis artifacts. Photon distribution analysis (PDA) uses Poisson statistics to stochastically denoise selected bursts. This more sophisticated analysis eliminates unphysical negative photon counts and can accurately predict the width of FRET histograms.

However, these techniques are associated with considerably increased cost and experimental complexity. Furthermore, they assume that fluorescent bursts are clearly distinct from noise and can be separated using an arbitrary cutoff (Figure 1B). However, data from actual smFRET experiments (Figure 1C,D) are not linearly separable, exhibiting significant overlap between the number of noise photons and the number of photons emitted by a fluorescent molecule, meaning that no threshold can perfectly separate photons of interest from noise and making simple fitting of the raw two-dimensional photon distribution (Figure S7) challenging. Consequently, threshold choice is subjective and can significantly influence analytical outcomes (Figure S5).

We address these issues by using model-based Bayesian inference to analyze smFRET data. Bayesian inference is a probabilistic method that uses conditional probabilities based on Bayes’ theorem to assess the likelihood that a series of observations was generated by a given model. Analysis techniques based on Bayesian statistics are well-established for analysis of smFRET data collected from immobilized molecules. Bayesian methods have also been applied to single-particle tracking, analysis of diffusional trajectories, fluorescence correlation spectroscopy, and fluorescence lifetime data. An excellent theoretical understanding of the physical FRET process has been developed by Gopich and Szabo, which has facilitated a maximum likelihood approach for the analysis of fluorescent bursts from diffusing molecules. However, these methods either do not consider burst selection or apply only to removal of shot noise from selected bursts, so they assume access to idealized simulated or preselected and denoised fluorescent traces. Here, we present a simple physical model of the FRET excitation/emission process, incorporating both FRET-based emission and background fluorescence events, which can be used for a single-step analysis of smFRET data from freely diffusing molecules. We use the model as part of a custom-built inference algorithm based on MCMC Metropolis sampling to infer values for all relevant physical parameters, including intramolecular distances and population sizes, conditioned on a smFRET data set. We simultaneously infer all parameters directly from the raw time-binned data, collected from freely diffusing molecules, in a single step with no intermediate burst selection or denoising. The model is summarized schematically in Figure 2 and described in detail below. The mathematical model describes a Bayesian belief network and is shown as a directed acyclic graph in standard plate notation (Supporting Information Figure S2). We demonstrate this technique’s effectiveness using realistic simulated data sets. We then analyze real smFRET data, generated from single populations and mixtures of dual-labeled DNA molecules, showing that our technique can infer physically appropriate and experimentally informative parameters with high confidence across a wide range of conditions. In particular, we accurately infer absolute populations and FRET efficiencies of a mixture of two fluorescent species, where thresholding-based techniques fail.
Here, we discuss only time-binned fluorescence data from continuous excitation experiments. The additional information from alternating excitation methods and the rate of photon arrivals could also be incorporated into a model for inference analysis, but this is not considered here.

## THEORY

**A Physical Model of a smFRET Experiment.** Thus far, analysis of smFRET data has not separated a defined model of the physical process from data analysis. As a consequence, implicit assumptions about the physical model may be reproduced during analysis. Our key innovation is development of a model-based Bayesian analysis. This analysis uses a parametric model of the physical emission process. We then infer values for these parameters given a specific data set to learn information about intramolecular distances and population sizes for different fluorescent species. The model of photon emission in the presence of both dyes is inspired by the traditional model of FRET efficiency (eq 2). However, we model the energy transfer as altering the underlying rates of dye photon emission, whereas traditional techniques use the ratio of donor and acceptor photons observed.

In a basic smFRET experiment, fluorescently labeled molecules in dilute solution diffuse freely through a laser beam focused with a high aperture objective onto a diffraction-limited focal point. When a molecule diffuses into the confocal volume, the laser excites the donor fluorophore, and photons are emitted. Emitted photons are collected through the objective and separated by a dichroic mirror into donor and acceptor photons observed. (Figure S1A).

These experiments yield bursts of donor and acceptor fluorescence, caused by diffusion of a labeled molecule through the excitation volume, against a background of low-to-zero fluorescence detection. Although accurate arrival times can be recorded, often raw data is often collected as two synchronized streams of time-binned photons, corresponding to detected photons with wavelengths in the donor and acceptor emission regions (Figure 1A). The majority of bins (>95%) contain only background noise; the rest contain both background noise and photons from fluorescent bursts (Figure 1C,D).

We model a smFRET data set as a sequence of pairs of measurements \((f_D, f_A)\) of the number of photons observed in the donor and acceptor channels. Each pair of measurements is treated as an independent and identically distributed sample from a set of random variables describing the data set. Each pair of data points \((f_D, f_A)\) in the data stream is the sum of noise photons and possibly some photons from a fluorescent event.

For simplicity, leakage and direct excitation are not currently considered either for the single population case or for multiple populations. However, these can be added to the model without introducing further complexity. Bleaching of the acceptor fluorophore partway through a bin is also not considered.

The number of noise photons is drawn from a Poisson distribution with parameter \(\lambda_D\) for the donor channel and rate \(\lambda_A\) for the acceptor channel. The probability of observing \(n_D\) noise photons in the donor channel and \(n_A\) in the acceptor channel is

\[
n_D \sim \text{Poisson}(n_D; \lambda_D) \quad n_A \sim \text{Poisson}(n_A; \lambda_A)
\]

In addition to noise, each observation may contain photons from one or more fluorescent molecules. For a data set with a single fluorescent population, the number of molecules present in the excitation volume, \(n_{\text{DNA}}\), follows a Poisson distribution with rate parameter \(\lambda_{\text{DNA}}\)

\[
n_{\text{DNA}} \sim \text{Poisson}(n_{\text{DNA}}; \lambda_{\text{DNA}}) = \frac{\lambda_{\text{DNA}}^{n_{\text{DNA}}}}{n_{\text{DNA}}!} e^{-\lambda_{\text{DNA}}}
\]

The probability of seeing any molecule is typically low: \(\lambda_{\text{DNA}}\) is small and \(n_{\text{DNA}} = 0\) for the majority of time bins. However, multiple-occupancy events may occur.

We extend this model to describe two or more fluorescent species with different FRET efficiencies and population sizes. Here, the number of molecules of each species is determined independently, with \(n_{\text{DNA}1}\) and \(n_{\text{DNA}2}\) the number of molecules observed of species 1 and 2, respectively, given by

\[
n_{\text{DNA}1} \sim \text{Poisson}(n_{\text{DNA}1}; \lambda_{\text{DNA}1}) = \frac{\lambda_{\text{DNA1}}^{n_{\text{DNA}1}}}{n_{\text{DNA1}}!} e^{-\lambda_{\text{DNA1}}}
\]

and

\[
n_{\text{DNA}2} \sim \text{Poisson}(n_{\text{DNA}2}; \lambda_{\text{DNA}2}) = \frac{\lambda_{\text{DNA2}}^{n_{\text{DNA}2}}}{n_{\text{DNA2}}!} e^{-\lambda_{\text{DNA2}}}
\]

As before, most bins contain no fluorescent molecules \((n_{\text{DNA}2} = n_{\text{DNA}2} = 0)\), but multiple occupancy can be modeled when \(n_{\text{DNA}1} + n_{\text{DNA}2} > 1\).

Each molecule present may be in one of four labeling states: unlabeled, donor only, acceptor only, or dual labeled (Figure S1B). We model the presence of donor and acceptor dyes as independent events with respective probabilities \(p_D\) and \(p_A\). Thus, the molecule is unlabeled with probability \((1 - p_D)(1 - p_A)\), both dyes are present with probability \(p_Dp_A\) and only the acceptor or only the donor dye with probability \(p_A(1 - p_D)\) and \((1 - p_A)p_D\), respectively. For multiple fluorescent populations, we assume that all species share the same labeling probabilities, \(p_D\) and \(p_A\).
An unlabeled or acceptor-only labeled molecule is not excited, so only background noise is observed; thus, \( f_D = n_D \) and \( f_A = n_A \).

When a donor dye is present, excitation potentially results in emission. This is modeled in two stages: first, a rate of donor emission \( \lambda \) is determined for the specific molecule as a random sample from a gamma distribution with shape parameter \( k_D \) and mean \( \lambda_D \) (eq 7). This captures the variation in the number of photons emitted by a molecule as a result of the diffusion path taken through the confocal volume and the effect of donor photobleaching partway through an observation.

The choice of a gamma–Poisson mixture model to describe the fluorescence emission behavior was not arbitrary. It is well-understood that photon emission from molecules passing through the confocal volume displays super-Poissonian behavior,\(^{54,55}\) where the population variance exceeds the mean, owing to the inhomogeneous excitation profile. The negative binomial distribution is a very well characterized, and the popular probability distribution for modeling overdispersed data for which all observations are positive.\(^{55,56}\) It can be parametrized as a gamma–Poisson mixture,\(^{57}\) where emission behavior follows a Poisson distribution with gamma-distributed intensity. Under this parametrization, \( \lambda_B \) is the global mean emission rate of photons, while the shape parameter \( k_B \) describes the degree of overdispersion caused by confocal volume inhomogeneity.

\[
\lambda \sim \text{gamma}(\lambda; k_B, \theta) = \frac{1}{\Gamma(k_B)\theta^{k_B}} e^{-\lambda/\theta} \quad \quad \text{for } \theta = \lambda_B/k_B \tag{7}
\]

where \( \Gamma \) is the gamma function.

Because the confocal volume is fixed and emission from the dye is a fundamental property of the dye–laser interaction, the same \( k_B \) and \( \lambda_B \) are used for all fluorescent populations.

If only the donor dye is present, additional photons are observed in the donor channel only. These are drawn from a Poisson distribution with rate parameter \( \lambda_D \) where \( \lambda \) is determined uniquely for each molecule using eq 7. The number of additional photons is then \( c_D \)

\[
c_D \sim \text{Poisson}(c_D; \lambda(1 - E)) \tag{8}
\]

the total observed photons in the donor channel, \( f_{D,0} \), is then the sum \( n_D + c_D \) in the acceptor channel, only noise photons, \( n_A \), are observed.

The interesting case is when both dyes are present. In this case, some of the excitation energy is transferred to the acceptor dye, resulting in emission of acceptor photons and attenuation of donor emission. Emission by both donor and acceptor dyes is modeled by drawing photons from Poisson distributions. In a single population data set, the rate of donor photon emission is now \( \lambda(1 - E) \), whereas the acceptor rate of photon emission is \( \lambda_E E \). Here, \( E \) is the efficiency of energy transfer (eq 1), \( \lambda \) is the unattenuated rate of donor photon emission associated with the observed molecule, and \( \gamma \) is an instrumental correction factor (eq 2). The additional photons in each channel, \( c_D \) and \( c_A \), are thus distributed as

\[
\begin{align*}
c_D &\sim \text{Poisson}(c_D; \lambda(1 - E)) \\
c_A &\sim \text{Poisson}(c_A; \gamma E)
\end{align*} \tag{9}
\]

The total number of photons in the donor and acceptor channels are thus \( f_D = n_D + c_D \) and \( f_A = n_A + c_A \), respectively.

For two populations, molecules from different populations exhibit different FRET efficiencies: \( E_f \) for the first population and \( E_a \) for the second. This gives donor and acceptor emission rates, respectively, \( c_{D,1} \) and \( c_{A,1} \), from the first fluorescent population to be

\[
\begin{align*}
c_{D,1} &\sim \text{Poisson}(c_{D,1}; \lambda(1 - E_1)) \\
and \quad c_{A,1} &\sim \text{Poisson}(c_{A,1}; \gamma E_1)
\end{align*} \tag{10}
\]

Similarly, for the second population, \( c_{D,2} \) and \( c_{A,2} \) are given by

\[
\begin{align*}
c_{D,2} &\sim \text{Poisson}(c_{D,2}; \lambda(1 - E_2)) \\
and \quad c_{A,2} &\sim \text{Poisson}(c_{A,2}; \gamma E_2)
\end{align*} \tag{11}
\]

The total number of photons is then given by the sum of photons from all fluorescent species currently present and any noise photons: \( f_D = c_{D1} + c_{D2} + n_D \) for the donor and \( f_A = c_{A1} + c_{A2} + n_A \) for the acceptor channel.

This process is then repeated for each time bin in a data set. This gives two data streams of integer photon counts, corresponding to the donor and acceptor channels in a FRET experiment, representing background noise alone or a combination of noise and excitation events.

This model can be used, with appropriate parameters (Table 1), to generate synthetic data. Comparison of these synthetic photon streams with experimental data reveals an excellent replication of all aspects of the experimental data (see Supporting Information, Figure S4), suggesting that, despite its many simplifications, such as the neglect of direct excitation and leakage effects, this model captures the most important features sufficient to analyze the FRET process.

**Inference of Model Parameters.** Our key innovation is the use of Bayesian model-based multivariate statistical methods to infer the model parameters of the FRET experiment. Given the generative model of the physical process described in the previous section, we use the calculus of probabilities and Bayes’ theorem to derive the joint distribution over all model parameters to be estimated.

Estimating the parameters of a complex model given some experimental observations is a typical inference problem. In a smFRET experiment, we want to determine the concentrations of the fluorescently labeled species and their respective interdye distances given some experimental data. We might also like to know other associated parameters, such as the rate of noise in each channel and the average brightness of fluorescent events. These values are described explicitly as parameters in our generative model. However, due to noise or a small amount of data, as well as the co-dependence of all observations on all parameters, it is difficult to determine the values of these parameters directly from observations. Consequently, a different strategy must be applied, and probabilistic inference provides a solution. Here, Bayesian inference allows us to co-estimate the values of all parameters of interest. Inference techniques, such as reversible jump Monte Carlo\(^{57}\) can also
allow for model selection, for example to infer the number of fluorescent populations, but this is not considered here. Using probability theory, this inference problem is expressed as determining the conditional probability distribution over the parameters given the observations, namely, \( \text{Pr} \left[ \lambda_D \lambda_A \lambda_{DNA} \lambda_B | D_n \right] \) for a smFRET data set with \( n \) time bins. Given a generative model of the experiment that describes the probability of generating certain observations given known parameters, namely, \( \text{Pr}[\text{Obs}|\text{Par}] \), we can apply Bayes’ theorem to derive the required distribution over parameters

\[
\text{Pr}[\lambda_D \lambda_A \lambda_{DNA} \lambda_B | D_n] = \frac{\text{Pr}(D_n | \lambda_D \lambda_A \lambda_{DNA} \lambda_B) \cdot \text{Pr}[\lambda_D \lambda_A \lambda_{DNA} \lambda_B]}{\sum_{\lambda_D \lambda_A \lambda_{DNA} \lambda_B} \text{Pr}(D_n | \lambda_D \lambda_A \lambda_{DNA} \lambda_B) \cdot \text{Pr}[\lambda_D \lambda_A \lambda_{DNA} \lambda_B]}
\]

The term \( \text{Pr}[\lambda_D \lambda_A \lambda_{DNA} \lambda_B | D_n] \) encodes prior information about the parameters, while the denominator, \( \sum_{\lambda_D \lambda_A \lambda_{DNA} \lambda_B} \text{Pr}(D_n | \lambda_D \lambda_A \lambda_{DNA} \lambda_B) \cdot \text{Pr}[\lambda_D \lambda_A \lambda_{DNA} \lambda_B] \), is a normalizing factor over all parameter space. Exact evaluation of this expression is often impossible because it is hard to derive an analytical expression for this denominator or even to compute it numerically. Consequently, exact evaluation of eq 12 and exact determination of the posterior distribution, \( \text{Pr}[\lambda_D \lambda_A \lambda_{DNA} \lambda_B | D_n] \), is not possible. However, to estimate the distribution of values taken by the parameters of interest, it is not necessary to evaluate eq 12 exactly. It is sufficient to draw parameter samples distributed proportionally to the posterior distribution, \( \text{Pr}[D_n | \lambda_D \lambda_A \lambda_{DNA} \lambda_B] \cdot \text{Pr}[\lambda_D \lambda_A \lambda_{DNA} \lambda_B] \). The mean, variance, and quantiles of these samples can be used to estimate the required parameters. Consequently, we can determine the parameter distribution (dye–dye distance, concentration, etc.) most likely to have generated a particular data set by using a Monte Carlo method to sample many possible parameter values and calculating the probability that these parameters generated our data.

The Metropolis algorithm\(^{58,51}\) is an MCMC algorithm that can be used to sample parameter space for candidate parameter values. It defines the structure of a Markov chain that has as its stationary probability the posterior probability over the model parameters, here \( \text{Pr}[D_n | \lambda_D \lambda_A \lambda_{DNA} \lambda_B] \cdot \text{Pr}[\lambda_D \lambda_A \lambda_{DNA} \lambda_B] \). By performing long random walks over that chain, we can generate independent samples of the parameters distributed according to eq 12. Metropolis\(^{59}\) provides an introduction to the algorithm; our implementation is described in the Supporting Information.

### METHODS

**Generation of Simulated Data.** Simulated data sets were generated using the model described above, using code written in Python. Code is available online (https://bitbucket.org/rebecca_roisin/fret-inference).

**smFRET Measurements.** Single-molecule data were collected using a custom built system, as described previously.\(^{60}\) Details of the instrumentation and DNA duplex preparation are found in the Supporting Information. Data were collected for 30 min at room temperature using a 1 ms bin time, in frames of 10 000 bins.

**Analysis of Single-Molecule FRET Data.** Threshold-based data analysis was carried out in the standard manner\(^{58}\) (see Supporting Information). For the inference process, data were fitted in a single step. Raw data, prior to any denoising or
event selection steps, were analyzed using the Metropolis sampling process described above. Sampling occurred in two steps. First, two approximate samples were generated, with a burn-in of 3000 iterations and 1000 iterations between samples. Then, 100 further samples were made, with a burn-in of 1000 iterations and 100 iterations between samples. For all analyses, the initial parameters shown in Table 1 were used. The outcome of the inference was not sensitive to initial conditions (see Figure S3). A typical analysis takes approximately 15 min running on a single core. Performance improvements could be achieved by parallelizing the iterative sampling process.

**RESULTS**

**Validation Using Simulated Data. Single Fluorescent Species.** To validate the inference method, we used the forward model to generate realistic simulated data sets with known parameters. We then analyzed these data sets using the inference method to see how accurately the model parameters could be inferred. We varied several aspects of the simulated data, including mean dye–dye separation (altering $E$), data set size, mean noise level, and rate of observation of labeled molecules. Unless otherwise stated, parameters used in data generation are those shown in Table 1. The results are summarized in Figure 3. Figure 3A,B shows the FRET efficiencies inferred for data sets with dye–dye distances across the spectrum of FRET efficiencies. From Figure 3A, it can be seen that the inference method correctly reproduces the expected sigmoidal curve of FRET efficiency against dye separation, whereas Figure 3B shows a linear relationship between actual and inferred FRET efficiencies, with tight confidence intervals, demonstrating that the inference method exactly reproduces the values used to generate the simulated data. Similarly, Figure 3D shows that the inference method also correctly infers the rate at which fluorescent events are observed (analogous to concentration), demonstrating a linear relationship between the rate used for data set generation and the rate inferred. The inferred value remains accurate even for very high and very low rates, showing that the method is robust over a wide range of conditions.

Figure 3C shows the variation in the size of the confidence interval with the number of time bins in a data set. Even for a small data set of only 1000 time bins, the inferred mean FRET efficiency was inferred exactly correctly (actual value 0.66, inferred mean 0.66), although the 98% confidence interval (CI98) is very wide (CI98: 0.56–0.75), as there are insufficient data to allow precise estimation. Making the data set larger significantly reduces the size of the confidence interval, with very narrow intervals for data sets of 100 000 bins or larger (mean: 0.66, CI98: 0.65–0.67). Assuming a bin time of 1 ms, a typical experimental data set (10–20 min of data) would include 6–12 million bins. Consequently, it is a significant achievement of the inference method that it makes extremely accurate estimates of the FRET efficiency using only 100 000 bins, corresponding to less than 2 min of data.

Figure 3E,F shows the effect of noise and observation rate on the size of the confidence interval for the inferred FRET efficiency. As expected, both increased noise and a lower rate (lower concentration of fluorescent molecules) result in a wider confidence interval, reducing how accurately we can infer $E$. However, even when a very low rate or very high noise is used, the size of the error remains small ($±0.03$ and $±0.01$, respectively), meaning that the inference method still gives accurate values.

Finally, it is important to be sure that our simple model can be used to accurately infer known parameters on data sets that we did not simulate using the model itself. We prepared further simulations using the SimFCS software package and analyzed them using inference. The results are shown in Figure S6. As can be clearly seen, the inference model is able to infer exactly the simulated FRET efficiency over a wide range of simulated values (Figure S6A), even under conditions of high noise (Figure S6B) or when simulated data collection times were extremely short (Figure S6C). We were also able to correctly infer the rate at which fluorescent events occurred, although the confidence intervals are wider (Figure S6D).

These results are clear validation that the inference method works reliably across a wide range of data sets. However, a more important question is whether inference can outperform thresholding. To determine this, we analyzed a series of simulated data sets using AND and SUM thresholding and using inference. The results, summarized in Figure 4, show that inference and thresholding are equally good at determining FRET efficiency, but that inference far outperforms thresholding in determining population sizes.

Figure 4A (top panel) shows the FRET efficiencies estimated by inference and by thresholding. All three techniques

![Image](dx.doi.org/10.1021/ac501188r/anal.chem.2014.86.8603--8612)
reproduce the characteristic sigmoidal relationship between dye−dye distance and  \( E \). However, AND thresholding (open black circles) overestimates  \( E \) for the largest distances and was unable to be used for the two smallest separation intervals because too few events were selected to allow histogram construction. These discrepancies are, however, relatively minor, and we see that thresholding performs similarly to inference in determining  \( E \).

A different story is told, however, when population sizes are considered. Figure 4A (middle and bottom panels) and B compare the ability of thresholding and inference to accurately determine population sizes. The middle and bottom panels of Figure 4A show the relationship between actual and calculated population size for a range of different FRET efficiencies. Here, inference (Figure 4A middle) is clearly superior, showing no variation in the observed population size with FRET efficiency. Both thresholding techniques (Figure 4A bottom) show significant biases in their determined population sizes. First, there is significant underestimation of the overall rate by both AND and SUM thresholding, caused by exclusion of subthreshold events. As the frequency of events decays logarithmically with the number of photons observed (Figure S7), this results in the excision of a large number of events. The greatest problems arise from AND thresholding (open circles) where there is significant underestimation of the peak sizes for both high- and low-FRET species. This bias is a direct result of the thresholding analysis: AND thresholding excludes fluorescent events that have a subthreshold number of photons in one channel, but in a high- or low-FRET sample, this excludes most fluorescent events, causing huge underestimation of the population size. A smaller but still significant bias is observed in SUM thresholding (closed circles), which overestimates the populations of low-FRET species relative to higher-FRET species, but it still underestimates the overall rate of fluorescent events. This is caused by inclusion of zero-peak events, which SUM thresholding cannot separate from real events.

A second illustration of this effect is shown in Figure 4B, which shows, for a range of different FRET efficiencies, the relationship between actual and calculated population sizes.

<table>
<thead>
<tr>
<th>( E_1 )</th>
<th>( \lambda_{\text{DNA1}} )</th>
<th>( E_2 )</th>
<th>( \lambda_{\text{DNA2}} )</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.88</td>
<td>0.02 0.04 0.06</td>
<td>0.66</td>
<td>0.06 0.04 0.02</td>
</tr>
<tr>
<td>0.66</td>
<td>0.02 0.04 0.06</td>
<td>0.40</td>
<td>0.06 0.04 0.02</td>
</tr>
<tr>
<td>0.66</td>
<td>0.02 0.04 0.06</td>
<td>0.40</td>
<td>0.02 0.04 0.06</td>
</tr>
<tr>
<td>0.06</td>
<td>0.02 0.04 0.06</td>
<td>0.21</td>
<td>0.11 0.04 0.02</td>
</tr>
<tr>
<td>0.06</td>
<td>0.02 0.04 0.06</td>
<td>0.21</td>
<td>0.11 0.04 0.02</td>
</tr>
</tbody>
</table>

Figure 5. Comparison of inference and thresholding analysis on data sets generated to simulate mixtures of fluorescent species. Calculated population size is plotted against calculated FRET efficiency. (A) Idealized situation in which all FRET efficiencies and population sizes are inferred correctly. (B) Results of analysis using the inference method. (C) Analysis using SUM thresholding. (D) Analysis using AND thresholding. In panels A–D, graphs in the left-hand column are colored according to FRET efficiency: blue crosses (+), green circles, orange crosses (×), red triangles (point down), and black triangles (point up) represent FRET efficiencies of 0.11, 0.21, 0.40, 0.66, and 0.88 respectively. Graphs in the right-hand column are colored according to population size: orange crosses, red triangles (point down), and black triangles (point up) represent, respectively, the large, medium, and small population sizes.
Both AND (top panel) and SUM (middle panel) thresholding show artifacts in the calculated population sizes. Thresholding results, generally, in an underestimate of the population size, due to exclusion of dim events. Furthermore, AND thresholding (top) considerably underestimates the population sizes for the highest \( E = 0.88 \), open black circles) and lowest \( E = 0.11 \), blue triangles) FRET efficiencies. Similarly, SUM thresholding overestimates the population sizes of the lowest-FRET species \( E = 0.11 \), blue triangles; \( E = 0.21 \), green crosses), due to systematic inclusion of zero-peak events. In contrast, inference analysis (bottom) performs well across the full range of dye–dye separations, returning precisely the actual population size for all FRET efficiencies considered. This indicates that inference outperforms thresholding, correctly inferring both \( E \) and population size where thresholding cannot.

So far, we have considered simulated data sets containing a single fluorescent population. However, experimental data sets often contain a mixture of several fluorescent species. For a full analysis of these data, all populations must be correctly identified, both in terms of FRET efficiency and population size. To determine the utility of inference in these cases, we generated a total of 30 data sets simulating a mixture of two fluorescent populations using three different population sizes and five different FRET efficiencies. Table 2 summarizes the parameters used. We then analyzed these data sets using inference and using AND and SUM thresholding. The results, shown in Figure 5, demonstrate that inference is significantly superior to both thresholding analyses. Figure 5A shows the expected outcome of analysis of these data, there are five FRET efficiencies and three population sizes, resulting in a grid-like distribution of points. Both AND and SUM thresholding fail to reproduce this outcome. The bias of AND thresholding against high- and low-FRET species creates an inverted U-shaped distribution of calculated event rates (Figure 5D) where species with intermediate FRET efficiencies (0.66 and 0.4) are calculated to have populations many times larger than those with high- or low-FRET efficiencies, even when these species were simulated with a rate three times higher. A different problem is observed in SUM analysis (Figure 5C). Here, although the relative sizes of most populations are inferred correctly, peak areas of low-FRET species are enlarged by confounding with zero-peak events, significantly overestimating these population sizes relative to higher-FRET duplexes. Furthermore, SUM thresholding entirely failed to separate mixtures of the two lowest-FRET species \( (E = 0.21 \) and 0.11): only a single, broad peak could be fitted. In contrast, inference performs much better, although still imperfectly, at this task. The results of the inference analysis, illustrated in Figure 5B, show good separation of high, medium, and low population sizes and very accurate inference of expected FRET efficiencies. For two data sets, inference does not infer correct values. These data sets both involve the lowest-FRET population \( (E = 0.11) \) at its lowest concentration, where it is very difficult to distinguish from noise. In one case, the magnitudes of the two populations \( (E = 0.11 \) and 0.21, ratio 1:3) are switched. In the other case \( (E = 0.11 \) and 0.66, ratio 1:3), the low-FRET population is ignored, and the high-FRET population is split into two populations with similar values of \( E \). Despite these two failures, it is important to note that whereas inference accurately infers the absolute size of both fluorescent populations in each data set, thresholding techniques not only fail to accurately estimate the absolute population sizes but also frequently estimate incorrectly even the relative sizes of two populations, with inversion of estimated population sizes occurring.

Application to Experimental Data. DNA Duplexes. As a first test of the inference technique on experimental data, we determined the FRET efficiencies and population sizes of freely diffusing DNA duplexes labeled with the FRET pair of dyes, Alexa Fluor 488 and Alexa Fluor 647. We also analyzed these data using AND and SUM thresholding. We used a series of different DNA sequences, with dye attachment sites separated by between 4 and 12 bp. As the separation between the dye attachment sites increases, the FRET efficiency is expected to decrease in a sigmoidal manner. As Figure 6 shows, all three analysis methods reproduce this curve. The discrepancies between these curves are interesting. AND thresholding shows a somewhat squashed curve, with FRET efficiencies of the species with the highest FRET calculated to be lower than calculated by other methods and the species with the lowest FRET efficiencies calculated to have a slightly higher FRET efficiency than by other methods. This is explained by the bias toward intermediate-FRET species that results from the AND criterion. In contrast, both SUM thresholding and the inference process produce a smooth curve without demonstrating this bias.

Mixtures of DNA Duplexes. Finally, we applied two-population inference to mixtures of two DNA duplexes, combined, as in the synthetic examples, in an equimolar ratio (intermediate concentration) or with a 3-fold excess of one duplex (high and low concentrations). We used a high- (4 bp separation), an intermediate- (10 bp separation), and a low-FRET duplex (12 bp separation). The data sets were also analyzed using both AND and SUM thresholding. The results are displayed in Figure 7.

Here, inference (Figure 7A–C) performs very well. In all three cases, the correct FRET efficiency was inferred, and a monotonic increase in event rate is seen among low, intermediate, and high concentrations of duplex. In contrast, the thresholding analyses perform very poorly. FRET efficiencies calculated using AND thresholding (Figure 7D–F) are squashed toward intermediate FRET efficiencies. This also distorts the event distribution, meaning that the population sizes are inaccurately estimated. Similarly, although SUM thresholding (Figure 7G–I) accurately measures FRET efficiencies for two of the mixtures, it is unable to resolve the 10–12 bp mixture, so only a single fluorescent population can be resolved (Figure 7I). Furthermore, SUM thresholding also
Figure 7. Analysis of a mixture of two populations of dual-labeled dsDNA showing the calculated population sizes and FRET efficiencies. Three different DNA strands were used, with dye attachment sites separated by 4, 10, and 12 bp, corresponding to FRET efficiencies of 0.79, 0.36, and 0.28, respectively, as calculated using the inference method. Two DNA duplexes were combined to give a total DNA concentration of 80 pM, using either 20 pM (low concentration) of one duplex and 60 pM (high concentration) of the other duplex or 40 pM (intermediate concentration) of both duplexes. Black triangles (point up), red triangles (point down), and orange crosses represent the low, intermediate, and high concentrations of DNA, respectively. (A–C) Inference analysis of 4 and 10 bp, 4 and 12 bp, and 10 and 12 bp mixtures, respectively. (D–F) AND analysis of 4 and 10 bp, 4 and 12 bp, and 10 and 12 bp mixtures, respectively. Red squares represent the higher-FRET species in a mixture, and black circles represent the lower-FRET duplex. Open shapes correspond to a concentration of 60 pM (high), whereas filled shapes correspond to a concentration of 20 pM (low). Half-filled shapes correspond to the intermediate duplex concentration of 40 pM. In panel I, SUM analysis was not able to resolve two peaks, so a single Gaussian was fitted. The single peak area and FRET efficiency are shown with orange triangles. Error bars represent the standard deviation of three independent experiments, except in the case of the 3:1 4 bp/10 bp mixture, where one repeat was excluded, due to an incorrect concentration of the 4 bp duplex being used.
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