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**Abstract**—In recent years, there has been much interest in the design of low noise MEMS oscillators. This paper presents a new analytical formulation for noise in a MEMS oscillator encompassing essential resonator and amplifier nonlinearities. The analytical expression for oscillator noise is derived by solving a second order nonlinear stochastic differential equation. This approach is applied to noise modelling of an electrostatically addressed MEMS resonator-based square wave oscillator in which the resonator and oscillator circuit nonlinearities are integrated into a single modelling framework. By considering the resulting amplitude and phase relations, we derive additional noise terms due to resonator nonlinearities. The phase diffusion of an oscillator is studied, and the phase diffusion coefficient is proposed as a metric for noise optimisation. The proposed nonlinear phase noise model provides analytical insight into the underlying physics and a pathway towards the design optimisation for low noise MEMS oscillators.
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I. INTRODUCTION

Silicon MEMS oscillators have emerged as alternatives to traditional crystal oscillators for a number of applications in timing and frequency control [1]. The advantageous properties of MEMS resonators for these applications include their small size and the potential for tight monolithic or in-package integration with standard CMOS. Recent developments in vacuum packaging [2], temperature compensation [3] and readout electronics [4] have helped to substantially bridge the performance gap with respect to crystal oscillators particularly with regard to long-term stability. However, nonlinear effects are often inherent to the operation of MEMS resonators where power handling is limited by device dimensions and this ultimately places a ceiling on the achievable frequency stability [5].

Noise modelling in MEMS oscillators has always been of interest to the research community as MEMS oscillators continue to be engineered for higher performance applications. However, the current literature on noise modelling in MEMS oscillators is largely based on models developed for standard crystal or electrical oscillators where nonlinear effects are often neglected or not exploited to improve oscillator frequency stability. Moreover, the impact of specific nonlinearities of both the oscillator circuit (e.g. the sustaining amplifier and amplitude limiting mechanism) and the resonator on noise performance have not been considered simultaneously. It should be noted here that previous work by Yurke et al. [6] showed that for an oscillator incorporating a Duffing resonator biased at the critical bifurcation point, the contribution of amplifier noise to long-term frequency stability may be suppressed. However, this result was not been pursued substantively through further studies including applications to the MEMS domain until very recent work by Villanueva et al. [7] extended this result with an experimental demonstration of noise reduction in a phase-feedback oscillator based on a piezoelectrically driven non-linear nano-electro-mechanical resonator.

Previous approaches to oscillator phase noise modeling may be broadly classified as linear time invariant (LTI) models, linear time variant (LTV) models and models based on numerical techniques. The LTI models are useful as a starting point but they fail to capture several important effects including the interaction of nonlinearities on noise performance, experimental observations of the up-conversion of low frequency noise and the interaction between amplitude noise and phase noise [8]. These LTI models have been extended using semi-empirical approaches but these approaches do not reveal insight into the underlying physics or enable significant design optimisation studies [5], [9]–[11].

Unlike the LTI approach, LTV models incorporate the time varying nature of an oscillator and can be extended to address the impact of operative nonlinearities in the oscillator loop [12]. However, this approach requires the a-priori knowledge of an Impulse Sensitivity Function (ISF) that is usually obtained only through detailed numerical simulation with analytical formulations available for only the simplest oscillator topologies. Traditional numerical simulators such as SPICE may not integrate nonlinear modelling of the resonator together with circuit nonlinearities. A linear growth of phase fluctuations with respect to the injected noise is an underlying assumption of the LTV approach neglecting the cross-correlation between amplitude and phase fluctuations. Furthermore, both LTI and LTV models calculate an unbounded power spectral density (PSD) at a very small offset from the carrier frequency compared to the typically observed Lorentzian response [12], [13]. Nevertheless, recent attempts have adapted the LTV approach towards the modelling of MEMS oscillators to provide more insight into the impact of nonlinear effects on phase noise with some success [14]. Numerical approaches for oscillator phase noise modeling have made significant progress in recent years. An efficient numerical approach to modeling phase noise in oscillators en-
compassing non-linearities was proposed by Demir et al. [15] and this has since been extended by a number of groups [16], [17] and applied to a diverse range of applications in oscillator noise modeling [18]. The basis of this method is in the application of a nonlinear perturbative analysis about the limit cycle response leading to the calculation of a single scalar quantity representing the variance of the per cycle jitter in the oscillator. The per cycle jitter is dependent not only on the noise generators but also on the calculation of a perturbation projection vector (PPV) and efficient numerical approaches to derive the PPV from the non-linear oscillator dynamics have now been derived [19].

The goal of this paper is to develop an analytical model for oscillator noise which fully considers the essential non-linearities in the resonator and circuit elements comprising the oscillator. As opposed to approaches based on numerical techniques or empirical methods, the analytical expression for phase noise derived in this work enables designer insight into the underlying physics and provides a starting basis for more detailed design optimisation studies. In order to achieve this, we start by integrating the resonator and oscillator circuit non-linearities into a unified model. This approach enables the investigation of the interaction of these non-linearities with the injected noise in the oscillator loop.

This paper is organized in six sections. Section II presents a nonlinear electrical model of an electrostatically driven MEMS resonator. Next, non-linearities in the oscillator circuit are integrated into the model. The description of the oscillator driven by random noise excitation can then be reduced to a second order nonlinear stochastic differential equation (SDE). This modelling approach is applied to a MEMS square-wave oscillator based on electrostatically driven double-ended tuning fork resonator. In Section III, we use the stochastic integration approach to derive analytical expressions for amplitude and phase noise. A comprehensive description of this approach can be found in [20], [21]. In Section IV, the phase noise expression obtained in this work is compared with the established Leeson phase noise model, a nonlinear phase noise model, based on the LTV approach as well as the noise model proposed by Demir et al. [15].

The analogy between the random walk of the oscillator phase with the Brownian motion allows for a description of the spectral broadening of the output signal by a phase diffusion process. This leads to a direct correlation between the phase diffusion coefficient and phase noise. Based on this analogy, in Section V, an analysis is carried out to investigate the degree of improvement in phase noise using the diffusion coefficient as a characteristic noise defining parameter. The analysis is then applied to an electrostatically operated double-ended-turning fork (DETF) silicon MEMS square wave oscillator using measured oscillator parameters. Section VI presents a summary and outlook for future work.

II. MEMS OSCILLATOR MODEL

An oscillator can be conceptually represented by three elements placed in a close loop configuration as shown in Fig. 1. The resonator is a frequency selective element providing a low loss second-order response. This is followed by a gain element, providing for gain and phase conditions to compensate energy dissipation in the loop and ensure that the starting conditions for oscillation are met. Finally, an amplitude limiting mechanism is necessary to regulate oscillation amplitude. This amplitude limited mechanism may be engineered to provide a gain roll-off at large amplitudes or may be inherent to the non-linearities that are operative in MEMS oscillators. When the oscillator loop gain and phase satisfy the Barkhausen criteria, a steady-state limit cycle behaviour is achieved [22], [23]. In this section, the characteristics of each element are investigated, and consequently an oscillator model is developed.

A. Nonlinear MEMS Resonator Model

To obtain a describing equation of a MEMS oscillator, we start by modelling the nonlinear response of an electrostatically driven micro-resonator. In many instances, the resonator response may be represented by the forced Duffing equation [24]:

$$m\ddot{x} + b\dot{x} + k_0x + k_2x^3 = f_{ac}(t)$$

(1)

where $m$ and $b$ are the lumped effective mass and damping coefficient while $k_0$ and $k_2$ are the linear and second order spring constants respectively. $x$ is a dynamic displacement variable and $f_{ac}(t)$ is the excitation force. In an electrostatically transduced MEMS resonator, typically $k_0$ is defined by the linear mechanical ($k_{om}$) and electrical ($k_{oe}$) spring constants while $k_2$ represents the cubic nonlinearity of the resonator that combines the mechanical ($k_{2m}$) and electrical ($k_{2e}$) second order corrections in the stiffness of the resonator. The mechanical spring constants ($k_{om}, k_{2m}$) are specific to the topology of the resonator and the selected vibration mode. There are several excellent publications discussing the calculation of $k_{2m}$ for various resonator topologies [5], [25], [26]. The electrical nonlinearities can be determined by calculating the electrostatic force ($F_e(x,t)$) for a given dc bias ($V_{dc}$) and an ac excitation signal ($v_{ac}(t)$) applied across the electrodes of the resonator:

$$F_e(x,t) = \frac{1}{2}(V_{dc} + v_{ac}(t))^2 \frac{d}{dx}C(x,t)$$

(2)

Here, $C(x,t)$ is a time varying dc capacitance which is equal to $\varepsilon_oA/(g+x)$ where $\varepsilon_o$ is the permittivity of air, $A$ is the capacitive area, $g$ is the nominal actuation gap between the driving and sensing electrodes.
Using this expression, the linear electrical spring constant \( k_{oe} \) and the corresponding first \( (k_{1e}) \) and second \( (k_{2e}) \) order corrections can be obtained:

\[
\begin{align*}
    k_{oe} &= -\epsilon_o A V_{dc}^2 / g^3, \\
    k_{1e} &= k_{oe} 3 / 2g, \\
    k_{2e} &= k_{oe} 2 / g^2
    \end{align*}
\] (3)

The first order electrical spring constant can be neglected when considering the response at the fundamental frequency. Moreover, as the electrical spring constants are negative, the resonance frequency tends to reduce with higher dc bias. Typically, the mechanical response of the resonator is transduced electrically using a capacitive pick-off scheme.

The parallel-plate capacitive sensing is a well established transduction approach in which a time varying capacitance is formed when a dc bias and ac excitation signal is applied across the actuation gap. The resultant output current can be determined by differentiating the accumulated charge on the parallel-plate capacitor with respect to time:

\[
I(t) = \frac{d}{dt} C(x,t)(V_{dc} + v_{ac}(t))
\] (4)

In the employed readout mechanism, the output current has two components – the static current and the dynamic current produced due to the static gap between the electrodes and the dynamic motion of the resonator respectively. The magnitude of the dynamic current is increased relative to the static current for \( V_{dc} \gg v_{ac} \). Considering this and using a Taylor series approximation, the output current can be determined from (4) while neglecting the static current term:

\[
I = \eta \dot{x} \left( 1 + \frac{2 \epsilon}{g} + \frac{3 \epsilon^2}{g^2} + O(\epsilon) \right) v_{ac} \gg v_{ac}(t)
\] (5)

\( \eta \) is a transduction coefficient for parallel-plate electrostatic transducers and is defined as \( V_{dc} \epsilon_o A / g^2 \). Moreover, the excitation signal can also be related with the excitation force using \( \eta f_{ac}(t) = \eta v_{ac}(t) \). \( O(\epsilon) \) represents the higher order terms which may be neglected when the displacement amplitude is relatively small compared to the actuation gap. To integrate the transduction scheme with (1), we use a describing function approach to simplify (5). Assuming the resonator response is weakly nonlinear and the excitation frequency \( (\omega) \) is close to the resonance frequency \( (\omega_o) \), the dynamic displacement may be described as a sinusoidal function \( x = x_p \sin \omega t \). Here, \( x_p \) is amplitude of the time varying displacement variable. Using the describing function approach, the output current, at \( \omega_o \), can be expressed as

\[
I(t) \approx \eta \dot{x} \left( 1 + \frac{3 \epsilon^2 x_p^2}{4g^2} \right)
\] (6)

The electrostatic pull-in in capacitively sensed MEMS resonators limits the maximum obtainable displacement \( (g / 3) \) [27]. Therefore, the maximum error in the output current due to the nonlinear transduction term is less than ~8% as compared to the linear transduction approximation \( (I \approx \eta \dot{x}) \). However, in practical cases, the resonators are operated at displacements that are significantly smaller than \( g / 3 \), hence the corresponding error will be correspondingly much smaller than the calculated value. Thus, this analysis assumes a linear transduction relation between the displacement and output current. This allows (1) to be written as

\[
\frac{m}{\eta} \dot{I} + \frac{b}{\eta} I + \frac{k_o}{\eta} \int I \ dt + \frac{k_2}{\eta^3} \left( \int I \ dt \right)^3 = \eta v_{ac}(t)
\] (7)

Defining (7) in terms of equivalent circuit parameters:

\[
L_m \dot{I} + R_m I + \frac{1}{C_{mo}} \int I \ dt + \frac{k_2}{\eta^4} \left( \int I \ dt \right)^3 = v_{ac}(t)
\] (8)

where

\[
L_m = \frac{m}{\eta^2}, \ R_m = \frac{\sqrt{k_o m}}{\eta^2 Q}, \ C_{mo} = \frac{\eta^2}{k_o}
\] (9)

Here, \( L_m \), \( R_m \), and \( C_{mo} \) are the equivalent motional inductance, resistance and capacitance respectively while \( Q \) is the quality factor of the operating vibration mode. Equation (8) describes the nonlinear dynamic response of the resonator in the electrical domain.

B. Oscillator Circuit Nonlinearities

The differential amplifier based gain element may be mathematically represented by a function describing odd symmetry in the input-output characteristic [28]. In this approximation, the amplifier provides linear gain for small signal input while large signal limiting is approximated by a clipping response. When a purpose-designed amplitude limiting mechanism is employed, the front-end amplifier may be approximated as operating in the linear regime.

The amplitude limiting mechanism can be of either a hard limiting or soft limiting in nature. The hard limiter response saturates at relatively smaller values of the input amplitude while a soft limiter provides a gradual amplitude-dependent gain reduction as illustrated in Fig. 2. By employing a hard limiter between the gain element and the resonator, a square wave oscillator may be developed while a soft limiter is used to implement a sine wave oscillator [29], [30]. In this paper, the analysis is conducted for a MEMS square wave oscillator employing a comparator as the amplitude limiting mechanism. However, this analysis can be readily extended to a MEMS sine wave oscillator as well.

Assuming the response of a hard limiter is symmetrical, a signum function can be used to approximate the response as seen in Fig. 2. To incorporate this response in the model,
we define a function $G(I_o)$, describing the response of a hard limiter at the fundamental frequency [31]:

$$G(I_o) = \frac{V_F}{I_o}$$

(10)

Here, $I_o$ is the amplitude of the output current of the resonator while $V_F$ is the constant output amplitude of the hard limiter at the fundamental frequency. In (10), $G(I_o)$ can be considered as a negative resistance as it is a ratio of voltage to current. Now, the characteristics of the hard limiter can be incorporated in the nonlinear electrical mode of the resonator using (8):

$$L_m \ddot{I} + R_m I - \frac{V_F}{I_o} I + \frac{1}{C_{mo}} \int I \, dt + \frac{k_2}{\eta^2} \left( \int I \, dt \right) = 0$$

(11)

Note that oscillators do not require an external excitation signal for operation and this is consistent with the formulation in (8).

C. Oscillator Model in Presence of Noise

In an oscillator, various noise sources are operative leading to growing amplitude oscillations when the Barkhausen criteria is met, ultimately converging to steady limit cycle behaviour. The noise sources also result in amplitude and phase fluctuations in the output, as a consequence, the output frequency varies over time. From a modelling perspective, these noise sources can be considered as an equivalent noise voltage ($v_n$). In this work, it is assumed that $v_n$ is representative of a wide-sense stationary process such as white noise. In this case, (11) can be modified as:

$$L_m \ddot{I} + R_m I - \frac{V_F}{I_o} I + \frac{1}{C_{mo}} \int I \, dt + \frac{k_2}{\eta^2} \left( \int I \, dt \right) = v_n$$

(12)

If a front-end transresistance amplifier is used as the gain element, (12) can be expressed in terms of output voltage signal $v_n = -R_f \dot{I}$ where $R_f$ is the feedback resistance of the transresistance amplifier. Further, by using the transformation $v_n = \dot{v} / \omega_o$, the resulting equation can be written as:

$$\ddot{v} + \frac{R_f}{L_m} \dot{v} - \frac{R_f}{L_m \rho_o} v + \omega_o^2 v + \frac{1}{R_f^2 L_m C_{m2}} v^3 = -\frac{R_f}{L_m} \omega_o v_n$$

(13)

Here, $\omega_o$ is the output frequency of the oscillator and is identical to the resonance frequency and may also be expressed as $1 / \sqrt{L_m C_{mo}}$. $\rho_o$ is the steady-state output amplitude of a noiseless oscillator. $C_{m2}$ is governed by the cubic nonlinearity of the resonator and defined as

$$C_{m2} = \frac{\eta^4 \omega_o^2}{k_2}$$

(14)

It is desirable to eliminate the dependence of (13) on $\rho_o$ as the steady-state output frequency and amplitude are correlated. The solution (13) can approximated as $v = \rho_o \cos(\omega_o t)$ in the absence of noise. Since we are interested in determining the response near to the fundamental frequency, the following approximation can be used:

$$\text{sgn}(\dot{v}) \approx -\frac{4}{\pi} \sum_{k=0}^{\infty} \frac{\sin(2k+1) \omega_o t}{2k+1} \approx -\frac{4}{\pi} \sin \omega_o t$$

(15)

Comparing the derivative of $v$ and (15), leads to

$$\frac{\dot{v}}{\rho_o} \approx \frac{\pi \omega_o}{4} \text{sgn}(\dot{v})$$

(16)

Substituting (16) in (13) and rewriting it in a more compact form:

$$\ddot{v} + \alpha \dot{v} - \beta \text{sgn}(\dot{v}) + \omega_o^2 v + \mu v^3 = -\frac{R_f}{L_m} \omega_o v_n$$

(17)

where

$$\alpha = \frac{R_m}{L_m}, \beta = \frac{R_f \pi \omega_o V_F}{4}, \mu = \frac{1}{R_f^2 L_m C_{m2}}$$

(18)

Equation (17) is a second order nonlinear SDE. It describes the steady-state response of a MEMS square wave oscillator in the presence of noise. In an independent study, the presented oscillator model in absence of noise has been compared with the experimental data such as output power and frequency for various resonator drive parameters. A good agreement between the between the measured and calculated values is reported [32] providing experimental validation of its applicability.

III. Noise Analysis

The proposed oscillator model equation is solved using nonlinear stochastic analysis to determine the phase noise expression. However, there are other analytical and numerical approaches that may be applied to determine oscillator phase noise in the presence of nonlinearities [15]-[17], [33]-[36].

A. Amplitude and Phase Responses

We start by transforming (17) into a set of equations which describe the amplitude and phase dynamics. We assume the approximate solution of (17) to be

$$v = \rho(t) \cos(\omega_o t + \phi(t))$$

(19)

where $\rho(t)$ and $\phi(t)$ are the time dependent amplitude and phase responses respectively. For simplicity, $\rho(t)$ and $\phi(t)$ are expressed as $\rho$ and $\phi$ respectively. In the absence of noise, $\rho$ and $\phi$ are deterministic functions and the spectrum of the oscillator can be represented by two impulse functions at $\pm \omega_o$. However, as mentioned earlier, inherent noise sources in the oscillator results in fluctuations in the amplitude and phase dynamics resulting in spectral broadening about the carrier frequency ($\omega_o$) as inferred from (19). Using the state space method, (17) is converted into two first order differential equations:

$$\dot{z}_1 = z_2$$

(20)

$$\dot{z}_2 = -\alpha z_2 + \beta \text{sgn}(z_2) - \omega_o^2 z_1 - \mu z_2^3 - \frac{R_f}{L_m} \omega_o v_n$$

(21)
where $z_1$ and $z_2$ are the state space variables and they are described as $z_1 = v$ and $z_2 = \dot{v}$. In (20) and (21), $z_2$ is replaced by $-\omega_0 y$:

$$
\dot{z}_1 = -\omega_0 y \tag{22}
$$

$$
\dot{y} = -\alpha y + \frac{3}{\omega_0} \text{sgn}(\omega_0 y) + \frac{\mu}{\omega_0} z_1^3 + \frac{R f}{L_m} v_n \tag{23}
$$

Using (19), the state variables can be rewritten in terms of amplitude and phase:

$$
z_1 = \rho \cos \theta \tag{24}
$$

$$
y = \rho \sin \theta \tag{25}
$$

Here, the total phase $\theta$ is related with the phase drift as $\dot{\theta} = \omega_0 t + \phi$. The first order differential equations of amplitude and phase responses can be obtained from the aforementioned equations. The details of the analysis are shown in Appendix A. The results are

$$
\dot{\rho} = -\frac{\alpha \rho}{2} (1 - \cos 2\theta) + \frac{\mu \rho^3}{\omega_0} \left( \frac{1}{4} \sin 2\theta + \frac{1}{8} \sin 4\theta \right) 
+ \frac{2\beta}{\pi \omega_o} \left( 1 - \frac{2}{3} \cos 2\theta - \frac{2}{15} \cos 4\theta \right) 
+ \frac{R f}{L_m} v_n \sin \theta \tag{26}
$$

$$
\dot{\phi} = -\frac{\alpha}{2} \sin 2\theta + \frac{\mu \rho^2}{\omega_0} \left( \frac{3}{8} + \frac{1}{2} \cos 2\theta + \frac{1}{8} \cos 4\theta \right) 
+ \frac{2\beta}{\rho \pi \omega_o} \left( \frac{4}{3} \sin 2\theta + \frac{8}{15} \sin 4\theta \right) 
+ \frac{R f}{L_m \rho} v_n \cos \theta \tag{27}
$$

Equation (26) and (27) contain rapid oscillation terms ($\omega \geq 2\omega_0$). These high frequency oscillations may be neglected using the conventional “smooth approximation” in which amplitude and phase behaviour are assumed to be slowly-functions of time. This allows averaging out of the high frequency terms over a period of time. Therefore, the approximate modified amplitude ($\dot{\rho}^*$) and phase ($\dot{\phi}^*$) equations can simply be written by neglecting the rapid oscillation terms:

$$
\dot{\rho}^* = -\frac{\alpha \rho^*}{2} + \frac{2\beta}{\pi \omega_o} \frac{R f}{L_m} v_n \sin \theta^* \tag{28}
$$

$$
\dot{\phi}^* = \frac{3\mu \rho^2}{8 \omega_0} + \frac{R f}{L_m \rho} v_n \cos \theta^* \tag{29}
$$

In order to determine the fluctuations in amplitude and phase, linearization method is used to obtain simplified equations, by assuming that amplitude of the stochastic terms in the SDE are much smaller than the deterministic terms [37]. Under this assumption, smoothly varying averaged amplitude ($\dot{\rho}_{sm}$) and phase ($\dot{\phi}_{sm}$) responses can be defined by neglecting the noise terms in (28) and (29):

$$
\dot{\rho}_{sm} = -\frac{\alpha \rho_{sm}}{2} + \frac{2\beta}{\pi \omega_o} \frac{R f}{L_m} v_n \sin \theta_{sm} \tag{30}
$$

$$
\dot{\phi}_{sm} = \frac{3\mu \rho_{sm}^2}{8 \omega_0} \tag{31}
$$

Now, the fluctuations in amplitude ($\delta \rho$) and phase ($\delta \phi$) may be defined as

$$
\delta \rho = \rho^* - \rho_{sm} \tag{32}
$$

$$
\delta \phi = \phi^* - \phi_{sm} \tag{33}
$$

While differentiating (32) and (33), and linearizing them along the smoothly varying trajectories ($\rho_{sm}, \phi_{sm}$), the higher orders of $\delta \rho^n$ and $\delta \phi^n (n \geq 2)$ are neglected at it is assumed that the deterministic oscillator output dominates over noise. This leads to the simplified equations:

$$
\dot{\delta \rho} = -\frac{\alpha}{2} \delta \rho + \frac{R f}{L_m} v_n \sin \theta_{sm} \tag{34}
$$

$$
\dot{\delta \phi} = \frac{3\mu \rho_{sm}}{4 \omega_0} \delta \rho + \frac{R f}{L_m \rho_{sm}} v_n \cos \theta_{sm} \tag{35}
$$

As (30) describes the smoothly varying averaged output amplitude, it can be shown that $\rho_{sm} = \rho_o$. Therefore, the approximated steady-state amplitude is determined by equating (30) to zero and using (18):

$$
\rho_o = \frac{4\beta}{\pi \omega_o \alpha} = \frac{R f V_f}{R_m} \tag{36}
$$

Using (31) and (36), the modified averaged total phase ($\theta_{sm}$) is given by

$$
\theta_{sm} = \omega_1 t + \phi_o \tag{37}
$$

where

$$
\omega_1 = \omega_o + \frac{3\mu \rho_o^2}{8 \omega_o} \tag{38}
$$

Here, $\omega_1$ is the modified output frequency, which takes into account the effect of the cubic nonlinearity of the resonator, while $\phi_o$ is the initial phase. Using the steady-state amplitude and phase responses, (34) and (35) can be rewritten as

$$
\dot{\delta \rho} = -\frac{\alpha}{2} \delta \rho + \frac{R f}{L_m} \xi \tag{39}
$$

$$
\dot{\delta \phi} = \frac{3\mu \rho_o}{4 \omega_o} \delta \rho + \frac{R f}{L_m \rho_o} \xi \tag{40}
$$

Here,

$$
\xi(t) = v_n \sin(\omega_1 t + \phi_o) \tag{41}
$$

$$
\zeta(t) = v_n \cos(\omega_1 t + \phi_o) \tag{42}
$$

From (41) and (42), it can be inferred that the contributing noise components in the amplitude and phase fluctuations are orthogonal to each other, thereby, they may be treated as uncorrelated noise sources. Moreover, if the resonator response is linear ($\mu \approx 0$), the amplitude and phase fluctuations are uncorrelated. However, when the resonator is operated in the nonlinear regime, the conventional assumption of equally distributed amplitude and phase noise may not be valid as $\delta \rho$ and $\delta \phi$ are correlated. As $v_n$ is a random variable with flat power spectral density, it can be shown that the autocorrelation of the modulated noise components are [38]

$$
\langle \xi(t) \xi(t + \tau) \rangle = \langle \zeta(t) \zeta(t + \tau) \rangle = \frac{v_n^2}{4} \delta(\tau) \tag{43}
$$

In (43), the correlation is determined at time $t$ and $t + \tau$ where $\tau$ represents the variable time shift between the signals.
\( \langle \cdot \rangle \) represents the ensemble average of a signal and \( \delta (t) \) is the Dirac delta function. \( v_n^2 \) is a single-sided power spectral density of the equivalent noise voltage source. It should be noted that this analysis considers noise sources that have equal intensities in the amplitude and phase quadratures. In order to determine the oscillator spectrum, first, the autocorrelation functions of amplitude and phase fluctuations are determined, and then the PSD of the output is calculated.

### B. Autocorrelation of Amplitude Fluctuations

Once the steady-state condition is reached, amplitude fluctuations can be determined by applying the Duhamel integration to (39) [39]:

\[
\delta \rho (t) = \frac{R_f}{L_m} \int_0^t e^{-\frac{2}{\alpha} (t-t') \xi (t')} dt'
\]

(44)

The autocorrelation function is given by

\[
\langle \delta \rho (t) \delta \rho (t+\tau) \rangle = \frac{R_f^2}{L_m^2} \int_0^t \int_0^t e^{-\frac{2}{\alpha} (2t+\tau-t'')} \xi (t') \xi (t'') dt' dt''
\]

(45)

Equation (45) can be solved using [20], [21]:

\[
\langle \delta \rho \delta \rho_\tau \rangle = \frac{R_f^2}{L_m^2} \frac{v_n^2}{4 \alpha} e^{-\frac{2}{\alpha} |\tau|}
\]

(46)

Using (18), rewriting (46) in terms of circuit parameters:

\[
\langle \delta \rho \delta \rho_\tau \rangle = \frac{R_f^2}{L_m R_m} \frac{v_n^2}{4} e^{-\frac{2}{\alpha} |\tau|}
\]

(47)

This equation reveals the dependence of the amplitude noise on the gain, provided by the front-end amplifier.

### C. Autocorrelation of Phase Fluctuations

Integrating the linearised differential equation of phase fluctuations (40) over a period of time:

\[
\delta \phi = \frac{3 \mu \rho_2}{4 \omega_0} \int_0^t \delta \rho dt' + \frac{R_f}{L_m \rho_0} \int_0^t \xi (t') dt'
\]

(48)

Determining the autocorrelation of (48) as

\[
\langle (\delta \phi)^2 \rangle = \left( \frac{3 \mu \rho_2}{4 \omega_0} \right)^2 \int_0^t \int_0^t \langle \delta \rho (t') \delta \rho (t'') \rangle dt' dt'' + \frac{R_f^2}{L_m^2 \rho_0} \int_0^t \int_0^t \langle \xi (t') \xi (t'') \rangle dt' dt''
\]

(49)

The solution of this equations is determined using (42), (46) and [38]. The final expression is

\[
\langle (\delta \phi)^2 \rangle = \left( \frac{3 \mu \rho_2}{4 \omega_0 \alpha} \right)^2 \frac{R_f^2 v_n^2}{L_m^2} \left[ \frac{1}{2} + \frac{2}{\alpha} + \frac{2}{\alpha} e^{-\frac{2}{\alpha} t} \right]
\]

(50)

When \(|t| >> 2/\alpha\), (50) may be simplified to

\[
\langle (\delta \phi)^2 \rangle = \frac{R_f^2}{L_m \rho_0} \frac{v_n^2}{4} \left[ 1 + \left( \frac{3 \mu \rho_2}{4 \omega_0 \alpha} \right)^2 \right] |t|
\]

(51)

It is clear from this expression that the phase fluctuations are directly proportional to the integration time when \(|t| >> 2/\alpha\).

Due to the inherent nature of phase as it neither grows nor decays in a self-sustained oscillator, any perturbations in the phase due to noise get accumulated over time. Consequently, the state point in the phase plane adopts a “random walk” characteristic along the limit cycle [40]. The analogy between the dynamics of the phase perturbation and Brownian motion of unbounded particles enables characterisation of the random walk behaviour as a phase diffusion process. Therefore, (51) can be expressed as

\[
\langle (\delta \phi)^2 \rangle = D_{\phi_1} |t|
\]

(52)

where

\[
D_{\phi_1} = D_{\phi_0} (1 + \gamma^2)
\]

(53)

\[
D_{\phi_0} = \frac{R_f^2 v_n^2}{L_m^2 C_m^2 R_m^2}
\]

(54)

Here, \(D_{\phi_1}\) and \(D_{\phi_0}\) are considered as nonlinear and linear phase diffusion coefficients respectively. Henceforth, \(D_{\phi_1}\) will be referred to as the diffusion coefficient in this paper. \(\gamma\) is related to the cubic nonlinearity of the MEMS resonator. Rewriting (54) in terms of circuit parameters using (18) and (36):

\[
D_{\phi_0} = \frac{R_m^2}{L_m v_n^2} \frac{v_n^2}{4}
\]

(55)

\[
\gamma = \frac{3 v_n^2}{2 \omega_0 C_m R_m^2}
\]

(56)

Equation (52) explains the underlying phenomenon by which inherent noise in the oscillator results in perturbations in the phase trajectory. Moreover, it can be inferred that the rate at which state point in the phase plane diffuses is directly proportional to the diffusion coefficient. Therefore, a higher diffusion coefficient may result in larger phase fluctuation. Furthermore, due to the dependence of \(D_{\phi_1}\) on the resonator nonlinearities, a higher phase noise may result when the resonator is driven to larger motional amplitudes.

### D. Cross-Correlation between Amplitude and Phase

In order to determine the the oscillator output spectrum, the dependence between the amplitude and phase fluctuations must be calculated when the MEMS resonator is operated in the nonlinear regime. The cross-correlation function can be calculated by multiplying (40) with \(\delta \rho\) and then averaging the resulting expression:

\[
\langle \delta \rho \delta \phi \rangle = \frac{3 \mu \rho_2}{4 \omega_0} \int_0^t \langle \delta \rho \delta \rho \rangle dt'
\]

(57)

Using (47), (57) can be simplified:

\[
\langle \delta \rho \delta \phi \rangle = \frac{3 \mu \rho_2}{4 \omega_0} \frac{R_f^2 v_n^2}{L_m^2 \alpha^2} 2 \left( 1 - e^{-\frac{2}{\alpha} |t|} \right)
\]

(58)

Rewritten (58) using (18) and (36):

\[
\langle \delta \rho \delta \phi \rangle = \frac{3 R_f v_n^2}{4 L_m C_m^2 \omega_0 R_m^2} \frac{v_n^2}{2} \left( 1 - e^{-\frac{2}{\alpha} |t|} \right)
\]

(59)
From this equation, it can be inferred that the cross-correlation between the amplitude and phase fluctuations is governed by the resonator cubic nonlinearity, feedback signal amplitude and the oscillator loop gain.

E. Spectrum Calculation

The phase noise spectrum is typically calculated from the power spectral density of the oscillator output. In order to determine the output power spectral density, we first calculate the autocorrelation of the output signal $v$. Consequently, the PSD will be determined by applying the Wiener-Khintchine theorem to the resulting autocorrelation function. The autocorrelation function of (19) is given by

$$\langle v(t)v(t+\tau) \rangle = \langle \rho(t)\rho(t+\tau) \rangle \cos(\omega_o t + \phi) \cos(\omega_o(t+\tau) + \phi) \right) \tag{60}$$

We define $\rho(t)$ and $\rho(t+\tau)$ as $\rho_o + \delta \rho$ and $\rho_o + \delta \rho + \delta \rho \tau$ respectively. Using these, rewriting (60) as

$$\langle vv_\tau \rangle = \frac{1}{2} \text{Re} \left\{ \left\langle (\rho_o^2 + \rho_o \delta \rho + \rho_o \delta \rho \tau + \delta \rho \delta \rho \tau) e^{-i\delta \phi} \right\rangle \right\} \tag{61}$$

Assuming the phase fluctuations follow the Gaussian distribution, it can be shown [41]

$$e^{-i\delta \phi} = e^{-((\delta \phi)^2)/2} \tag{62}$$

Using (62) and (20), (61) can be approximated as

$$\langle vv_\tau \rangle = \frac{1}{2} \text{Re} \left\{ \left\langle (\rho_o^2 + \delta \rho \delta \rho \tau - (\delta \rho \delta \phi)^2 - 2i\rho_o \delta \rho \delta \phi) e^{-((\delta \phi)^2)/2} e^{-i\omega_o \tau} \right\rangle \right\} \tag{63}$$

Equation (63) has two orthogonal components that contribute to the output spectrum. The first one includes the autocorrelation functions of amplitude and phase fluctuations while the second one is represented by the cross-correlation between amplitude and phase fluctuations due to the cubic nonlinearity of the resonator. Assuming the resonator is operated in a weakly nonlinear regime, using (47) and (59) it can be shown that $\delta \rho \delta \rho \tau >> (\delta \rho \delta \phi)$. Therefore, (63) may be written as

$$s_{vv}(\tau) = \frac{1}{2} \left\langle \rho_o^2 + \delta \rho \delta \rho \tau \right\rangle e^{-((\delta \phi)^2)/2} \cos(\omega_o \tau) \tag{64}$$

Substituting (46) and (52) in (64):

$$s_{vv}(\tau) = \frac{\rho_o^2}{2} \left\{ 1 + \frac{R_i^2}{L_m^2 \rho_o^2} \frac{v_n^2}{4} \right\} e^{-\frac{2}{\alpha} |\tau|} \cos(\omega_o \tau) \tag{65}$$

To determine the PSD of $s_{vv}(\tau)$, we apply the Wiener-Khintchine theorem on (63) [42]:

$$S_{vv}(\omega) = \int_{-\infty}^{\infty} s_{vv}(\tau) e^{-i\omega \tau} d\tau \tag{66}$$

While considering $D_{\phi l} < < \alpha$ and using the derived autocorrelation functions of phase and amplitude fluctuations, shown in (51) and (47) respectively, (66) can be simplified to

$$S_{vv}(\omega) = \frac{\rho_o^2}{2} \left\{ \frac{D_{\phi l}}{2} \left( \frac{1}{(\omega - \omega_o)^2 + \alpha^2/4} \right) \right\} \tag{67}$$

Phase fluctuation

$$+ \frac{R_i^2}{L_m^2 \rho_o^2} \frac{v_n^2}{4} \left( \frac{1}{(\omega - \omega_o)^2 + \alpha^2/4} \right) \tag{68}$$

Amplitude fluctuation

In this expression, the resulting output PSD includes components representing the effect of the phase and amplitude fluctuations. This expression can be written in terms of a physical variable such as the output signal at the amplifier using the relation $v_a = \hat{v}/\omega_o$. The expression of a single-sideband PSD of the output is expressed as [43]:

$$L(\Delta \omega) = 10 \log \left( \frac{\omega_o^2 S_{vv}}{\omega_o^2 \rho_o^2/2} \right) \tag{69}$$

By substituting (67) in (68) and using (53), (54), we get

$$L(\Delta \omega) = 10 \log \left( \frac{R_i^2}{L_m^2 \rho_o^2} \frac{v_n^2}{4} \left\{ \left( \frac{1}{\alpha^2/4} \right) \Delta \omega^2 + \frac{D_{\phi l}^2}{\alpha^2/4} \right\} \right) \tag{70}$$

Here, $\Delta \omega$ is the offset from the carrier frequency. This expression includes the spectrum of phase noise and amplitude noise. When the resonator response is linear, $\gamma$ may be neglected leading to the equal contribution of phase noise and amplitude noise to the output spectrum assuming $\Delta \omega >> D_{\phi l}/2$ and $\Delta \omega >> \alpha/2$, consistent with the LTI models. However, it can inferred that when $\gamma$ cannot be neglected, an equal distribution of the output spectrum into phase noise and amplitude noise is no longer valid. As phase noise is the primary metric of significance, the phase noise expression may be expressed in terms of circuit parameters using (18) and (36):

$$L(\Delta \omega) = 10 \log \left( \frac{R_i^2}{L_m^2 \rho_o^2} \frac{v_n^2}{4} \left\{ 1 + \frac{3 \nu^2}{2 R_o \omega \gamma n} \right\} \right)^2 \tag{71}$$

Compared to the existing phase noise models such as [8], [14] which fail to predict bounded phase noise at very small offset with respect to the carrier, (70) predicts the plateau of Lorentzian and flat phase noise response when $\Delta \omega \leq D_{\phi l}$. Moreover, the expression also reveals the dependence of the phase noise on resonator nonlinearities.

IV. COMPARISON WITH EXISTING MODELS

This section compares previous phase noise models with the proposed new model. First, the phase noise expression is rewritten by explicitly adding the noise component ($S_n$) that exists at the measurement port of an oscillator. By assuming an identical front-end amplifier is used for the measurement port, this contribution can be written as

$$S_n = \frac{\nu_n^2}{v_n^2} \tag{72}$$
Here, $v_{sig}$ is the voltage over the resonator. By adding the injected noise component to (70), and using (9), the resulting phase noise expression is:

$$\mathcal{L}_\phi(\Delta \omega) = 10 \log \left[ S_n \left\{ 1 + \left( \frac{\omega_n}{2Q} \right)^2 \right. \
+ \left. \frac{3V_F^2}{2R_m L_m C_{m2}} \frac{D_{\phi_1}}{\Delta \omega^2 + D_{\phi_1}/4} \right\} \right]$$ (72)

This expression for total phase noise will be compared with the existing linear and nonlinear phase noise models.

A. Model comparison - I

The phase noise expression based on a LTI approach can be derived, assuming the approximated output current of the resonator at relatively small offset from the carrier frequency ($\Delta \omega << \omega_o$) to be [44]:

$$I \approx \frac{v_{out}}{R_m + j2\Delta \omega L_m}$$ (73)

where $v_{out}$ is the output voltage across the resonator which includes $v_{sig}$ and $v_n$. Using (9) and $v_{sig} = IR_m$, (73) can be simplified to

$$v_{out}^2 = v_n^2 \left\{ 1 + \left( \frac{\omega_o}{2Q\Delta \omega^2} \right)^2 \right\}$$ (74)

Consequently, (74) is normalised with the signal power to determine the phase noise equation:

$$\mathcal{L}_\phi(\Delta \omega) = 10 \log \left[ \frac{v_{out}^2}{v_{sig}^2} \left\{ 1 + \left( \frac{\omega_o}{2Q\Delta \omega^2} \right)^2 \right\} \right]$$ (75)

This equation is known as the Leeson noise model [13]. It is seen that (72) will lead to a similar expression by making the assumptions that $1/C_{m2} \approx 0$ and $\Delta \omega >> D_{\phi_1}/2$. This model does not address the impact of oscillator nonlinearities on phase noise.

B. Model comparison - II

Recently Ward et al. presented a phase noise model addressing nonlinear effects in MEMS resonators [14] which is verified experimentally in an independent study [45]. The model showed that the amplitude-frequency relation adds a new term in the phase noise expression for a LTI model when the MEMS resonator operated in the nonlinear regime. The nonlinear phase noise component is given by

$$S_{wn}(\Delta \omega) = \frac{\partial \omega_1}{\partial \omega_o} \left[ \frac{\partial \omega_o}{\partial V_F} \right]^2 \frac{S_{AN}}{\Delta \omega^2}$$ (76)

In this expression $S_{AN}$ is the amplitude noise density which is similar to $v_n^2$. Using (36) and (38), it can be shown that

$$\frac{\partial \omega_1}{\partial \omega_o} = \frac{3V_F}{4\omega_o R_f R_m L_m C_{m2}}$$ (77)

and,

$$\frac{\partial \omega_o}{\partial V_F} = \frac{R_f}{R_m}$$ (78)

Substituting (77) and (78) in (76), leads to

$$S_{wn}(\Delta \omega) = \left\{ \frac{3V_F}{4R_m^2 \omega_o L_m C_{m2}} \right\}^2 \frac{S_{AN}}{\Delta \omega^2}$$ (79)

Equation (79) provides the same additional phase noise component which is obtained in (72) while neglecting $D_{\phi_1}$ over $\Delta \omega$. Thus, similarities between previous linear and nonlinear models with the proposed nonlinear phase noise expression provide further verification of this approach.

C. Model comparison - III

A general numerical approach to phase noise modeling has been previously presented by Demir et al. [15] and further extended by a number of groups [16], [18]. The resulting phase noise expression can be reduced to (Equation (41) in [15])

$$\mathcal{L}_\phi(\Delta \omega) = 10 \log \left( \frac{f_c^2 c}{f_m^2 + \pi^2 f_c^4 c^2} \right)$$ (80)

where $f_o$ is the carrier frequency, $f_m$ is the frequency spacing from the carrier and $c$ is a statistical quantity representing the variance in the per cycle jitter. Demir et al. and other groups have presented a number of efficient numerical techniques for the calculation of $c$.

We note that this expression is consistent with the phase noise expression derived in this work. This may be seen by rewriting the phase noise expression using equations (67) and (68) as:

$$\mathcal{L}_\phi(\Delta \omega) = 10 \log \left( \frac{D_{\phi_1}}{\Delta \omega^2 + D_{\phi_1}/4} \right)$$ (81)

The following relation between $c$ and $D_{\phi_1}$ can be inferred by comparing (80) and (81):

$$c = \frac{D_{\phi_1}}{\omega_o^2}$$ (82)

Equation (82) is fully consistent with the physical interpretation of the two statistical quantities, $D_{\phi_1}$ and $c$, representing the well-established relationship between the variance of the per cycle time jitter and the variance of the per cycle phase jitter of the oscillator [46], [47].

V. DESIGN TRADE-OFF

Next, the phase noise model is employed to find an optimum operating point condition for a MEMS oscillator for improved phase noise response. To provide a realistic framework, a MEMS square wave oscillator is realised on a PCB board and parameters from this oscillator are used for analytical prediction of noise performance [29]. The oscillator consists of an electrostatically driven double-ended-turning fork (DETF) silicon micro-resonator, transimpedance amplifier, bandpass filter and comparator as depicted in Fig. 3(a). The DETF resonator was fabricated in a commercial foundry process using a standard silicon-on-insulator MEMS process (MEMSCAP Inc., USA), and consisted of two clamped-clamped beams and additional moving electrodes. The optical micro-graph of the resonator is shown in Fig. 3(b) while the dimensions
are summarised in Table I. The resonator is operated in the primary anti-phase tuning fork flexural mode and capacitive sensing is employed to detect the dynamic motion of the resonator.

![Diagram](image)

Fig. 3. (a) Schematic description of the MEMS square wave oscillator. (b) Optical micrograph of the DETF silicon micro-resonator.

### Table I

**Designed Dimensions of the DETF Silicon Micro-Resonator.**

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Value (μm)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Beam Length (l_b)</td>
<td>350</td>
</tr>
<tr>
<td>Beam width (w_b)</td>
<td>7</td>
</tr>
<tr>
<td>Electrode length (l_e)</td>
<td>280</td>
</tr>
<tr>
<td>Electrode width (w_e)</td>
<td>10</td>
</tr>
<tr>
<td>Device thickness (h)</td>
<td>25</td>
</tr>
<tr>
<td>gap (g)</td>
<td>2</td>
</tr>
</tbody>
</table>

The measured open-loop responses at various combinations of dc bias and excitation signal amplitudes are shown in Fig. 4. During measurements, the resonator was placed in a custom vacuum chamber at a pressure of ~50 mtorr. The extracted parameters from these responses are shown in Table II. Here, the effective mass of the resonator is calculated using [5]:

\[ m = 0.375d_{Si}w_bl_bh + d_{Si}w_el_eh \]  

(83)

where \( d_{Si} \) is the density of single-crystal silicon.

### A. Phase Noise Calculation

Using (72), the phase noise response is calculated for the corresponding feedback signals and dc bias values shown in Fig. 5. In these plots, it is visible that the near-carrier phase noise is significantly impacted by the nonlinear response of the resonator. For operating conditions where the open-loop response of the resonator exhibits multivalued amplitude-frequency behaviour (i.e. bifurcation), higher close-to-carrier phase noise is observed. Therefore, it cannot be concluded that the presence of nonlinearities in the resonator response always degrades or improves the phase noise performance - a turnover point exists as the resonator approaches the nonlinear regime where the noise performance is optimum. This may be observed in Fig. 5(a) and 5(b) where the phase-noise close-to-carrier is lowest when the resonator is operated at 32 mV.

Moreover, based on the calculated values of \( D_{\phi_1} \), it can be inferred that higher values of the diffusion coefficient result in high near-carrier phase noise as discussed by Ham et al. as well [40]. Therefore, diffusion coefficient can be considered as a qualitative parameter to quantify the phase noise in the oscillator. Thus, we refer \( D_{\phi_1} \) as a key metric for further optimisation of phase noise. Now, (53) can be rewriting in terms of oscillator design variables using (55) and (56):

\[ D_{\phi_1} = \frac{R_{m}^2}{L_{m}^2 V_{dc}^2} \frac{v_n^2}{4} + \frac{9V_{dc}^2}{4 R_{m}^2 \omega_0 C_{m2}} \frac{v_n^2}{4} \]  

(84)

From this expression it is clear that the diffusion coefficient demonstrates a dependence on the feedback signal, dc bias and the oscillator loop gain. Moreover, the linear and nonlinear components show different dependence on these parameters. Therefore, design pathways by which the diffusion coefficient may be minimized, resulting in an improved phase noise response are explored. When the resonator is operated at a given dc bias and loop gain, an optimum value of the feedback signal may be found by differentiating (84) with respect to \( V_{dc} \) and finding a local minima point. The resulting expression of the optimum feedback signal (\( V_{F_{opt}} \)) is

\[ V_{F_{opt}} = \sqrt{\frac{\frac{2}{3} R_{m}^1 \omega_0 C_{m2}}{R_{m}}} \]  

(85)

The corresponding diffusion coefficient is calculated by substituting (85) in (84) and using (14) to simplify this further. This leads to the optimum diffusion coefficient (\( D_{\phi_{1, opt}} \)):

\[ D_{\phi_{1, opt}} = \frac{3k_2 \omega_0}{4k_2^3} \frac{v_n^2}{R_{m}} \]  

(86)

To validate this expression, a graphical representation of (84) is shown in Fig. 6 at 25 V and 30 V \( V_{dc} \). A local minima can be observed in these plots, which corresponds to a feedback signal amplitude of 24 mV and 30 mV respectively. The corresponding values of the diffusion coefficients are \( 1.34 \times 10^{-8} \text{ sec}^{-1} \) and \( 1.39 \times 10^{-8} \text{ sec}^{-1} \) respectively. While considering Fig. 5, it can be clearly seen that at \( V_{F_{opt}} \), \( D_{\phi_1} \) attains smaller value, hence validating the expressions (85) and (86). However, as the dc bias is increased from 25 V to 30 V, an increment in \( D_{\phi_1} \) is observed due the reduction in Q factor as shown in Table II.

As can be seen from (86), \( D_{\phi_{1, opt}} \) is proportional to \( k_2 \) where \( k_2 = k_{2m} + k_{2e} \). In this case, \( k_{2m} \) results in spring-hardening and dominates over \( k_{2e} \) at high vibration amplitudes...
Fig. 4. Measured open-loop response of the electrostatically operated DETF MEMS resonator at a set of \( V_{dc} \) and a fixed value of \( V_m \) (a) 25 V (b) 30 V. As the excitation signal increases, the amplitude-frequency responses bend towards right due to the mechanical nonlinearities. However, less nonlinear response can be observed with higher dc bias due to the electrical nonlinearities which reduce the overall effect of the cubic nonlinearity.

### TABLE II

<table>
<thead>
<tr>
<th>Parameter Source</th>
<th>Value at 25 V ( V_{dc} )</th>
<th>Value at 30 V ( V_{dc} )</th>
<th>Unit</th>
</tr>
</thead>
<tbody>
<tr>
<td>( m )</td>
<td>Equation (83)</td>
<td>2.17 ( \times 10^{-10} )</td>
<td>kg</td>
</tr>
<tr>
<td>( k_{om} )</td>
<td>Measured</td>
<td>436</td>
<td>436 N/m</td>
</tr>
<tr>
<td>( k_{oe} )</td>
<td>Measured</td>
<td>-1.3</td>
<td>-1.9 N/m</td>
</tr>
<tr>
<td>( k_{2m} )</td>
<td>Measured</td>
<td>( 1.43 \times 10^{12} )</td>
<td>( 1.43 \times 10^{12} ) N/m²</td>
</tr>
<tr>
<td>( k_{2e} )</td>
<td>Measured</td>
<td>( -2.7 \times 10^{11} )</td>
<td>( -3.8 \times 10^{11} ) N/m²</td>
</tr>
<tr>
<td>( Q )</td>
<td>Measured</td>
<td>14588</td>
<td>11674</td>
</tr>
<tr>
<td>( g )</td>
<td>Measured</td>
<td>3.1</td>
<td>3.1 ( \mu m )</td>
</tr>
<tr>
<td>( V_{dc} )</td>
<td>Measured</td>
<td>25</td>
<td>30 V</td>
</tr>
<tr>
<td>( L_m )</td>
<td>Equation (9)</td>
<td>( 8.4 \times 10^3 )</td>
<td>( 5.8 \times 10^3 ) H</td>
</tr>
<tr>
<td>( R_m )</td>
<td>Equation (9)</td>
<td>( 8.1 \times 10^5 )</td>
<td>( 7 \times 10^5 ) Ω</td>
</tr>
<tr>
<td>( C_{mo} )</td>
<td>Equation (9)</td>
<td>( 6 \times 10^{-17} )</td>
<td>( 8.6 \times 10^{-17} ) F</td>
</tr>
<tr>
<td>( C_{m2} )</td>
<td>Equation (14)</td>
<td>( 1.2 \times 10^{-27} )</td>
<td>( 2.7 \times 10^{-27} ) FA²</td>
</tr>
</tbody>
</table>

Fig. 6. The effect of the feedback signal on the diffusion coefficient is shown here. It can be clearly seen that \( D_{\phi_1} \) reaches to a minimum value which corresponds to \( V_{F_{opt}} \) whereas \( k_{2e} \) results in spring-softening and may dominate over \( k_{2m} \) at high dc voltages and in electrostatically-transduced resonators with small transduction gaps. As the two terms combine with opposite signs, the value of \( k_2 \) can be minimized by setting the magnitude of \( k_{2m} \) to equal \( k_{2e} \). In systems where mechanical nonlinearities dominate, the reduction of \( k_2 \) can be tuned electrically by increasing \( V_{dc} \) as can be seen from (3).

If the nonlinear component in (84) is neglected, it can be seen that \( D_{\phi_1} \) is inversely related to \( V_F \). For the specific case that \( k_{2e} \) is equal to \( k_{2m} \), it is therefore possible to increase output amplitude and simultaneously suppress the increment in the phase diffusion coefficient that would otherwise arise due to the nonlinear term. These findings provide theoretical support to the independent experimental observation of improved phase noise performance for MEMS oscillators wherein the cancellation of the cubic nonlinearity was possible by tuning the electrical stiffness [48]. It is also important to note that the phase diffusion coefficient and the optimum value of \( V_F \) is primarily dictated by resonator nonlinearities.

The analysis presented here is applicable to optimization.
Fig. 5. Calculated total phase noise plots at a $V_{dc}$ of (a) 25 V (b) 30 V. The phase noise responses are determined at the same values of excitation signals at which the open-loop responses are measured. The calculated values of the diffusion coefficient ($D_{\phi 1}$) are also provided.
of the near-carrier phase noise. Equation (72) may now be employed as a starting point for further analysis of noise optimization when MEMS resonators are operated at or near the onset of bifurcation.

VI. CONCLUSION

Since last decade, there have been several experimental studies to understand the impact of nonlinear effects in MEMS oscillators on the phase noise. In this paper, we presented a new nonlinear phase noise model which adds new insight of understanding the impact of oscillator nonlinearities on the phase noise. By deriving the phase noise expression from a second order nonlinear SDE describing a MEMS square wave oscillator response, we showed how the cubic nonlinearity in a resonator impacts the spectral broadening of the oscillator output. The resulting analytical expression for phase noise is consistent with previously presented non-linear models for oscillator phase noise based on numerical techniques. Moreover, by correlating the simulated phase noise response with parameters obtained from measurements on DETF MEMS resonators, it is demonstrated that the near-carrier phase noise performance may degrade when the resonator is operated beyond the bifurcation point.

The methodology to integrate the resonator and oscillator circuit nonlinearities in a single equation is described for an electrostatically operated MEMS square wave oscillator. However, it can be extended to other MEMS oscillator topologies as well. Moreover, in this work, we only consider the impact of stationary noise in the oscillator. However, the impact of other noise sources and the up-conversion of $1/f$ noise due to nonlinear effects is not considered in this paper. The presented stochastic analysis may however be extended to address the impact of $1/f$ noise.

The presented noise analysis shows the mechanism by which noise in the oscillator is transformed into the phase and amplitude noise. The analytical expression of phase noise is in agreement with existing linear and nonlinear phase noise models. Moreover, we show that the diffusion coefficient which describes the rate of phase diffusion, can be employed as a defining metric for phase noise. By presenting a new analytical framework, this paper provides useful design insight into the noise optimisation for MEMS oscillators. Future work includes the development of a more generalised phase noise model while incorporating other white and non-white noise sources.

APPENDIX A

AMPLITUDE AND PHASE BEHAVIOUR

The first derivatives of (23) and (24) are given by

$$\dot{z}_1 = \dot{\rho} \cos \theta - \rho \dot{\theta} \sin \theta$$

(87)

$$\dot{y} = \dot{\rho} \sin \theta + \rho \dot{\theta} \cos \theta$$

(88)

By substituting (23) and (24) in (21) and (22), we get

$$\dot{z}_1 = -\omega_o \rho \sin \theta$$

(89)

The differential equation of $\rho$ and $\phi$ can be manipulated from (87)-(90):

$$\dot{\rho} = -\alpha \rho \sin^2 \theta + \beta \frac{\rho}{\omega_o} \sgn(\omega_o \rho \sin \theta) \sin \theta + \mu \rho^3 \cos^3 \theta + \frac{R_f}{L_m} v_n \sin \theta$$

(91)

$$\dot{\phi} = -\frac{\alpha}{2} \sin 2\theta + \beta \frac{\rho}{\omega_o} \sgn(\omega_o \rho \sin \theta) \cos \theta + \mu \rho^2 \cos^4 \theta + \frac{R_f}{L_m \rho} v_n \cos \theta$$

(92)

Here, sgn function can be approximated as

$$\sgn(\omega_o \rho \sin \theta) \approx \frac{4}{\pi} \sum_{k=0}^{\infty} \frac{\sin(2k+1)\theta}{2k+1}$$

(93)

The amplitude and phase dynamics are determined by replacing (93) in (91) and (92) and taking into account limited rapid oscillation terms. The resulting expressions are

$$\dot{\rho} = -\frac{\alpha \rho}{2} (1 - \cos 2\theta) + \mu \rho^3 \left( \frac{1}{4} \sin 2\theta + \frac{1}{2} \sin 4\theta \right)$$

$$+ \frac{2\beta}{\pi \omega_o} \left[ 1 - \frac{2}{3} \cos 2\theta - \frac{2}{15} \cos 4\theta \right]$$

$$+ \frac{R_f}{L_m} v_n \sin \theta$$

(94)

$$\dot{\phi} = -\frac{\alpha}{2} \sin 2\theta + \mu \rho^2 \left( \frac{3}{8} \cos 2\theta + \frac{1}{8} \cos 4\theta \right)$$

$$+ \frac{2\beta}{\rho \omega_o} \left( \frac{4}{3} \sin 2\theta + \frac{8}{15} \sin 4\theta \right)$$

$$+ \frac{R_f}{L_m \rho} v_n \cos \theta$$

(95)
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