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Abstract—Deploying wireless systems in vehicles is an area of current interest. Often, it is implicitly assumed that the electromagnetic environment in vehicle cavities is analogous to that in reverberation chambers, it is therefore important to assess to what extent this analogy is valid. Specifically, the cavity time constant, electromagnetic isolation and electric field uniformity are investigated for typical vehicle and vehicle-like cavities. It is found that the time constant is a global property of the cavity (i.e., it is the same for all links). This is important, as it means that the root mean square delay spread for any link is also a property of the cavity, and thus so is the coherence bandwidth. These properties could be exploited by wireless systems deployed in vehicles. It is also found that the field distribution is not homogeneous (and is therefore not uniform), but can be isotropic. For situations where the field distribution is isotropic, the spatial coherence is well defined, and therefore Multiple-Input-Multiple-Output antenna arrays can be used to improve performance of wireless systems. These properties could be exploited by wireless systems deployed in vehicles. It is also found that the field distribution is not homogeneous (and is therefore not uniform), but can be isotropic. For situations where the field distribution is isotropic, the spatial coherence is well defined, and therefore Multiple-Input-Multiple-Output antenna arrays can be used to improve performance of wireless systems.

Index Terms—Vehicle cavities, electromagnetic cavities, reverberation chambers, wireless communications.

I. INTRODUCTION

UNDERSTANDING the propagation of electromagnetic waves in vehicles is an area of current relevance. This is due to the prevalence of wireless communication systems in vehicles, such as ‘infotainment’ systems, vehicle radio, Wi-Fi, Bluetooth and wireless sensor networks (WSNs) [1]. Furthermore, there is interest in using wireless systems to reduce the weight and installation costs of systems which could potentially use wires [2]. A large body of existing published work seeks to apply reverberation chamber-like methods to characterise the electromagnetic propagation and field distributions in vehicles [3]–[7]. Specifically, the reverberation chamber has five definitive properties, and we investigate to what extent these are valid for vehicle cavities:

1) The energy retained in the cavity at time \( t \), after a unit impulse input of energy at \( t = 0 \) is proportional to \( e^{-\frac{t}{\tau}} \), where \( \tau \) is the cavity time constant.
2) The reverberation chamber is an isolated Electromagnetic (EM) environment.
3) Within the working volume, the Electric field (E-field) distribution is isotropic.
4) Within the working volume, the E-field distribution is homogeneous.
5) Within the working volume, the E-field distribution is ergodic, i.e., the same field distribution can be obtained by sampling in frequency, space or time (if a well designed stirrer is deployed to vary the field).

Where the working volume is defined for any given reverberation chamber as a certain number of half-wavelengths from the cavity walls. Together, points 3), 4) and 5) define a uniform E-field distribution. With regard to point 5), under normal operating conditions, vehicle cavities do not, in general, have well designed stirrers, therefore the property of ergodicity is limited to the frequency and spatial domains for the purposes of vehicle cavities (although it should be noted that a stirrer has been introduced for some of the experiments presented in this paper). Furthermore, the time variation of the in-vehicle E-field depends on the motion of the cavity occupants, which is not trivial to model, and is not within the scope of this paper. For a characterisation of the time variation and Doppler spread of in-vehicle wireless communication channels, we refer the reader to our previous work [8].

The paper is organised as follows: Details of the experimental methods undertaken are given in Section II; Section III presents the outcomes of the investigation into points 1)-5) (above); Section IV presents a proposed cavity classification method which helps enable reverberation chamber analysis to find parameters such as the Root-Mean Square (RMS) delay spread, angular spread and coherence distance, which are useful for the design and evaluation of in-vehicle communication systems; and finally conclusions are drawn in Section V.

II. EXPERIMENTAL METHOD

We undertook three measurement campaigns. The first two were undertaken in a vehicle-like cavity located in a
fully anechoic chamber; and the third was undertaken in two actual vehicles. Furthermore, ray tracing and CST Microwave Studio [9] simulations were undertaken for the vehicle-like cavity.

The vehicle-like cavity used is that from the ‘SEFERE’ project [10], [11]. It has been shown that the difference in terms of electromagnetic environment between the vehicle-like cavity and actual vehicles is minimal [12]–[14]. During the measurement process the vehicle-like cavity was located in the UK National Physical Laboratory Small Antenna Radiated Testing (SMART) range, enabling us to isolate the cavity from the effects of external objects and noise sources (which would otherwise not have been possible). The measurement set-up is shown in Figure 1, with origin and axes definitions. Figure 2 shows a plan-view diagram of the cavity, which has dimensions $1260 \times 1050 \times 1220$ mm ($x \times y \times z$). It has four rectangular apertures with corners located at:

1) $(0, 230, 700)$ mm, $(0, 230, 1000)$ mm, $(0, 820, 700)$ mm, $(0, 820, 1000)$ mm;
2) $(1260, 230, 700)$ mm, $(1260, 230, 1000)$ mm, $(1260, 820, 700)$ mm, $(1260, 820, 1000)$ mm;
3) $(230, 0, 700)$ mm, $(230, 0, 1000)$ mm, $(1030, 0, 700)$ mm, $(1030, 0, 1000)$ mm;
4) $(230, 1050, 700)$ mm, $(230, 1050, 1000)$ mm, $(1030, 1050, 700)$ mm, $(1030, 1050, 1000)$ mm.

The actual vehicles used were an estate car, shown in Figure 3, and a panel van shown in Figure 4.

A. Using mechanical and frequency stirring to investigate the E-field distribution

This measurement took place in the vehicle-like cavity. A Rohde & Schwarz ZVB four-port vector network analyser (VNA) was used, with each port connected, via coaxial cables, to Schwarzbeck 9113 antennas [15]. Port 1 acted as a transmitter and ports 2, 3 and 4, orientated such that they are mutually orthogonally polarised, acted as receivers. The antennas were located and polarised as follows:

- Port 1: $(1020, 880, 510)$ mm, $x$ and $z$ polarised;
- Port 2: $(300, 490, 440)$ mm, $z$ polarised;
- Port 3: $(256, 210, 810)$ mm, $x$ polarised;
- Port 4: $(300, 470, 440)$ mm, $y$ polarised,

i.e., the three mutually orthogonal receivers were close to each other, and reasonably far from the transmitter. The direct line between the transmitter and each of the receivers was blocked as explained in the next paragraph ($x$ polarised refers to the antenna orientation, such that the direction of maximum E-field is parallel to the $x$ axis and likewise for $y$ and $z$).

The channels created are referred to by the subscript $mn$, where $m$ is the transmitter polarisation, and $n$ is the receiver polarisation, e.g., $E_{xx}$ would refer to the electric...
field measured for the channel with both antennas x polarised. The VNA was set to sweep from 500 to 3000 MHz, at a resolution of 5 MHz. A stirrer, shown in Figure 5 (a) was deployed within the vehicle-like cavity, obscuring the direct line between the transmitter and each of the three receive antennas. The stirrer operated in stirred mode at 0.0044 revolution/s, approximately 90 measurements were taken in a full revolution, of which 15 were independent at 3 GHz (i.e., according to the criteria defined in IEC 61000-4-21 [16]). Therefore 15 stirrer positions were used, although these would not have been independent for lower frequency values. The stirrer has height 410 mm and diameter 360 mm, which is smaller than the maximum wavelength used of 600 mm (i.e., at 500 MHz).

For each frequency, the response at the 15 stirrer positions is used to plot the E-field distribution (i.e., by noting that the magnitude of the forward voltage gain is proportional to the E-field). In Section IV, however, we see that this may not be sufficient to obtain an isotropic field (even at arbitrarily high operating frequencies), we therefore introduce some frequency diversity to improve the uniformity of the field. We achieve this by including the frequency responses out to ±50 MHz relative to the central frequency. We refer to this as frequency stirring (even though it differs slightly from typical reverberation chamber frequency stirring [17], [18]), and in effect we have included frequency samples spanning multiple coherence bandwidths (approximately 4, according to [19]) to improve the field uniformity, at the cost of some resolution in the frequency domain (i.e., we can only now consider frequency samples spaced by 100 MHz).

We further vary the operating conditions by introducing into the vehicle-like cavity, Radiation Absorbent Material (RAM), one unit of which consists of a square based pyramid with base of side 150 mm and vertical height 390 mm, on top of a cuboid of height 50 mm, which is shown in Figure 5 (b). We investigate four scenarios, where the number of units of RAM are: 0; 4; 8; and 12, and in each case the RAM is positioned randomly on the cavity floor.

We also measured the same RAM configurations, with the stirrer stationary in the cavity, to perform a frequency sweep from which we can find the impulse response. In this case we use only the data between 1 to 3 GHz, as between 500 MHz to 1 GHz we do not know the efficiency of the antenna. We use a similar method to that in [7] Section III (in fact our method here has been simplified, as we do not need to find an exact discrete representation of the arriving rays) to find the impulse response from the frequency response, specifically:

$$P = \left| \text{IDFT} \left( S_{\alpha 1} \odot f \right) \right|^2,$$

where $P$ is the received power after an impulse input, ‘IDFT’ is the inverse discrete Fourier transform, $S_{\alpha 1}$ is a vector of the measured values of the forward voltage gain (where $\alpha$ can be either 2, 3 or 4) corresponding to the vector of frequencies, $f$, at which $S_{\alpha 1}$ was sampled (and $\odot$ denotes element-wise multiplication), $\eta_{tx}$ is the transmit antenna efficiency and $\eta_{rx}$ is the receive antenna efficiency. The antenna efficiencies were previously measured by S. Bhatti [20]. This method of estimating the impulse response from data measured in the frequency domain can be thought of as using a rectangular window. This leads to a truncation error, however as the maximum measured time constant was 26.6 ns, and the truncation occurs after 200 ns (i.e., for our frequency sweep), we consider this error to be acceptably small.

B. Investigating the effect of external objects on the cavity time constant

This measurement took place in the vehicle-like cavity within the SMART anechoic chamber. An Agilent Technologies N5242A two-port VNA was used, with each port connected to Schwarzbeck 9113 antennas, located at (930, 750, 585) mm and (330, 210, 500) mm for ports 1 and 2 respectively, both polarised to align with the x-axis. A frequency sweep was performed from 1 to 3 GHz, at a resolution of 5 MHz. Two locations were used for the external objects, firstly the location close to the window on the plane $x = 0$ mm, referred to as A, and secondly the location close to the window on the plane $y = 1050$ mm, referred to as B, these locations are shown in Figure 2. Four different scenarios were measured:

1) SMART chamber unoccupied;
2) A person standing approximately 100 mm from the box at location A;
3) A standing person holding a large metal plate parallel to the box side at location A, approximately 300 mm from the box;
4) A standing person holding a large metal plate parallel to the box side at location B, approximately 300 mm from the box.

Five frequency sweeps were performed for each scenario, and we have processed the data for each – demonstrating similar results in each case. The method detailed previously in Section II-A was used to find the impulse response.

C. Investigating the variation of time constant of an actual vehicle, with differing numbers of occupants

Frequency sweeps were performed in actual road vehicles, such that under a variety of loading scenarios the time...
constants of the vehicle could be found (i.e., via a IDFT), and compared to those of the vehicle-like cavity. The frequency sweep was again performed from 1 to 3 GHz, with a step size 5 MHz, and the same process as that described in Section II-A was undertaken to find the impulse response from the frequency sweep.

In the road car a Rohde & Schwarz ZVRE two-port VNA was used with each port connected to Schwarzzeck 9113 antennas. The antenna connected to port 1 remained in the boot throughout (as shown in Figure 3, and the antenna connected to port 2 was positioned and orientated arbitrarily in the passenger compartment. The vehicle was measured with each of 0 to 5 passengers occupying it and for each of these loading scenarios 6 different antenna configurations were investigated.

In the panel van a Rohde & Schwarz ZVB8 two-port VNA was used with each port connected to Schwarzzeck 9113 antennas. The antenna connected to port 2 remained in the same location in the footwell close to the passenger side door throughout and the antenna connected to port 1 was positioned and orientated arbitrarily in the passenger compartment. The vehicle was measured with each of 0 to 3 passengers occupying it, and again for each of these loading scenarios 6 different antenna configurations were investigated. A further experiment was undertaken where 6 measurements were taken with the two antennas were located and orientated at random in the rear compartment of the van.

**D. Simulation to investigate the angular spread**

To investigate the angular spread, a simple ray tracing propagation simulation was run for the vehicle-like cavity. This consisted of geometrically tracing a number of rays originating at a transmitter, and considering them to be received if they passed within a cross-sectional area equal to the effective aperture of a perfect isotropic receiver (i.e., in the form of a circle centred on the receiver). The number of reflections was counted, and the power adjusted (using a reflection co-efficient of 0.97) to make the simulation time constant consistent with that of the measurements, the total transmitted power was set equal to 1. While 0.97 may seem low, considering the corroded surfaces, slightly more complex cavity geometry (for example lips around the apertures) and presence of the stirrer, this is not unreasonable. A stirrer was included in the simulation, with a much simplified geometry (i.e., it consisted of a single plane at a slant, in the same location and with approximately the same dimensions as the actual stirrer).

For each ray, the arriving power was recorded along with the angle of arrival. Three simulations were run; and for each the transmitter was located at the same position as port 1 in the measurements detailed in Section II-A, and likewise the receivers were located at the same positions as ports 2, 3 and 4. These three simulations led to similar results, therefore only results from the simulation with the receiver at the same location as port 2 is presented here.

**E. Spatial E-field variation data**

A simulation of the E-field in the vehicle-like cavity was undertaken using CST Microwave Studio. In the simulation, some typical vehicle furniture was also included, this was the same as that previously used in the SEFERE project [21]. For the simulation, the transmit antenna is mounted horizontally near the window, and the E-field is recorded as six axis values (i.e., real and imaginary parts for each of three spatial dimensions) for horizontal cuts each 100 mm, and within each plane at a resolution of 58.6 mm.

**III. INVESTIGATING THE VALIDITY OF REVERBERATION CHAMBER PROPERTIES IN VEHICLE CAVITIES**

The measurements are used to investigate the five properties of reverberation chambers introduced in Section I.

**A. Investigating the power delay profile of in-vehicle channels**

Reverberation chamber property 1), from Section I means that the Power Delay Profile (PDP) for a wireless link in a reverberation chamber decays exponentially (where we define a link as the communication channel between two antennas at known locations, the term link is used to avoid ambiguity with ‘channel’ which is used for different communication frequencies for any given link):

$$\bar{P} = ke^{-\frac{t}{\tau_{\text{PDP}}}},$$

(2)

where $\bar{P}$ is the PDP and $k$ is a constant.

Previous work has shown that it is indeed the case that in general links in electromagnetic cavities have exponentially decaying PDPs [7]. It is not, however, necessarily the case that the time constant of the exponential decay is the same for each link. We therefore estimate the time constant for each link by fitting a minimum mean squared error (MMSE) straight line fit to the exponential decay (plotted in semi-logarithmic form), examples of which are shown in Figures 6 and 7.

Table I shows the time constant estimates for all the links in the vehicle-like cavity and the actual vehicles. For the measurements in the vehicle like cavity, $\tau_{1-6}$ refer to $\tau_{xx}$, $\tau_{xy}$, $\tau_{xz}$, $\tau_{zz}$, $\tau_{zx}$ and $\tau_{zy}$ respectively, and ‘loading’ refers to the number of units of RAM. For the measurements in the actual vehicles, $\tau_{1-6}$ refer to various random antenna locations (and orientations), and ‘loading’ refers to the number of human occupants. $\bar{\tau}$ refers to the average of the six time constants, for each environment and loading scenario. It can be seen that for all vehicles and loading configurations, it is indeed the case that the time constant is approximately equal for all links.

**B. Investigating whether vehicle cavities can be modelled as isolated environments**

To investigate whether the vehicle-like cavity is an isolated environment, we evaluated the time constant obtained from
TABLE I
TIME CONSTANT AND Q-FACTOR ESTIMATION FOR A VEHICLE-LIKE CAVITY, AND ACTUAL VEHICLES.

<table>
<thead>
<tr>
<th>Location</th>
<th>Loading</th>
<th>$\tau_1$/ ns</th>
<th>$\tau_2$/ ns</th>
<th>$\tau_3$/ ns</th>
<th>$\tau_4$/ ns</th>
<th>$\tau_5$/ ns</th>
<th>$\bar{\tau}$/ ns</th>
<th>2.4 GHz Q- PA</th>
</tr>
</thead>
<tbody>
<tr>
<td>Vehicle-like cavity</td>
<td>0</td>
<td>22.9</td>
<td>22.8</td>
<td>24.0</td>
<td>26.6</td>
<td>24.5</td>
<td>24.0</td>
<td>24.1</td>
</tr>
<tr>
<td>Vehicle-like cavity</td>
<td>4</td>
<td>17.0</td>
<td>16.2</td>
<td>17.6</td>
<td>17.6</td>
<td>17.7</td>
<td>18.6</td>
<td>17.4</td>
</tr>
<tr>
<td>Vehicle-like cavity</td>
<td>8</td>
<td>14.3</td>
<td>12.9</td>
<td>13.6</td>
<td>13.6</td>
<td>14.5</td>
<td>15.7</td>
<td>14.1</td>
</tr>
<tr>
<td>Vehicle-like cavity</td>
<td>12</td>
<td>13.4</td>
<td>12.1</td>
<td>12.5</td>
<td>13.8</td>
<td>12.8</td>
<td>11.9</td>
<td>12.7</td>
</tr>
<tr>
<td>Road car</td>
<td>0</td>
<td>12.0</td>
<td>15.2</td>
<td>15.9</td>
<td>13.0</td>
<td>11.6</td>
<td>14.9</td>
<td>13.8</td>
</tr>
<tr>
<td>Road car</td>
<td>1</td>
<td>10.9</td>
<td>12.2</td>
<td>13.3</td>
<td>11.8</td>
<td>12.6</td>
<td>11.5</td>
<td>12.1</td>
</tr>
<tr>
<td>Road car</td>
<td>2</td>
<td>10.3</td>
<td>11.0</td>
<td>12.8</td>
<td>12.6</td>
<td>10.3</td>
<td>10.7</td>
<td>11.3</td>
</tr>
<tr>
<td>Road car</td>
<td>3</td>
<td>12.8</td>
<td>10.1</td>
<td>11.3</td>
<td>10.6</td>
<td>12.4</td>
<td>12.2</td>
<td>11.6</td>
</tr>
<tr>
<td>Road car</td>
<td>4</td>
<td>9.83</td>
<td>11.4</td>
<td>10.5</td>
<td>13.1</td>
<td>10.8</td>
<td>9.81</td>
<td>10.9</td>
</tr>
<tr>
<td>Road car</td>
<td>5</td>
<td>10.1</td>
<td>11.4</td>
<td>10.8</td>
<td>9.53</td>
<td>10.4</td>
<td>12.6</td>
<td>10.8</td>
</tr>
<tr>
<td>Van (front)</td>
<td>0</td>
<td>12.1</td>
<td>13.4</td>
<td>15.3</td>
<td>13.5</td>
<td>12.6</td>
<td>13.8</td>
<td>13.4</td>
</tr>
<tr>
<td>Van (front)</td>
<td>1</td>
<td>10.2</td>
<td>9.88</td>
<td>11.0</td>
<td>10.1</td>
<td>9.71</td>
<td>9.87</td>
<td>10.1</td>
</tr>
<tr>
<td>Van (front)</td>
<td>2</td>
<td>7.46</td>
<td>8.08</td>
<td>9.80</td>
<td>10.8</td>
<td>7.63</td>
<td>7.78</td>
<td>8.58</td>
</tr>
<tr>
<td>Van (front)</td>
<td>3</td>
<td>8.31</td>
<td>8.89</td>
<td>9.07</td>
<td>9.32</td>
<td>10.2</td>
<td>6.43</td>
<td>8.71</td>
</tr>
<tr>
<td>Van (rear)</td>
<td>n/a</td>
<td>19.0</td>
<td>16.6</td>
<td>18.7</td>
<td>23.4</td>
<td>18.1</td>
<td>20.0</td>
<td>19.3</td>
</tr>
</tbody>
</table>

‘Loading’ in the vehicle-like cavity refers to the number of units of RAM, whereas in the actual vehicles it refers to the number of occupants.

<table>
<thead>
<tr>
<th>Scenario</th>
<th>$\tau$/ ns</th>
<th>2.4 GHz Q-PA</th>
</tr>
</thead>
<tbody>
<tr>
<td>Empty Chamber</td>
<td>23.3</td>
<td>352</td>
</tr>
<tr>
<td>Man at A</td>
<td>23.1</td>
<td>349</td>
</tr>
<tr>
<td>Metal at A</td>
<td>22.8</td>
<td>343</td>
</tr>
<tr>
<td>Metal at B</td>
<td>23.0</td>
<td>348</td>
</tr>
</tbody>
</table>

Fig. 6. Example of exponential decay, vehicle-like cavity loaded with 12 units of RAM.

Fig. 7. Example of exponential decay, road car loaded with 5 occupants.

C. Investigating the E-field uniformity in vehicle cavities

An important metric for reverberation chambers is the Quality ($Q$) factor, which can be related to the cavity time constant:

$$Q_\tau = 2\pi f \tau,$$

where $f$ is the frequency.

An alternative method to find the Q-factor is using a Power Average (PA) method:

$$Q_{PA} = \frac{16\pi^2 V}{\eta_{tx}\eta_{rx}\lambda^3} \left\langle \frac{P_r}{P_t} \right\rangle,$$

where $\eta_{tx}$ and $\eta_{rx}$ are the efficiencies of the transmitting and receiving antennas respectively and $V$ is the volume of the cavity.
cavity. The derivation of (4) in [17 Section 7.6], assumes only that the energy density is constant throughout the cavity, and therefore $Q_{PA} = Q_{PA}$ is a necessary and sufficient condition for the E-field to be homogeneous.

To find $Q_{PA}$ for the vehicle-like cavity and vehicles, the average $⟨P_t/P_1⟩$ was taken over all links, and for all frequency samples over a bandwidth of 100 MHz bandwidth (i.e., the frequency stirring introduced in Section II-A). For the vehicle like cavity, the independent stirrer positions were also included in the average. The results are shown in Table I, and clearly $Q_{PA}$ is a necessary and sufficient condition for an isotropic field. It can therefore be concluded that there is evidence that the field is slightly degraded from ideal isotropic conditions, but there is still strong correlation between orthogonal field distributions at any point.

It is important to consider the lowest frequency at which a field distribution which is close to isotropic can be obtained, this is termed the Lowest Usable Frequency (LUF). There are two conditions required for an isotropic field:

1) $f >> 1/τ$, this is required for a uniform distribution on the phase of the arriving rays.
2) There must be 60 modes present in the cavity (this is a good general rule, although there is some evidence that isotropic fields can be obtained below this frequency [23]). Strictly speaking this is only valid if the stirrer is very efficient, or there are two independent stirrers, which isn’t the case in the vehicle-like cavity (and it is not clear to what extent the frequency stirring mitigates this), therefore the 60 mode rule can only be used as a guideline in this case.

For a rectangular cavity, 60 modes are present at a frequency approximately 3 times the lowest resonant frequency. The lowest resonant frequency can be found from [24], and for our cavity this is 342 MHz, therefore the 60 mode rule should apply at frequencies above 1.03 GHz. The lowest value of $τ$ is 12.7 ns, when the cavity is loaded with 12 units of RAM, therefore the 60 mode rule can only be used as a guideline in this case.

It can be seen that for each plot, it appears that the Rayleigh distribution is a good fit, and for each of the three pairs where the antenna locations remain the same, but one antenna is rotated to be orthogonal (i.e., the three horizontally adjacent pairs) the distributions are similar, as would be the case an isotropic field. It can therefore be concluded that there is evidence that the field is slightly degraded from ideal isotropic conditions, but there is still strong correlation between orthogonal field distributions at any point.

An isotropic field means that over an arbitrary set of frequencies or stirrer positions, the distribution of the received signal (which is proportional to one Cartesian component of the E-field at the location of the receive antenna) will correspond to a circularly symmetric Gaussian random variable (i.e., its magnitude will be Rayleigh distributed). A plot for the measured field distributions at 2.4 GHz (i.e., over all independent stirrer positions and 100 MHz bandwidth) for each of the 6 channels is shown in Figure 8. The E-field was found by noting that $S_{\alpha\beta} \propto E\text{-field}_{\alpha\beta}$, and the E-field was normalised by setting the greatest sampled value equal to 1.

It can be seen that for each plot, it appears that the Rayleigh distribution is a good fit, and for each of the three pairs where the antenna locations remain the same, but one...
The effect of loading not only has an effect on the time constant, it also potentially effects the number of modes, with greater loading leading to fewer modes [25] and therefore a greater LUF. It has also, however, been reported that the opposite effect may happen for example, Arnaut shows that the LUF is proportional to the third root of the Q-factor (and hence time constant) [26].

To determine whether the field distribution is isotropic at a given frequency, we take a subjective approach, by observing the appearance of the fit of the Rayleigh distribution and the similarity of the orthogonally polarised channel pairs for given antenna locations. It can also be shown that for a Rayleigh distribution the ratio of the mean to the standard deviation is 1.91, and this can be compared to the same ratio for the measured data to further investigate the goodness of fit of the Rayleigh distribution. Our results show that a field distribution which is close to isotropic can be obtained at frequencies greater or equal to 1.7 GHz and 2.7 GHz for the cavity loaded with 0 and 4 units of RAM respectively, for 8 and 12 units of RAM an isotropic field is not obtained even at the maximum frequency of 2.9 GHz. Therefore it appears that the LUF to obtain an isotropic field is sensitive to the amount of loading. Figure 9 shows an example of the E-field distribution at 600 MHz and it can be seen that the Rayleigh distribution fit of the Rayleigh distribution and the similarity of the orthogonally polarised channel pairs for given antenna locations is a good fit. It should be noted that while we take a subjective approach, for any given application an objective criteria for an isotropic field could be defined and used to find the LUF.

It is important to know whether the field is isotropic or not to deploy effective communication systems. For example it can be shown (as to be discussed in more detail in Section IV) that if the field is isotropic, and homogeneous over a small area, then the spatial correlation is well defined, which is useful for Multiple-Input-Multiple-Output (MIMO) systems [17]. Furthermore, information theoretic analysis on the channel capacity typically assumes that the received signal has the form of a zero-mean circularly symmetric complex Gaussian distribution [27], and this will be the case if the field is isotropic. Should it be required to use frequencies below the LUF, a useful body of literature concerning probability distributions for E-fields in non ideal conditions is available, for example [28].

IV. USING REVERBERATION CHAMBER PROPERTIES TO IMPROVE COMMUNICATION SYSTEMS IN VEHICLES

To establish exactly how the reverberation chamber analysis can lead to improved estimates of wireless communication parameters, we define a cavity classification system:

- Type I: Properties 1)-5) (in Section I) all apply, and thus full reverberation chamber analysis can be applied.
- Type II: \( \tau \) is equal for all possible links in the cavity (i.e., regardless of the locations of antennas and any moveable internal objects). The cavity can be treated as an isolated environment. Type II is further divided:
  - II A: At a point, the E-field distribution is isotropic (at a sufficiently high frequency).
  - II B: At a point, the E-field distribution is not necessarily isotropic.
- Type III: \( P = ke^{-\frac{t}{\tau}} \) applies to all possible links in the cavity, but the value \( \tau \) varies from link to link. The environment is not necessarily isolated.

Our measurements presented in Table I show that the Type II channel model is appropriate for vehicle cavities. The subdivision of Type II cavities is useful for establishing the spatial and angular distributions for MIMO applications.

A. In-vehicle channel root mean square delay spread

The channel RMS delay spread is an important parameter for effective wireless communication system deployment. Theoretically, in Type II cavities the RMS delay spread should be the same for each link in the cavity (as the PDP is the same for each link). It can be shown that the theoretical RMS delay spread \( \sigma_{\text{rms}} \) is equal to the cavity time constant. Comparing the actual value of \( \sigma_{\text{rms}} \) from the measurements to the cavity time constant for each environment and loading configuration, as detailed in Table III, it can be seen that it is indeed the case that the RMS delay is approximately equal to the cavity time constant.

This means that the delay spread, and hence also coherence bandwidth, is common for all links in a Type II cavity (which has been shown to be a good model for many vehicle cavities). This property can be exploited by wireless communication system designers, for example if the cavity time constant is known then when a link is first turned on, there will immediately be information available regarding its delay spread and coherence bandwidth prior to any direct channel estimation. Furthermore, it should be possible to aggregate data from many different links to improve the estimate of the cavity time constant.

From the RMS delay spread, the channel coherence time can be found. Using the same definition of coherence bandwidth


### TABLE III

RMS DELAY SPREAD VALUES.

<table>
<thead>
<tr>
<th>Environment</th>
<th>Loading</th>
<th>$\tau$/ ns</th>
<th>$\sigma_{\text{max}}$/ ns</th>
<th>$\sigma_{\text{max}}$/ ns</th>
<th>$\sigma_{\text{max}}$/ ns</th>
<th>$\sigma_{\text{max}}$/ ns</th>
<th>$\sigma_{\text{max}}$/ ns</th>
<th>$\sigma_{\text{max}}$/ ns</th>
</tr>
</thead>
<tbody>
<tr>
<td>Vehicle-like cavity</td>
<td>0</td>
<td>24.1</td>
<td>23.1</td>
<td>23.4</td>
<td>23.5</td>
<td>21.1</td>
<td>24.3</td>
<td>23.7</td>
</tr>
<tr>
<td>Vehicle-like cavity</td>
<td>4</td>
<td>14.1</td>
<td>14.3</td>
<td>15.4</td>
<td>16.1</td>
<td>17.4</td>
<td>16.4</td>
<td>17.6</td>
</tr>
<tr>
<td>Vehicle-like cavity</td>
<td>8</td>
<td>12.7</td>
<td>12.6</td>
<td>12.1</td>
<td>12.5</td>
<td>11.9</td>
<td>12.0</td>
<td>12.0</td>
</tr>
<tr>
<td>Vehicle-like cavity</td>
<td>12</td>
<td>12.4</td>
<td>12.4</td>
<td>12.1</td>
<td>12.0</td>
<td>12.0</td>
<td>12.0</td>
<td>12.0</td>
</tr>
<tr>
<td>Road car</td>
<td>0</td>
<td>13.8</td>
<td>13.3</td>
<td>13.3</td>
<td>13.5</td>
<td>12.2</td>
<td>14.4</td>
<td>14.0</td>
</tr>
<tr>
<td>Road car</td>
<td>1</td>
<td>12.1</td>
<td>11.9</td>
<td>12.1</td>
<td>12.5</td>
<td>12.5</td>
<td>12.7</td>
<td>11.4</td>
</tr>
<tr>
<td>Road car</td>
<td>2</td>
<td>11.6</td>
<td>11.0</td>
<td>12.7</td>
<td>12.0</td>
<td>10.6</td>
<td>10.9</td>
<td>10.9</td>
</tr>
<tr>
<td>Road car</td>
<td>3</td>
<td>11.2</td>
<td>11.3</td>
<td>12.7</td>
<td>12.0</td>
<td>10.6</td>
<td>11.4</td>
<td>10.9</td>
</tr>
<tr>
<td>Road car</td>
<td>4</td>
<td>10.9</td>
<td>11.7</td>
<td>12.0</td>
<td>10.9</td>
<td>10.4</td>
<td>10.7</td>
<td>10.7</td>
</tr>
<tr>
<td>Road car</td>
<td>5</td>
<td>10.8</td>
<td>10.0</td>
<td>10.4</td>
<td>10.4</td>
<td>9.58</td>
<td>10.3</td>
<td>13.1</td>
</tr>
<tr>
<td>Van (front)</td>
<td>0</td>
<td>13.4</td>
<td>10.0</td>
<td>12.0</td>
<td>12.9</td>
<td>9.80</td>
<td>10.7</td>
<td>12.4</td>
</tr>
<tr>
<td>Van (front)</td>
<td>1</td>
<td>10.1</td>
<td>8.55</td>
<td>10.6</td>
<td>11.5</td>
<td>9.47</td>
<td>8.49</td>
<td>10.2</td>
</tr>
<tr>
<td>Van (front)</td>
<td>2</td>
<td>8.58</td>
<td>6.56</td>
<td>7.63</td>
<td>8.20</td>
<td>10.4</td>
<td>8.09</td>
<td>7.06</td>
</tr>
<tr>
<td>Van (front)</td>
<td>3</td>
<td>8.71</td>
<td>6.75</td>
<td>8.39</td>
<td>8.46</td>
<td>9.08</td>
<td>9.35</td>
<td>5.24</td>
</tr>
<tr>
<td>Van (rear)</td>
<td>n/a</td>
<td>19.3</td>
<td>19.4</td>
<td>17.6</td>
<td>18.2</td>
<td>19.9</td>
<td>18.6</td>
<td>19.0</td>
</tr>
</tbody>
</table>

Fig. 10. Angular spread at 2.4 GHz for three orthogonal planes (i.e., $z = 440$, $y = 490$, $x = 300$)

(Bc) as Liu et al [19], that the autocorrelation co-efficient is greater than 0.5, then $B_c = 1/(5\sigma_{\text{rms}})$. For the environment and loading configurations measured the time constant was found to be between 8.58 and 24.1 ns, leading to coherence bandwidths in the range 8.30 to 23.3 MHz, which is consistent with previous work [19].

**B. In-vehicle channel angular spread**

The angular spread is important for determining whether beamforming can lead to improvements in wireless systems deployed in vehicles. Given the unoccupied vehicle-like cavity has been shown to have an isotropic field distribution at 2.4 GHz, it is expected that the angular spread will be uniform. This is confirmed by the ray tracing propagation simulation (i.e., as detailed in Section II-D, with the results shown in Figure 10 for the angular spread in three orthogonal planes.

There is, however, some evidence that in actual vehicles, certain channels may not have a uniform angular spread [29]. In such cases, beamforming may be used to enhance performance.

**C. In-vehicle channel coherence distance**

For the vehicle-like cavity, it has been shown that the E-field distribution is isotropic at 2.4 GHz. This is supported by a ray-tracing simulation, which provides evidence that the angular spread is approximately uniform. Furthermore, by evaluating the total received power at various locations in close proximity using the ray-tracing simulation, it appears that the total received power varies continuously in space. Therefore, over sufficiently short distances, the E-field can be thought of as being locally homogeneous. In such cases, the spatial correlation is well defined.

Figure 11 compares the measured spatial correlation to the theoretical spatial correlation at 2.4 GHz (i.e., from [17] Equation (7.48)), where it can be seen that there is
some evidence that the theoretical model may apply. Note that, for the theoretical results, the imaginary component is always equal to zero, therefore this line appears as the z-axis. This is important for the design of MIMO antenna arrays, where the spatial correlation leads directly to the choice of antenna element spacing.

In vehicle and vehicle-like cavities, the properties of spatial correlation and angular spread can be thought of as complementary. In Type IIA cavities, where the field distribution is isotropic, the spatial correlation is well defined and thus MIMO can be used to improve performance. In Type IIB cavities, the spatial correlation is not necessarily well defined, however beam-forming can be used to exploit the non-uniformity of the angular spread.

V. Conclusions

This paper details a thorough assessment of the analogy between vehicle and vehicle-like cavities, with reverberation chambers. Specifically, the cavity time constant, electromagnetic isolation and E-field uniformity of typical vehicle cavities are investigated.

It is found that, under all operating scenarios, the time-constant is approximately the same for all possible links in typical vehicle cavities, and that they can be treated as isolated electromagnetic environments. For the E-field distribution to be uniform, it must be homogeneous and isotropic, which is not generally the case in vehicle cavities. It is, however, the case that in some situations the E-field is isotropic.

These properties can potentially be used to improve the performance of wireless systems deployed in vehicles. For example, that the time constant is the same for all possible links in a given cavity, leads to the property that the RMS delay spread is also the same for all links. This is potentially very useful, as it allows the wireless system to have some information regarding the channel state before a link is even active. For example, the RMS delay spread can be used to find the coherence bandwidth, and thus frequency diversity can be used in an intelligent way immediately when a link is turned on. Likewise, if for a given cavity, the E-field distribution is isotropic, then it has been shown that the spatial correlation is well defined, and thus deployment of MIMO antenna arrays should prove effective. If the E-field distribution is not isotropic, then it follows that the angular spread is not uniform, and thus beamforming can be used.
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