Estimates of tropical bromoform emissions using an inversion method
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Abstract. Bromine plays an important role in ozone chemistry in both the troposphere and stratosphere. When measured by mass, bromoform (CHBr_3) is thought to be the largest organic source of bromine to the atmosphere. While seaweed and phytoplankton are known to be dominant sources, the size and the geographical distribution of CHBr_3 emissions remains uncertain. Particularly little is known about emissions from the Maritime Continent, which have usually been assumed to be large, and which appear to be especially likely to reach the stratosphere. In this study we aim to reduce this uncertainty by combining the first multi-annual set of CHBr_3 measurements from this region, and an inversion process, to investigate systematically the distribution and magnitude of CHBr_3 emissions. The novelty of our approach lies in the application of the inversion method to CHBr_3. We find that local measurements of a short-lived gas like CHBr_3 can be used to constrain emissions from only a relatively small, sub-regional domain. We then obtain detailed estimates of CHBr_3 emissions within this area, which appear to be relatively insensitive to the assumptions inherent in the inversion process. We extrapolate this information to produce estimated emissions for the entire tropics (defined as 20°S–20°N) of 225 Gg CHBr_3 yr⁻¹. The ocean in the area we base our extrapolations upon is typically somewhat shallower, and more biologically productive, than the tropical average. Despite this, our tropical estimate is lower than most other recent studies, and suggests that CHBr_3 emissions in the coastline-rich Maritime Continent may not be stronger than emissions in other parts of the tropics.

1 Introduction

Chemical cycles involving inorganic bromine species (Br_y) are known to destroy appreciable quantities of ozone (O_3) in both the stratosphere (e.g. Salawitch et al., 2005) and troposphere (Yang et al., 2005; Read et al., 2008; Parrella et al., 2012). The largest source of Br_y, by mass, appears to be release from sea-salt aerosols in the marine boundary layer (Ayers et al., 1999; Yang et al., 2005; Parrella et al., 2012). The lifetime of Br_y in the lower troposphere is short enough that this direct inorganic source does not appear to significantly influence chemistry at higher altitudes (e.g. Yang et al., 2005). In contrast, a class of man-made organic bromine compounds, the halons, provide a significant source of Br_y to the stratosphere (e.g. Wamsley et al., 1998). There are also naturally occurring organic bromine compounds, which are known to be emitted by seaweed (e.g. Gschwend et al., 1985; Manley et al., 1992; Itoh and Shinya, 1994) and phytoplankton (e.g. Sturges et al., 1992; Tokarczyk and Moore, 1994; Moore et al., 1996). These compounds have shorter atmospheric lifetimes than their man-made counterparts, typically of weeks to months, and are often referred to as very short-lived substances (VSLS). They may be the dominant source of Br_y in the upper troposphere and lowermost stratosphere (Dvortsov et al., 1999; Salawitch et al., 2005). Bromoform (CHBr_3) and dibromomethane (CH_2Br_2) have received most attention, and appear to account for the bulk of bromine bound within VSLS (Hossaini et al., 2012). A further organic source of bromine is
methyl bromide (CH$_3$Br), which has an intermediate lifetime of 1 yr and a more diverse range of both natural and man-made sources (Saltzman et al., 2004). Overall, these sources combine to give a present stratospheric Br$_2$ loading of 22.5 (19.5–24.5) ppt (Montzka and Reimann, 2011).

Anthropogenic organic bromine emissions, and associated global average mixing ratios, are thought to be reasonably well quantified (Montzka and Reimann, 2011). Conversely, there remains much uncertainty in our understanding of the magnitude and distribution of the predominantly natural emissions of VSLS. Broadly, two main methods have been used to arrive at estimates of global CHBr$_3$ fluxes. In the “bottom-up” method local flux calculations are assumed to be representative of, and are extrapolated over, particular oceanic domains (e.g. Quack and Wallace, 2003; Carpenter and Liss, 2000; Butler et al., 2007; Ziska et al., 2013). In the “top-down” method an idealised pattern of emissions is typically assumed based on available observational evidence and the emission magnitude is then varied to match observations made in the “background” atmosphere (e.g. Warwick et al., 2006; Liang et al., 2010; Ordóñez et al., 2012). Inverse methods, in which both the magnitude and distribution of emissions are varied to provide an optimal match with observations, can be considered an extension of the top-down method, and have yet to be tried. Our use of an inversion method in this study therefore represents a novel approach to estimating CHBr$_3$ emissions. Finally, observations of compounds with a common source but different lifetimes can be used to derive emission estimates (e.g. Yokouchi et al., 2005), and parameterisations of emissions based on physical and biological variables have begun to be considered (Palmer and Reason, 2009).

Estimates of CHBr$_3$ emissions are made difficult by its short lifetime (as low as 2 weeks in the tropics, e.g. Warwick et al., 2006; Hossaini et al., 2010), which ensures that measured mixing ratios are often highly variable, and are likely to be influenced by only a small fraction of global sources. This difficulty is reflected in the following range of recent global emission estimates, all given in Gg CHBr$_3$ yr$^{-1}$: ∼450 (Liang et al., 2010); ∼380 (Warwick et al., 2006, updated by Pyle et al. 2011); ∼530 (Ordóñez et al., 2012); ∼120–200 (Ziska et al., 2013). When defined consistently as 20° S–20° N, the total tropical emission in these studies also varies substantially (again in Gg CHBr$_3$ yr$^{-1}$): ∼240 (Liang et al., 2010); ∼310 (Warwick et al., 2006, updated by Pyle et al. 2011); ∼300 (Ordóñez et al., 2012; ∼70–90 (Ziska et al., 2013). In contrast, recent global emission estimates of the longer-lived CH$_2$Br$_2$ (which has a lifetime of months, e.g. Warwick et al., 2006; Hossaini et al., 2010) have converged on a value of ∼60 Gg yr$^{-1}$ (e.g. Liang et al., 2010; Ordóñez et al., 2012; Ziska et al., 2013). One part of the world where CHBr$_3$ emissions are particularly poorly constrained is the Maritime Continent, where long-term observations have only recently become available (e.g. Pyle et al., 2011; Robinson et al., 2014). The Maritime Continent is important because a number of studies have suggested that emissions from this convectively active region may be much more likely to contribute to stratospheric Br$_2$ (e.g. Levine et al., 2007; Aschmann et al., 2009; Hosking et al., 2010; Pisso et al., 2010).

In this study we attempt to improve our understanding of CHBr$_3$ emissions in the Maritime Continent. To do this we use the first long-term set of observations collected in this region (described by Robinson et al., 2014) and, for the first time, an inversion method (Manning et al., 2003, 2011). To date, this method has been used to estimate emissions of long-lived greenhouse gases and ozone-depleting substances (see also O’Doherty et al., 2004; Reimann et al., 2005; Polson et al., 2011). As such, this work, focussed on measurements of a short-lived compound in the deep tropics, represents a new application of this method. We therefore aim to consider the limitations and additional uncertainties associated with the choice of this type of modelling tool for our particular purpose. The paper is structured as follows: in Sect. 2 we introduce the observations we use to constrain our model; in Sect. 3 we provide details of the modelling tools we employ; in Sect. 4 we show that our method can successfully locate a “known” emission distribution; in Sect. 5 we present our estimates of CHBr$_3$ emissions in the Maritime Continent; and finally, in Sect. 6, we compare our estimate with previous work, we discuss the limitations of our method, and we recommend ways this type of study can be improved in the future.

## 2 Bromoform observations

We use CHBr$_3$ observations which are presented in detail by Robinson et al. (2014). The main features are summarised again here. The measurements were collected using University of Cambridge μ-Dirac instruments (Gostlow et al., 2010) at two locations in Sabah, Malaysia, and cover the period April 2008–May 2010. One instrument was located ∼50 km from the nearest coast, at the Bukit Atur Global Atmospheric Watch site (elevation 426 m a.s.l.), within the Danum Valley Conservation Area. The second instrument was located at the coast, near the town of Tawau (elevation 15 m a.s.l.), and ∼85 km south of Bukit Atur. The characteristics of the two measurement locations, and the quality of our data, are discussed by Robinson et al. (2014). Figure 1 shows the CHBr$_3$ measurements, which have been averaged over 3 h intervals to allow direct comparison with our model calculations (see Sect. 3). The sampling rate of μ-Dirac means there are typically ∼6 measurements in these 3 h windows. We will refer to these averaged data simply as “observations”. Our CHBr$_3$ observations are a major enhancement to the quantity of information available in the Maritime Continent, where until recently measurements had been collected only during occasional cruises through the region (e.g. Quack and Suess, 1999; Yokouchi et al., 1999). Following the period we consider in this study, further CHBr$_3$ data have...
been collected during a cruise through the South China Sea (Mohd Nadzir et al., 2014) and near Borneo during the approximately month-long SHIVA campaign (e.g. the aircraft data presented by Hossaini et al., 2013).

The CHBr₃ mixing ratio at Tawau, on the coast, is occasionally many tens of ppt, with ~10% of the observations above ~3.5 ppt (a threshold marked by the red line in Fig. 1, and discussed with respect to our inversion calculations in Sect. 5.1). Additional quantitative information can be found in the probability density functions, PDFs, presented by Robinson et al. (2014). While Robinson et al. (2014) do not identify a specific local cause of these high mixing ratios, previous studies have typically found such levels of CHBr₃ when seaweed are nearby (e.g. Carpenter and Liss, 2000; Pyle et al., 2011). Aside from these periods, mixing ratios at Tawau are usually within the range 1–2 ppt. While there is often a small gradient in background mixing ratio between the coast and inland (again refer to the PDFs in Robinson et al., 2014), the majority of our inland data, and indeed many other observations apparently made away from strong CHBr₃ sources (see Table 1–7 of Montzka and Reimann, 2011), also lie within this range.

Our data are used here to inform an inversion process, and so it is important to consider how observational uncertainties might impact our estimates of CHBr₃ emissions. First, calibration errors might lead to biases in our observations, and in our subsequent emission estimates. A recent measurement inter-comparison (Jones et al., 2011) suggests that for CHBr₃, discrepancies of ~10–20% are possible. As this uncertainty is likely to manifest itself as a bias, we attempt to assess its potential significance by repeating our inversion calculations with a range of “baseline” mixing ratios (see Sect. 3.2.2).

Another metric for measurement uncertainty is the precision, which we define as the standard deviation of calibration peak heights divided by the mean height of such peaks (see also Robinson et al., 2014). Though the measurement precision varied throughout the period covered, and was not identical at the two locations, we use 7% (i.e. 0.14 ppt, where the multi-site mean mixing ratio is 1.96 ppt) as a value representative of this type of uncertainty. The measurement precision uncertainty is likely to be smaller than the uncertainty attached to the model calculations (Sect. 3.1) and to the assumptions inherent in the inversion method (Sect. 3.2), and is therefore incorporated into an overall uncertainty which is implemented as “noise” within the inversion process (see Sect. 3.2.4).

3 Modelling tools

In this section we first describe the atmospheric transport model we have used to calculate the immediate history of the air masses measured in Borneo. Section 3.2 introduces the associated inversion method used to estimate CHBr₃ emissions, and discusses the assumptions and approximations this method requires.

3.1 NAME trajectory calculations

To interpret our measurements we have used the UK Met Office’s Lagrangian atmospheric dispersion model, NAME (Jones et al., 2007). NAME allows the calculation of trajectories using three-dimensional meteorological fields, which are produced by the UK Met Office’s Unified Model (UM) during operational weather forecasts, and are available at 3 hourly intervals. For most of our observational period they have a horizontal resolution of 0.5625° longitude by 0.375°
latitude, though this was improved to $\sim 0.35^\circ$ by $\sim 0.23^\circ$ in February 2010. Within NAME a parameterisation of turbulence is also used (see Webster et al., 2003; Morrison and Webster, 2005).

NAME was used to calculate batches of 33 000 backward trajectories, released at random throughout each 3 h period for which CHBr$_3$ measurements were available at a particular location. In our measurement window there were a total of 2350 such periods at Bukit Atur, and 2726 at Tawau (see also Fig. 1). The trajectories were started randomly within an altitude range of 0–100 m. They ran for 12 days, and every 15 min the location of all trajectories within the lowest 100 m of the model atmosphere was recorded on a grid with the same resolution as the driving meteorological fields (always $0.5625^\circ$ by $0.375^\circ$). By counting only the “near-surface” trajectories a picture was built up of the areas from which surface emissions could have influenced the measured air masses during the previous 12 days.

In more detail, each trajectory is assigned an arbitrary mass, and the density of trajectories in each grid cell, integrated over the 12 day travel time (units are g s$^{-1}$ m$^{-2}$), is recorded. This density is then divided by the total mass of trajectories released (g), and multiplied by the area of the grid cell (m$^2$). Physically, the resulting quantity (which has units of s m$^{-1}$) can be considered the mean residence time in a particular grid cell, for all trajectories started in a particular 3 h period, divided by the cell depth (100 m). Importantly, this quantity is the multiplicative factor by which emissions in a particular grid cell are diluted by the time they have travelled to a measurement location (see Eq. (1), and Manning et al., 2011). So, a low dilution value means that few trajectories reaching Bukit Atur or Tawau have travelled through the boundary layer of a particular grid cell, and therefore that the impact of emissions from that grid cell on a measurement site will be correspondingly small. A grid of dilution values exists for the batch of trajectories started in each 3 h period. We will refer to the full three-dimensional (longitude-latitude-time) grid of dilution values as the “dilution matrix”.

We approximate the effect of photochemical loss of CHBr$_3$ by allowing the mass associated with each trajectory to decay with an e-folding time of 15 days (similar to the expected lifetime of CHBr$_3$ in the tropical lower troposphere, Warwick et al., 2006; Hossaini et al., 2010; Liang et al., 2010). This has the effect of decreasing the dilution value in grid cells further from the measurement locations.

Figure 2 shows the time-averaged dilution matrix, calculated over all 3 h periods for which observations are available at either location. It shows that the sites in Borneo are influenced by two prevailing wind directions, with northeasterly trade winds dominating during Northern Hemisphere winter, and southeasterlies during Northern Hemisphere summer. It also shows that large fractions of the plotted domain are crossed by relatively few trajectories (dilution values range over six orders of magnitude), and emissions in these regions are unlikely to appreciably affect our measurements. One consequence is that our emission estimates are made on a non-uniform grid, with larger grid cells used where the dilution values are smaller (see Fig. 3 and the discussion later in Sect. 3.2.1).

Our emission estimates will be affected by any errors in the meteorological data used to drive NAME, and in the dispersion calculations within NAME. The estimates of Manning et al. (2011) were relatively insensitive to the choice of meteorology, though their study was focussed on mid-latitudes. In the tropics, the representation of convection will be more important, and will be necessarily incomplete in any set of meteorological analyses. In addition, the local meteorology at both Bukit Atur, where changes in boundary layer
height appear to be critical to determining atmospheric composition (e.g. Pike et al., 2010), and Tawau, where a “sea breeze” circulation is common (Qian et al., 2013), may not be represented accurately in a global model such as the UM. Finally, the rate at which air masses (i.e. trajectories) are mixed between the boundary layer and free troposphere in NAME will have a significant impact on our estimated emissions. Pyle et al. (2011) showed, and we reiterate in Sect. 4, that in the Maritime Continent this type of mixing seems to be weaker in NAME than in another model, p-TOMCAT. We attempt to assess the possible impact of these model-related uncertainties both by adding “noise” to our inversion process, and by adjusting the “baseline” CHBr$_3$ mixing ratio (see Sect. 3.2.4).

### 3.2 Inversion method

The inversion method employed here has been described by Manning et al. (2003, 2011), and is now known as the Inversion Technique for Emission Modelling (InTEM). Using an optimisation process, the aim is to solve Eq. (1), and thereby locate the emission map, that can be multiplied by a NAME dilution matrix, to give modelled concentrations at a measurement site that most closely resemble the observed concentrations (converted from volume mixing ratios using UM meteorological data).

$$\text{emission} \times \text{dilution} = \text{concentration}$$  \hspace{1cm} (1)

This calculation is conducted for each individual (source) grid cell: the emission in that grid cell, multiplied by the local value of the dilution matrix derived from the trajectory calculations, gives the contribution from those emissions to the simulated CHBr$_3$ concentration at a measurement location (receptor). The sum over all source grid cell contributions gives the total simulated CHBr$_3$ concentration at one particular time.

From Eq. (1) we obtain a spatially varying emission field. In solving this equation we assume the emissions are constant in time; clearly, when considering a compound with large natural emissions such as CHBr$_3$, this is likely to be a source of error in our estimates. In this section we discuss some of the other assumptions that are implicit in the method, which has typically been used to estimate emissions of compounds with lifetimes of years. So we also aim to highlight further uncertainties that are peculiar to our compound of interest, CHBr$_3$, with its much shorter lifetime.

#### 3.2.1 The solution grid

The time-averaged dilution matrix in Fig. 2 shows that air is most likely to travel towards our measurement locations from either the southeast or northeast, and more likely to travel over grid cells near to a measurement location than those further away. It is difficult to assess how the observations will be affected by emissions from a particular grid cell if air seldom passes over it. Such grid cells are therefore grouped together using the method of Manning et al. (2011), into progressively larger squares of 2 by 2 cells, 4 by 4 cells and so on. As a result, the contribution to the observations from emissions in the new, grouped grid cell is larger or more frequent. This solution grid, containing grouped cells, is shown in Fig. 3, and is used for each of the inversion experiments in this study. We tested changing the resolution of the solution grid but found that such changes had a small impact on the results we present in Sect. 5.

We can use the dilution matrix to assess the influence that emissions in solution grid cells of particular sizes might have on our measurements. If we assume that a tracer is emitted uniformly across our region of interest the dilution matrix can be used to derive a simulated concentration at both measurement sites (Eq. 1). Figure 4 shows the cumulative contribution to this modelled concentration when the individual dilution grid cells in Fig. 2 are added in turn (beginning with the largest dilution value). The red line (and label) shows that 44 % of this modelled concentration is due to emissions in solution grid cells of size 1 by 1, and that these cells cover an area of $1.65 \times 10^{11}$ m$^2$ (~0.1 % of the tropics). The orange (2 by 2), blue (4 by 4) and grey (8 by 8 to 32 by 32) lines indicate this relationship when solution grid cells of increasing size are also included in the calculation.

While the inversion process always returns estimated emissions for the entire solution domain, throughout the rest of the paper we will present emissions only in the smaller grid cells, of size 1 by 1 and 2 by 2 only (coloured in red and orange in Fig. 3). We refer to these as “fine” grid cells. We make this choice because they are the grid cells for which most dilution information is available and from which emissions are likely to have the greatest impact on the observations. Conversely, emissions from the coarser solution grid cells can vary significantly while having only a small impact on the observations, and will therefore be less reliably constrained by the inversion method. Figure 4 shows that the “fine” cells account for almost two thirds of the observed signal from a uniform emission across our solution grid, while accounting for only ~3 % of the area. This demonstrates that the compromise between considering emissions for which there is reasonable dilution information, and estimating emissions over a usefully-sized area, is a delicate one. We have repeated our analyses using only the 1 by 1 cells, and using all cells up to size 4 by 4 (the areas covered by these different grids, along with estimates of emissions in one of the subsequent inversion experiments, are given in Table 1), and will occasionally refer to these results. Overall though, we find that our choice of “fine” grid does not significantly affect our conclusions.
baseline mixing ratio from such observations should therefore leave only pollution episodes caused by recent emissions. Here, though, where the compound of interest is short-lived, the concept of a baseline is less applicable. In addition, and in contrast to gases such as CFCs which have geographically discrete sources, CHBr₃ is thought to be emitted over much of the ocean (e.g. Butler et al., 2007). Therefore, in the Maritime Continent, air masses travelling in any direction towards the measurement locations may be subject to CHBr₃ emissions. With a lifetime of ∼15 days though, it is also likely there is some contribution to the CHBr₃ observations from emissions that occur more than 12 days previously, and that are therefore outside our solution grid.

In our experiments we use a constant baseline. This is a simplification, but there is no clear reason to select particular air masses that might enable the construction of a time-varying baseline. In addition, our results are similar if a seasonally varying baseline is employed (not shown). In the majority of the inversions we use a baseline mixing ratio of 0.43 ppt. This is the mean contribution from “rest of world” sources (i.e. those outside of a Southeast Asian domain of similar size and location to our solution grid) to the modelled CHBr₃ mixing ratio at Bukit Atur in a multi-year p-TOMCAT simulation containing Pyle et al. (2011) emissions. Our choice of baseline mixing ratio is also close to the minimum observed value (0.40 ppt, see Fig. 1) so is consistent with an alternative definition based on the CHBr₃ measurements. To examine how sensitive our emission estimates are to this choice, we conduct additional experiments in which the baseline is shifted up/down by one standard deviation of the p-TOMCAT “rest of world” contribution to Bukit Atur (±0.19 ppt). These additional experiments also allow us to indirectly assess the possible impact of biases (e.g. in measurement calibration, or in the rate of modelled boundary layer to free troposphere mixing) on our estimated emissions.

3.2.3 Optimisation

The aim of the optimisation process, which is outlined in this section, is to find the emission distribution that provides the “best” match between the modelled time series, calculated using Eq. (1), and the observed time series. We use the normalised mean square error (NMSE, Eq. 2) as a cost function to judge the strength of the agreement between the simulated concentrations (m) and the three hourly average observations (o), and it is this error that the optimisation process will seek to minimise. In Eq. (2), n is the sum of the number of observations at both measurement locations (2350 + 2726 = 5076, see Fig. 1).

$$\text{NMSE} = \frac{1}{n} \sum_{i=1}^{n} \frac{(m_i - o_i)^2}{\overline{m}\overline{o}}$$  \hspace{1cm} (2)

Our cost function could have many configurations, so we acknowledge that this choice may be a source of uncertainty.
However, we obtain similar results if we use either the root-
mean-square error or a cost function similar to that employed
by Manning et al. (2011) with a mix of statistical measures.

If something is thought to be known about an emission
distribution (for example, Stohl et al. (2009) assume zero
oceanic emissions of selected anthropogenic halocarbons)
then this knowledge can be incorporated into the cost func-
tion. Again, the weighting (equivalently the confidence) as-
signed to this so-called a priori information is subjective. As
Manning et al. (2011) aim to generate an emission estimate
that is entirely independent of “bottom-up” inventories, they
do not use any a priori information. We believe that the char-
acteristics of CHBr₃ emissions are not known sufficiently
well to warrant the use of a priori information, with the ex-
ception that there is little evidence for terrestrial sources. As
such, rather than altering the cost function, our sole use of a
priori information is to fix land emissions to be zero in some
of our experiments.

The optimisation method used to minimise the cost func-
tion is “simulated annealing”, so-called because of its con-
tceptual similarity to annealing in metallurgy. The method is
described in detail by both Kirkpatrick et al. (1983) and Press
et al. (1986), and its application here is described by Man-
ning et al. (2011). This particular approach is useful when,
as is the case here, there are so many possible solutions to a
problem that an exhaustive search for the optimum solution
(i.e. the minimum cost) is impractical. The method therefore
aims to find a solution that can not be improved upon sig-
nificantly while using only limited computing time. In brief,
the method investigates a solution space of possible emis-
sion configurations. It iteratively searches the solution space
to find the emission map that, after transformation to a sim-
ulated concentration using the dilution matrix, most closely
matches (as measured by Eq. 2) the observed time-series. We
repeat each inversion experiment independently 25 times to
obtain a range of emission estimates, with different solutions
emerging due to the different noise added to the observations
(Sect. 3.2.4) in each of the 25 repetitions.

3.2.4 “Noise” and uncertainty

As suggested in Sect. 2, there is a range of sources of uncer-
tainty in the emission estimates based on Eq. (1). While we
are able to quantify the uncertainty related to measurement
precision with reasonable confidence (Sect. 2), the uncer-
tainty attached to the model calculations and to the assump-
tions inherent in the inversion method is more difficult to as-
certain (see also Manning, 2011). In an attempt to account
for these uncertainties a time series of “noise” (selected at
random from a normal distribution with a mean of zero, and
with a specified standard deviation) is added to the obser-
vations (or equivalently, to the baseline which is subtracted
from the observations, see Fig. 1).

For the inversion experiments presented in Sect. 5 we use a
standard deviation of ±0.24 ppt for the normally distributed
random numbers we add to the observations. This is the sum
of two normal distributions: the first, with a standard devi-
ation of 0.14 ppt, represents measurement precision uncer-
tainty (see Sect. 2), and the second, with a standard deviation
of 0.19 ppt, represents baseline uncertainty (Sect. 3.2.2). We
have tried other forms of noise, including uniform distribu-
tions, and different magnitudes, but find these changes have
only a minor impact on our central emission estimates, and
therefore on our conclusions. To reiterate a point made in
Sect. 3.2.2, we also assess the importance of biases in both
observations and modelling by adjusting the baseline mixing
ratio.

3.2.5 Outline of inversion experiments

In Sect. 5 we will present results from six inversion ex-
periments. The experiments are labelled A–F, and are sum-
marrised in Table 2. In experiments A–C we make use of dif-
ferent subsets of the observations shown in Fig. 1, which en-
ables us to explore the usefulness of observations with dif-
ferent characteristics when used in this inversion method. In
experiments D–F we consider the use of a priori information
(i.e. fixing land emissions to zero), and vary the baseline to
assess the possible impact of biases within our method.

In each experiment we use the dilution matrix described in
Sect. 3.1, which is based on trajectories calculated over the
entire measurement period. Recall that the mass associ-
ated with these trajectories decays with a CHBr₃-like 15 day
e-folding lifetime. We calculate emissions for the whole so-
lution grid shown in Fig. 3, but will present results for only
the “fine” cells, or size 1 by 1 and 2 by 2, in this grid. We
use a constant baseline mixing ratio (typically 0.43 ppt, but
shifted up and down in experiments E and F) and, in an at-
tempt to account for our uncertainties, include normally dis-
tributed random noise with a standard deviation of 0.24 ppt.
The cost function is given in Eq. (2), and each experiment is
repeated with a different application of noise 25 times.

4 Pseudo observations

Before using our observations to estimate emissions, we test
the ability of our selected inversion method to find a “known”
emission distribution. We generate “pseudo observations”
using the dilution matrix and a “known” emission distribu-
tion (dimensionally, s m⁻¹ × g m⁻² s⁻¹ = g m⁻³). Then,
given only these pseudo observations and the dilution ma-
trix, the inversion system should be able to iterate towards
emissions close to those originally prescribed (e.g. Fig. 9 of
Manning et al., 2011).

For our “known” emission distribution we use a re-gridded
version of the CHBr₃ emissions reported by Pyle et al. (2011)
as an update to scenario 5 of Warwick et al. (2006) (see
Fig. 5a). Pseudo observations for both Bukit Atur and Tawau,
for each 3 h period in 2008, are then generated. The solution
grid was identical to that derived from the real observations (Fig. 3), and a version of our “known” emissions, degraded to this non-uniform grid, is presented in Fig. 5b. Emissions in only the “fine” grid cells are shown in Fig. 5c (i.e. all larger grid cells are removed).

The average of 25 separate inversion solutions is shown in Fig. 5d (where the mean is calculated grid cell-by-grid cell), with only the “fine” grid cells shown in Fig. 5e. The statistical agreement between the pseudo observations, which were not adjusted with noise, and the inversion-derived set of observations is excellent (NMSE = 0.0002). If we use the degraded emissions (Fig. 5b) to generate the pseudo observations, so that an exact solution is now possible, the statistical agreement is even stronger. The method is also able to quantify accurately the magnitude of regional emissions (the total emission from the plotted grid cells is given above each plot in Fig. 5).

Figure 5 also shows that our method is able to find nearby coastal emissions (that might be expected for CHBr3) if they exist at our grid resolution, and if there is a clear signal in the observations. However, in more distant parts of the region, where the solution grid is coarser, coastal grid boxes (and emissions) cannot be separately resolved. We wish to retain information about the split between land, coast and ocean in our estimated emissions ahead of extrapolation to global scales in Sect. 5, so this problem provides additional motivation for including only smaller grid cells in our definition of “fine” (see Sect. 3.2.1).

Consistent with the comparison of Pyle et al. (2011), these emissions developed for use in p-TOMCAT lead NAME to overestimate CHBr3 mixing ratios at both Bukit Atur (observed mean, 1.55 ppt, and modelled mean, 2.04 ppt) and Tawau (2.32 ppt and 2.75 ppt). Pyle et al. (2011) reported a larger difference, and highlighted a discrepancy in the rate at which the boundary layer is vented in the two models, with this process less efficient in NAME. We discuss this type of model-to-model difference further in Sect. 6, but it is certainly a significant, and difficult to quantify, source of uncertainty in the emission estimates we present in the next section.

5 Emission estimates

5.1 Local emissions

In this section we present emission estimates from six different inversion experiments, which are labelled A–F, and are summarised in Table 2. In Sect. 3.2 we discussed choices and assumptions that need to be made in the inversion method we employ; in general the results we present here are relatively insensitive to these assumptions.

In experiment A only the observations from Bukit Atur, our inland measurement location, are used. As noted in Sect. 2, these data do not appear to have been influenced by nearby sources and therefore might be most suitable for estimating regional-scale emissions. As with the subsequent experiments, the mean emission distribution in only the “fine” solution grid cells is shown in Fig. 6. The estimated emission magnitude from these “fine” cells is 1.3 Gg CHBr3 yr⁻¹, with the 25 individual solutions ranging between 1.2–1.4 Gg CHBr3 yr⁻¹. The individual solutions to experiment A containing the lowest and highest emission are shown in Fig. 7a and 7b; while the grid cell by grid cell details of the distribution of emissions in these two solutions are somewhat different, the main features are consistent, with emissions found largely in the oceanic parts of the map, and much smaller over land.

Using the emissions from experiment A and the dilution matrix we now solve Eq. (1) to obtain simulated CHBr3 concentrations at Bukit Atur. This simulated timeseries is presented in Fig. 8a, along with the measured timeseries. Recall that it is the difference between these timeseries that the inversion process tries to minimise, and here, they are in reasonable statistical agreement (NMSE = 0.24). The
Fig. 5. (a) Shows CHBr$_3$ emissions according to the Pyle et al. (2011) update to scenario 5 in Warwick et al. (2006) after re-gridding to match NAME’s grid. These emissions are used to create pseudo observations. (b) Shows these emissions degraded to the resolution of the solution grid (see Fig. 3), and (c) shows these degraded emissions when only the “fine” solution grid cells are included. For comparison, (d) shows the mean solution of 25 inversions which use pseudo observations derived from the emissions in (a), and (e) shows this mean solution when only the “fine” grid cells are included. The total emission from the plotted grid cells is noted above each plot (units are Gg CHBr$_3$ yr$^{-1}$), and the colour scale is exponential.

Fig. 6. Estimated emissions of CHBr$_3$, for the “fine” grid cells (shades of red in Fig. 3). Experiment labels (see Table 2) are to the top-left of the plots, and in each case the mean of 25 separate solutions to the inversion process is shown. The total emission from the “fine” solution grid cells is noted above the plot (units are Gg CHBr$_3$ yr$^{-1}$), and the colour scale is exponential.

mean mixing ratio, 1.55 ppt, is close to the modelled value, 1.64 ppt, and that the two timeseries contain similar characteristics of variability.

We have used the UM land/sea mask, which has the same resolution as the meteorological analyses (0.5625° by 0.375°), to divide the “fine” grid cells into land, coast (ocean next to land) and ocean (excluding coast). These three categories cover, respectively, ~ 32%, ~ 22% and ~ 45% of the selected area. Most emissions (72%, see Table 2) are placed in ocean grid cells, which is encouraging given the known
Fig. 7. For experiment A, considering only the “fine” grid cells: (a) shows the individual inversion solution (one of 25) with the lowest estimated CHBr$_3$ emission, and (b) shows the individual solution with the highest estimated CHBr$_3$ emission. As in Fig. 6, the total emission from the “fine” solution grid cells is noted above the plot (units are Gg CHBr$_3$ yr$^{-1}$).
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Oceanic sources of CHBr$_3$. However, emissions from coastal grid cells are relatively small (16%); as seaweed are thought to be a major CHBr$_3$ source in this region (Pyle et al., 2011) this finding is perhaps unexpected.

Of course, the observations collected at Bukit Atur and Tawau are not independent of one another; they are the result of the same distribution of CHBr$_3$ emissions. So in experiment B the observations from both sites are used in the same inversion. The total emission from the “fine” solution grid cells increases by $\sim 70\%$ to 2.2 (2.0–2.3 Gg CHBr$_3$ yr$^{-1}$) when we include these coastal data with, on average, higher mixing ratios. The distribution of emissions is also somewhat different, with a larger percentage of emissions found both along coastlines (26%, again see Table 2), which, given known CHBr$_3$ sources, we might expect, and inland areas (23%), which we might not. The statistical agreement between the observations and the modelled concentration is weaker (NMSE = 1.05) than in experiment A. This difference is largely caused by the occasional very high mixing ratios at the coast, which are presumably strongly influenced by emissions occurring very close to the Tawau site. These emissions will not be diluted according to the local value of the dilution matrix, and will therefore be difficult for the inversion method to account for.

In experiment C we attempt to remove the impact of these very local emissions. This is done by capping the coastal observations at the 90th percentile (3.51 ppt, marked with a red line in Fig. 1). All higher mixing ratios are set to this threshold. We accept that this is a crude approximation, but in support of our choice, we note that the 90th percentile of the coastal observations is very similar to the 99th percentile mixing ratio observed inland at Bukit Atur (3.55 ppt), where we assume there are no local sources. We also repeated this experiment using the 80th (2.65 ppt) and 95th (4.75 ppt) percentiles as our threshold and found only small ($\sim 10\%$) differences in the total estimated emission magnitude. The total emission from the “fine” grid cells is now 1.4 (1.3–1.5) Gg CHBr$_3$ yr$^{-1}$, slightly higher than in experiment A, but lower than experiment B where the full range of coastal observations was included. Similarly, the distribution of emissions lies between experiments A and B, with 17% from land, 21% from coastal grid cells and 62% from the ocean (Table 2). The statistical agreement is almost as strong as in experiment A (NMSE = 0.26), confirming that the highest CHBr$_3$ mixing ratios at the coast lead to the poorer statistical agreement in experiment B.

In experiment D we repeat experiment C, but enforce an a priori condition of zero emissions from solution grid cells that contain only land. The inversion process remains free to attribute emissions to grid cells containing a mix of land and ocean. As CHBr$_3$ emissions are thought to be dominated by oceanic sources it is encouraging that, according to our cost function, the solutions to experiments C and D are of equal quality (NMSE = 0.26). Emissions from the “fine” solution grid cells total 1.3 (1.1–1.4) Gg CHBr$_3$ yr$^{-1}$, a little lower than without the “no land” constraint, and are now mostly distributed between the coast (25%) and ocean (67%). The remaining land emissions are placed in solution grid cells which contain both land and ocean, and so in reality are likely to be coastal emissions. In a similar way, some of the emissions attributed to land in experiments A, B and C are likely, in reality, to be due to coastal sources.

In the final pair of experiments, we repeat experiment D twice with a different baseline mixing ratio. In experiment E the baseline is lower than our best estimate, at 0.24 ppt. In F it is higher, at 0.62 ppt. As noted at the end of Sect. 3.2.2, these experiments allow us to assess the possible impact of biases, such as calibration errors, on our estimated emissions. As might be expected, the total emission from the “fine” grid cells in experiment D falls between the total with a lower baseline, 1.4 (1.3–1.6) Gg CHBr$_3$ yr$^{-1}$, and the total with a higher baseline, 1.1 (1.0–1.2) Gg CHBr$_3$ yr$^{-1}$. The split of emissions between land, coast and ocean is very similar in each of experiments D, E and F (Table 2, Fig. 6). The mean square error is also similar (within $\sim 1\%$), with the differences in NMSE (Table 2) arising from the normalisation, which uses the mean modelled and mean observed mixing ratios after the baseline has been subtracted.

So, in all experiments but B, both the magnitude and the distribution of estimated emissions are similar. We feel that the decision to exclude the very high coastal mixing ratios included in experiment B is justified, and that our results are therefore robust to the range of reasonable sensitivities we have explored. In the following section we extrapolate these regional emissions to a global scale.
5.2 Extrapolated emissions

We have focussed so far on one part of the Maritime Continent, a region where transport from the troposphere to stratosphere appears to be particularly efficient. However, it is also useful to scale our estimate across a larger area to enable a comparison with other global-scale estimates of CHBr$_3$ emissions. Rather than extrapolating globally we wish to focus on the tropics (defined as 20° S–20° N), from which emissions are most likely to have an impact on stratospheric ozone, and for which our measurements may be most representative.

In our first extrapolation, we simply assume that emissions are uniform across the entire tropics, and extrapolate the “fine” emissions from the mean solution in experiment D using the ratio of surface areas. We include land in this calculation, but would obtain a similar answer using only the oceanic areas because, according to our land/sea mask, land comprises a similar percentage of these two domains: 27% of the entire surface area between 20° S–20° N, and 32% of our “fine” grid. This results in a best estimate of a source strength for the global tropics of 225 Gg CHBr$_3$ yr$^{-1}$. We choose experiment D because we believe that experiments A and B do not make the best use of our observations, with A ignoring the coastal data altogether, and B being too strongly influenced by emissions very close to our coastal instrument. We also prefer the assumption of zero land emissions (i.e. experiment D rather than C) because it is supported by the majority of observational evidence, and because we are able to obtain equally strong statistical agreement between model and measurement with or without this condition.

Next, we can examine how certain choices in our method affect our extrapolated emission magnitude. To begin, we use the estimates from experiment E (with a lower baseline) and from experiment F (with a higher baseline) to obtain a possible emission range related to the uncertainties in our inversion method. Extrapolating the maximum emission from the 25 individual solutions to experiment E and the minimum from experiment F yields a relatively narrow range of 180–280 Gg CHBr$_3$ yr$^{-1}$. We can also consider the extent to which our definition of “fine” grid cells impacts upon our extrapolation. If “fine” were defined with a maximum grid size of 1 by 1 then extrapolation gives a total tropical emission of 180 Gg CHBr$_3$ yr$^{-1}$. Conversely, if the maximum grid cell size were 4 by 4 the total tropical emission after extrapolation is 240 Gg CHBr$_3$ yr$^{-1}$. These values are summarised in Table 1. They also fall within the range given by experiments E and F, and show that our choice of “fine” grid has had a relatively small impact on our extrapolated emission magnitude.

As well as emission magnitudes, we also try to quantify the split between oceanic and coastal emissions. We continue to use the UM land/sea mask to determine which grid cells fall in to a particular category, focus on our central estimate, experiment D, and re-assign all land emissions to the coast. Within our “fine” grid, an emission of 0.86 Gg CHBr$_3$ yr$^{-1}$ from the 174 ocean grid cells leads to a mean oceanic flux of 0.06 ng m$^{-2}$ s$^{-1}$. Following the reassignment of land emissions, 0.42 Gg CHBr$_3$ yr$^{-1}$ is emitted from the 86 coastal grid cells, which leads to an identical mean coastal flux of 0.06 ng m$^{-2}$ s$^{-1}$. Now, across the entire tropics, ~73% of the grid cells are ocean, and ~3% match our definition of coast. Using the above fluxes, the resulting tropical emission magnitudes are 247 Gg CHBr$_3$ yr$^{-1}$ from the ocean, and 11 Gg CHBr$_3$ yr$^{-1}$ from the coast. Their sum is broadly similar to, but due to slightly different assumptions not equal to, the total emission of 225 Gg CHBr$_3$ yr$^{-1}$ found above. In contrast to our finding, many previous studies have suggested an approximately even split between emissions from...
Fig. 9. (a) Shows a comparison of the distribution of surface elevation in the tropics (20° S–20° N, in black) and in the “fine” grid cells (in red). The zero line, separating ocean from land, is marked with a dashed line. For the elevation data a bin size of 0.2 km is used, and the number of elevations in each classification is noted on the plot in parentheses. (b) Shows a similar plot for the chlorophyll \( a \) concentration measured by SeaWiFS. These data (original units are mg m\(^{-3}\)) are log-transformed, and a bin size of 0.1 is used. Again, the total number of pixels contributing to each distribution is noted in parentheses.

The global ocean and the global coast; we return to this subject in the next section.

For all these extrapolations it is reasonable to ask whether our region of focus around Borneo is representative of the tropics as a whole. To do this we briefly discuss two variables, ocean depth and surface chlorophyll \( a \) concentration, that have been related to CHBr\(_3\) emissions in previous studies (e.g. Carpenter et al., 2009; Palmer and Reason, 2009; Ordóñez et al., 2012). Figure 9 shows PDFs for surface elevation (negative values give ocean depth) and chlorophyll \( a \) concentration for the whole of the tropics and for the “fine” grid cells. The elevation data have a horizontal resolution of \( \sim 2 \) km, and are available from http://www.gebco.net/data_and_products/gridded_bathymetry_data/. The chlorophyll \( a \) data have a horizontal resolution of \( \sim 9 \) km, and are from the satellite-borne Sea-viewing Wide Field-of-view Sensor (SeaWiFS, available from http://daac.gsfc.nasa.gov/giovanni/); the PDFs are constructed using all available monthly mean products within our analysis period (i.e. November 2008–May 2010). Plot (a) shows that the “fine” grid cells contain proportionately more shallow water (depths of 0–200 m) and less deep ocean (depths \( \sim 5 \) km) than the tropics as a whole. In addition, plot (b) of this figure shows that the distribution of chlorophyll \( a \) concentrations is shifted towards higher values in the “fine” region than in the tropics (the tropical mean chlorophyll \( a \) concentration is 0.20 mg m\(^{-3}\), while the corresponding value for the “fine” grid cells, 0.45 mg m\(^{-3}\)).

While it has been suggested that, in broad terms, shallow water and high chlorophyll \( a \) concentrations may be associated with enhanced emissions of CHBr\(_3\) (e.g. Carpenter et al., 2009; Palmer and Reason, 2009; Ordóñez et al., 2012), no robust relationships of this type have yet been demonstrated. To illustrate, we have shown that coastal (similar to shallow water) emissions in our estimates are not stronger than non-coastal, or “open ocean” emissions. Further, our estimated emission distributions bear little resemblance to the distribution of either chlorophyll \( a \), or of ocean depth (\( r^2 < 0.05 \) when the elevation and chlorophyll \( a \) data within the “fine” grid cells are degraded to the resolution of our emission estimates). As such we can only tentatively suggest that our extrapolations above, based upon estimates covering an area of relatively shallow and productive ocean, are more consistent with an upper limit for total tropical emissions.

We have also repeated the tropical emission extrapolation using an alternative definition of coast, based on ocean depth (elevation data as above). The distribution of land, coast (ocean shallower than 180 m, following Carpenter et al., 2009) and ocean within each grid cell was used to attribute emissions to each surface type. However, this new definition yielded similar results, and does not affect our conclusions. To illustrate, in the case of Experiment D, our original definition of coast, based on the UM land/sea mask, led to 25 % of emissions in coastal areas, and 67 % in open ocean areas (see Table 2). Using this new definition the equivalent percentages are 16 % and 72 %.

6 Summary and discussion

In this study we have described a new method to quantify CHBr\(_3\) emissions. For the first time, an inversion process has been used to investigate systematically their distribution and magnitude. This process is informed by new long-term, high-frequency observations from Borneo, which are the first of their kind in the poorly sampled and convectively active Maritime Continent. We have examined how sensitive the estimated CHBr\(_3\) emissions are to the characteristics of our measurements, and to assumptions in the inversion methodology.

We find that our local measurements of a short-lived compound like CHBr\(_3\), with presumed diffuse sources, are overwhelmingly influenced by emissions from within a relatively small “footprint”, covering <1 % of the tropics (20° S–20° N). This is also likely to be true of other CHBr\(_3\) measurements, and has the important implication that observations from a very large number of sites would be required to obtain global coverage. Within the footprint region our results are robust, with the various sensitivities considered often leading to relatively minor changes, and emissions totalling 1.1–1.4 Gg CHBr\(_3\) yr\(^{-1}\). Even without a priori constraint these emissions were largely distributed within oceanic grid cells, which is broadly consistent with expected sources due to the presence of either micro- or macroalgae.

An extrapolation of the flux calculated in experiment D results in a best estimate of tropical (20° S–20° N) emissions of 225 Gg CHBr\(_3\) yr\(^{-1}\), with possible lower and upper bounds (180 and 280 Gg CHBr\(_3\) yr\(^{-1}\) provided by varying
the baseline mixing ratio in experiments E and F. We note that the ocean in the “fine” region on which our extrapolations are based appears to be typically shallower, and more biologically productive, than the tropical average. Despite this, our estimate is slightly lower than those arrived at in recent global modelling studies. For the tropics defined as 20° S–20° N, these emissions include $\sim 240$ Gg CHBr$_3$ yr$^{-1}$ (Liang et al., 2010), $\sim 310$ Gg CHBr$_3$ yr$^{-1}$ (Warwick et al., 2006, updated by Pyle et al. 2011) and $\sim 300$ Gg CHBr$_3$ yr$^{-1}$ (Ordoñez et al., 2012). Our estimate, however, is somewhat higher than the recent “bottom up” estimate of Ziska et al. (2013), who used two different statistical methods to arrive at a tropical flux of $\sim 70$–90 Gg CHBr$_3$ yr$^{-1}$. We also emphasise that the spatial distribution of CHBr$_3$ emissions in our “fine” grid cells is not similar to the distribution of either chlorophyll a or ocean depth. Our study therefore echoes previous findings: based on the two possible proxies we have examined, no simple relationship that would enable a straightforward physical parameterisation of CHBr$_3$ emissions appears to exist.

Hossaini et al. (2013) have recently compared the impact of including the four other estimates discussed above in the same global model, and found that no single inventory allows a satisfactory match with observations in all locations. For the tropics, they found that the relatively low emissions of Ziska et al. (2013) provided the best match with the few available datasets. The paucity of tropical data, added to the fact that the different studies used different subsets of those data to construct their inventories, is likely to be one cause of the differing tropical emission values. Overall, the study of Hossaini et al. (2013) supports our finding, that using CHBr$_3$ measurements from a relatively small number of locations makes constructing (or evaluating) a global emission inventory extremely difficult.

Our estimated emission distributions suggest that coastal CHBr$_3$ sources, presumably related to seaweed, contribute only a minor fraction of the total tropical emission. We certainly believe that our observations from Tawau were affected by strong, nearby coastal CHBr$_3$ emissions, but the typical width of the coastal band that is affected by such sources is still not clear (see also Carpenter et al., 2009). The average CHBr$_3$ mixing ratios we observed inland were lower than at the coast, and we also saw no elevated mixing ratios (i.e., $>5$ ppt) inland. This observed gradient occurs over a distance of $\sim 50$ km, which is well within a typical global model grid cell. The recent study of Leedham et al. (2013), which also focussed on the Maritime Continent, also suggests that the band of coastline directly influenced by macroalgae is likely to be rather narrow. Further investigation of this type of gradient should be a priority because the global impact of coastal emissions is still poorly understood, and the best way to represent them in coarse global models is, therefore, still not clear. This is especially relevant for the Maritime Continent; it is conceivable that much of this region is influenced by coastal processes in some way.

Our examination of the “fine” grid cells near Borneo suggests a moderate ($\sim 20\%$) difference between the emissions that are most suitable for p-TOMCAT (see Fig. 5) and for NAME (i.e., our inversion solutions, Fig. 6). In comparison, the study of Pyle et al. (2011) reported differences of up to a factor of three in the CHBr$_3$ emissions inferred using these two models, and for a similar area of the Maritime Continent. This may in part be because here we utilise year-round measurements, whereas Pyle et al. (2011) considered only a short period in which only southeasterly flow was sampled. Another important difference is that this study uses coastal data, with higher average CHBr$_3$ mixing ratios, as a constraint. In contrast the p-TOMCAT emissions reported by Pyle et al. (2011), and used here to generate our pseudo observations (Sect. 4), were constrained only by data collected inland at Bukit Atur. Further, those CHBr$_3$ mixing ratios observed at Bukit Atur in mid-2008 have a mean of 1.21 ppt, which is substantially lower than the long-term (2008–2010) mean of 1.55 ppt for the dataset employed here.

We expect that underlying differences in the efficiency with which these models mix air (i.e., emissions) out of the boundary layer remain an important uncertainty in our emission estimates (see also Robinson et al., 2012). The size of such systematic uncertainties could be explored by using meteorological information from a different forecast centre to drive the NAME dispersion calculations (see Manning et al., 2011, who performed such a test and found little difference in mid-latitudes) and by using a different dispersion model, containing different, or additional parameterisations. Further studies assessing the characteristics of turbulence and related tracer distributions in and immediately above the tropical boundary layer, the influence of small-scale “sea breeze” type circulations, and the representation of these processes in dispersion models, are certainly required.

The limited constraint our new data provide on regional CHBr$_3$ emissions argues for an expanded network of measurement locations in the Maritime Continent. The spacing of such a network should be similar to the size of the footprint region described here. We have made progress in this direction by recently starting to make measurements of CHBr$_3$ and other halocarbons at sites near Darwin, in Northern Australia, and in Bachok, on the East coast of Peninsular Malaysia. Further, our two current measurement locations appear to be too close to distinguish between different regional scale influences on air mass composition. This is illustrated by the very similar patterns of variability in our observations of tetrachloroethene ($C_2Cl_4$), which appears to have few local sources (see Robinson et al., 2014). In addition, the coastal observations used in this study are probably too close to strong local CHBr$_3$ sources to be used to estimate regional-scale emissions. When we attempted to remove the data most influenced by very local emissions we obtained an improved emission estimate, as measured by the cost function. So ideally, measurement locations should be influenced, but not overwhelmed, by coastal emissions. Surveys made...
across the coastal gradient would help to determine where such a level of influence occurs. We also emphasise that measurement locations should, as much as is possible in the Maritime Continent, avoid complicated terrain associated with prevailing smaller-scale circulations that are particularly difficult to represent accurately in global meteorological models.

Acknowledgements. M. Ashfold thanks the Natural Environment Research Council (NERC) for a research studentship, and is grateful for support through the ERC ACCI project (project number 267760). N. Harris is supported by a NERC Advanced Research Fellowship. This work was supported through the EU SHIVA project, through the NERC OP3 project, and NERC grants NE/F020341/1 and NE/J006246/1. We also acknowledge the Department of Energy and Climate Change for their support in the development of InTEM (contract GA0201). For field site support we thank S.-M. Phang, A. A. Samah and M. S. M. Nadzir of Universiti Malaya, S. Ong and H. E. Ung of Global Satria, Maznorizan Mohamad, L. K. Peng and S. E. Yong of the Malaysian Meteorological Department, the Sabah Foundation, the Danum Valley Field Centre and the Royal Society. This paper constitutes publication no. 613 of the Royal Society South East Asia Rainforest Research Programme.

Edited by: W. T. Sturges

References


Atmos. Chem. Phys., 14, 979–994, 2014

www.atmos-chem-phys.net/14/979/2014/


Robinson, N. H., Allan, J. D., Trembath, J. A., Rosenberg, P. D., Allen, G., and Coe, H.: The lofting of Western Pacific regional aerosol by island thermodynamics as observed around Borneo,


