Assisted extraction of the energy level spacings and lever arms in direct current bias measurements of one-dimensional quantum wires, using an image recognition routine


1 Cavendish Laboratory, Department of Physics, University of Cambridge, J. J. Thomson Avenue, Cambridge, CB3 0HE, United Kingdom
2 Centre for Advanced Photonics and Electronics, Electrical Engineering Division, Department of Engineering, 9 J. J. Thomson Avenue, University of Cambridge, Cambridge CB3 0FA, United Kingdom
3 National Physical Laboratory, Hampton Road, Teddington, Middlesex TW11 0LW, United Kingdom

(Dated: January 14, 2015)

A multiplexer technique is used to individually measure an array of 256 split gates on a single GaAs/AlGaAs heterostructure. This results in the generation of large volumes of data, which requires the development of automated data analysis routines. An algorithm is developed to find the spacing between discrete energy levels, which form due to transverse confinement from the split gate. The lever arm, which relates split gate voltage to energy, is also found from the measured data. This reduces the time spent on the analysis. Comparison with estimates obtained visually show that the algorithm returns reliable results for subband spacing of split gates measured at 1.4 K. The routine is also used to assess DC bias spectroscopy measurements at lower temperatures (50 mK). This technique is versatile and can be extended to other types of measurements. For example, it is used to extract the magnetic field at which Zeeman-split 1D subbands cross one another.
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I. INTRODUCTION

It is highly desirable to increase the number of nanostructure devices on a single semiconductor chip, for high throughput testing. This is particularly the case for research into devices for spintronic applications [1, 2] or quantum information processing [3, 4], where often the candidate devices are individual, ‘one-off’ units. In order to move into the realm of computing, it is necessary to fabricate many devices and consider the yield and reproducibility of characteristics.

The split gate is the simplest form of nanostructure device [5]. It can be used to define a one-dimensional (1D) quantum wire in a two-dimensional electron gas (2DEG). At low temperatures (T < 4 K), the conductance G through the device is quantized in steps of $G_0 = 2e^2/h$ as a function of the voltage $V_g$ applied to the split gate [6–9].

In a previous study, 256 split gates were measured in a single cooldown using a multiplexing technique [10, 11]. A large amount of data is generated, and automated data extraction routines are necessary to systematically analyze the data. Therefore, a technique to assess DC bias spectroscopy measurements from an array of split gates is presented here. The routine estimates both the 1D subband spacing and a lever arm relating the voltage scale to an equivalent energy. The data extracted automatically is compared to data estimated visually by seven users. The routine is versatile and can be applied in other situations. For example, it is used to extract the magnetic field at which Zeeman-split 1D subbands cross one another.

Data are obtained from split gates fabricated on a modulation-doped GaAs/AlGaAs heterostructure, for which the carrier density and mobility are $2.0 \times 10^{11} \text{cm}^{-2}$ and $1 \times 10^{6} \text{cm}^{2} \text{V}^{-1} \text{s}^{-1}$, respectively. The 2DEG forms 90 nm below the wafer surface. The split gates have different geometries (the length $L$ over width $W$ ratios in μm are 0.4/0.4, 0.7/0.4 and 1.3/0.4). They are defined by electron-beam lithography, and metalized by thermally evaporating Ti/Au. A two-terminal, constant voltage technique is used to measure $G$ through the split gates as a function of $V_{dc}$, using an AC excitation voltage of $100 \mu \text{V}$ at 17 Hz. These measurements are performed at $T = 1.4 \text{K}$.

The subband spacings $\Delta E_{i,i+1}$ and the lever arms $\alpha_i = \partial V_{dc}/\partial V_g$ (where $i$ refers to the 1D subband index) depend directly on the 1D confining potential [8]. They can be estimated by plotting the transconductance $\Gamma = \partial G/\partial V_g$ against the DC bias voltage $V_{dc}$ and $V_g$, as shown in Fig. 1(a)-(b) [12–15]. In the greyscale, the dark and light regions correspond to high and low $\Gamma$, respectively. As the DC bias voltage becomes more negative, the source and drain chemical potentials ($\mu_s$ and $\mu_d$, respectively), are offset by $eV_{dc}$. The regions of high $\Gamma$ at $V_{dc} = 0$ [points 1R, 2R and 3R in Fig. 1(b)], corresponding to the first, second and third 1D subbands, split into two arms as $V_{dc}$ is made more negative [see the two dotted lines in Fig. 1(b)]. The $\Delta E_{i,i+1}$ and $\alpha_i$ can be directly

* arthur.lesage@cern.ch
† lsmith34@wisc.edu
regions of large $\Gamma$, since visually, $\Delta G$ is indicated by the two yellow dashed lines (for the first 1D subband). The 1D subband spacings are given by $25, 1, 1$.

The automated extraction is based on the search for the zeroing process, and the remaining points form islands. The division in sub-matrices is calculated from the coordinates of the crossings.

The conductance data are corrected for series resistance, which is systematically defined as $R = G_e^{-1}$ at $V_g = 0$ for each split gate, where $G_e$ is the conductance measured. It is also necessary to correct the measured DC bias voltage for series resistance to find the true DC voltage across the device. This article follows the method described in the supplementary information of Ref. [16]: the corrected DC bias voltage is given by $V_{dc} = V_e - \int_0^{V_c} G_e(V) \, dV$, where $V_e$ and $V$ are the measured DC bias voltage. This correction gives rise to the curve in the left border of the greyscales diagrams (see Fig. 1). The input-offset bias of the current pre-amplifier is negligible.

**II. THE AUTOMATED DATA EXTRACTION ROUTINE**

The automated extraction is based on the search for regions of large $\Gamma$, since visually, $\Delta E_{i,i+1}$ are found by locating where lines of high $\Gamma$ cross. In Sec. II, the method used to automatically extract $\Delta E_{i,i+1}$ and $\alpha_i$ is outlined.

**A. Forming the islands**

In order to isolate the crossings $[1L, 1R, 2L, 2R, 3L$ and $3R$ in Fig. 1(b)], the areas corresponding to low $\Gamma$ are set to zero, such that only regions where the crossings occur remain. These remaining regions are called islands. The different steps needed to form the islands are represented in Fig. 2.

The initial matrix containing the $\Gamma$ values (step a) can be filtered to improve the extraction (step b). This was not needed for the high $T$ data. In step c, the matrix is divided horizontally in sub-matrices, where one crossing is expected to occur in each sub-matrix (except at low $V_g^e$). Only a certain number of points (highest $\Gamma$) are retained in each sub-matrix: the other points are set to 0. This is referred to as the zeroing process, and the remain-
The left (right) crossing points and their coordinates are represented by the red (blue) dots, and error bars are marked by $V$ to high $v$ to find the left and right crossings, respectively. These are useful because the resulting matrix can be filtered (step f). Finally, the matrices are then gathered (step e), and the zeroed sub-matrices are then merged (step f, these geometries have the biggest impact on the extraction). An example, the arrows highlight the errors $\Delta V_{dc}$, $\Delta V_{g}$, and $\Delta V_{s}$.

FIG. 3. (a) Procedure to locate the crossing points of lines of high transconductance. Each horizontal line in triangular matrix $\mathcal{M}_L$ (constant $V_g$), is scanned from right-to-left (indicated by the horizontal arrow). This process begins from low $V_g$ to high $V_g$ (towards zero, as indicated by the vertical arrow). When a non-zero element is found, this suggests a potential new island is located and a test matrix is created represented by the rectangle. Upon further line scans, the dimensions of this island are updated if more non-zero elements are found. The region is considered an island if the test matrix contains more than a certain number of non-zero elements. The end of an island is reached if consecutive line scans contain too few non-zero elements. Islands which occur within a threshold $V_g$ are merged, as highlighted by the brace. The dotted line shows the right limit of $\mathcal{M}_L$. (b) Procedure to locate the transitions between plateaus at $V_{dc} = 0$. The matrix $\mathcal{M}_R$ is scanned by line (from low $V_g$ to high $V_g$), as indicated by the vertical arrows. Each line is scanned from right ($V_{dc} = 0$) to left (negative $V_{dc}$), shown by the horizontal arrows. If a non-zero element is found, the line is checked further until a zero element is located or the $V_{dc}$ limit is reached (represented by the vertical dashed line). If the line has enough non-zero elements, it is added to the current island and its dimensions are stored. Two islands which occur within a threshold $V_{dc}$ are merged, as highlighted by the brace.

FIG. 4. (a) Final grey scale showing the crossing points and their errors after the results have been validated. The crossings are linked (green lines) to highlight the evolution of 1D subbands with $V_{dc}$. The lower left island is not a crossing, but the coordinates are used to calculate $\omega_1$. (b) Evolution of the peaks in the transconductance with $V_{dc}$ and $V_g$ (green lines). The parameters needed to estimate the 1D subband spacing $\Delta E_{i+1}$ and lever arm $\omega_i$ are shown, along with the associated errors. The left (right) crossing points and their coordinates are represented by the red (blue) dots, and error bars are marked by $\pm$ (as an example, the arrows highlight the errors $\Delta V_{dc}$, $\Delta V_{g}$, and $\Delta V_{s}$). The slopes of the green lines $\gamma_i^l$ and $\gamma_i^r$ are used to calculate $\omega_i$. Two matrices are triangular and the coordinates of the three points for each matrix can be specified.

The preparation of data is very important since the quality of the islands is highly dependent on this process. Several parameters can be adjusted such as the filtering processes (steps b and f), the number of sub-matrices to be created after slicing (step c), the number of remaining points after the zeroing process for each sub-matrix (step d), the geometries of $\mathcal{M}_L$ and $\mathcal{M}_R$ (step g, these geo-
FIG. 5. Comparison between automated and visual extractions of the subband spacings $\Delta E_{i,i+1}$ [panels (a)-(c)] and the lever arms $\alpha_i$ [panels (d)-(e)]. Data were estimated visually by seven people. The data point shows the mean estimate and the error bar shows the standard deviation. Dashed lines indicate the one-to-one correspondence of the axes. The correlation between visual and automated extractions are quantified by the Pearson product-moment coefficients: (a) $r = 0.72$ ($\Delta E_{1,2}$), (b) $r = 0.02$ ($\Delta E_{2,3}$), (c) $r = 0.36$ ($\Delta E_{3,4}$), (d) $r = 0.78$ ($\alpha_1$), (e) $r = 0.73$ ($\alpha_2$) and (f) $r = 0.28$ ($\alpha_3$).

FIG. 6. Automated data extraction routine applied to two alternative data sets, from a different device measured in a dilution refrigerator with a base temperature of 50 mK. Panel (a) shows the DC bias spectroscopy, in which transconductance $\Gamma$ is plotted as a function of $V_g$ and $V_{dc}$. Lines of high $\Gamma$ are well defined at this $T$, therefore the error bars of the estimate are reduced. (b) Transconductance $\Gamma$ as a function of $V_g$ and magnetic field $B$ (at $V_{dc} = 0$). Lines of high $\Gamma$ diverge from $B = 0$, due to the spin-splitting of 1D subbands. The automated routine can be used to estimate the crossing points of these lines at low $B$, illustrating the versatility of this method. This is despite the curvature of these lines which arises due to the diamagnetic shift of 1D subbands. Note that the transformation $B \to -B$ has been applied, so that right crossings occur at $B = 0$.

The algorithm includes a built-in assisted calibration routine, which allows the user to select optimal parameters on a greyscale representative of the data to be analyzed.

Once the data is suitably prepared, the next part of the algorithm locates the islands. The crossings are assumed to occur in the middle of each island found. The associated errors are defined as the dimensions of the islands.
B. The right crossings

The right crossings \([1R, 2R \text{ and } 3R \text{ of Fig. 1(b)}]\) are extracted first, because they occur at \(V_{dc} = 0\), and are therefore easier to locate. The process is described in Fig. 3(b). The crossings are searched from low \(V_g\) to high \(V_g\) (bottom-to-top). If a non-zero element [dark in Fig. 3(b)] is found at \(V_{dc} = 0\), the line (constant \(V_g\)) is then searched from \(V_{dc} = 0\) to more negative \(V_{dc}\) (right-to-left). The algorithm checks whether there are more non-zero elements on this line [the lower \(V_g\) limit of which non-zero elements are searched is highlighted by the vertical dotted line in Fig. 3(b)]. If a certain number of elements are found, the line is added to the island, otherwise, the island is terminated. If two islands are found to be very close, they are merged.

Three parameters can be customized: the number of lines jumped after an island is terminated, the lower \(V_{dc}\) limit to which the lines are scanned, and the minimum number of non-zero elements in a single line for it to be added to the island.

C. The left crossings

Next, the left crossings [1L, 2L and 3L of Fig. 1(b)] are extracted. The process is pictured in Fig. 3(a). Each line (constant \(V_g\)) is inspected from the lower \(V_{dc}\) limit of \(M_L\) [red dashed line in Fig. 3(a)] to more negative \(V_{dc}\) (the search begins at low \(V_g\)). When a non-zero element is found, a test matrix including the surrounding points is created [represented by red rectangles in Fig. 3(a)]. If the test matrix contains a certain number of non-zero elements, it is assumed that a new island has been found. Matrix \(M_L\) is then scanned line by line and the edges of the island (\(V_{dc}\) and \(V_g\) bounds) are updated until the island is terminated (which occurs if a certain number lines with insufficient non-zero elements are found consecutively). If two islands are found to be very close, they are merged.

The data are searched in a way such that a left island is always located at higher \(V_g\) than the corresponding right island. This condition can be removed depending on the data, but is necessary for DC bias spectroscopy (a left crossing always results from the splitting of a right crossing). Note that the bottom left island in Fig. 4(a)–(b) is found by the algorithm: it does not correspond to any crossing, but the coordinates of the island are necessary to calculate \(\alpha_i\).

Five parameters can be customized: the length and the width of the test matrix, the minimum number of non-zero elements a test matrix should contain in order for a new island to be located, the \(V_g\) limit below which two islands are merged, and the maximum number of consecutive lines without enough non-zero elements before an island is terminated.

D. Validation of the results

In order to make the routine as robust as possible, the user is asked to validate the results. A temporary plot is displayed and the user can accept or propose a new numerical value for the scale \(s\) (increasing \(s\) makes the islands easier to find, but artifacts may be mistaken for islands). In case the number of left (\(n_L\)) and right (\(n_R\)) crossing points located do not satisfy \(n_L \leq n_R\), islands may have been missed and a noisy option can be enabled to make the definition of islands less stringent. A final output is displayed with the validated results, in which the crossings are linked, as shown in Fig. 3(b). The variables shown on the plot are used to calculate \(\Delta E_{i,i+1}\) and \(\alpha_i\) via the following equations:

\[
\Delta E_{i,i+1} = -eV_{dc,i}^L \cdot \alpha_i = \frac{1}{\gamma_i^L + \gamma_i^R},
\]
\[
\gamma_i^L = \frac{V_g^{R,i} - V_g^{L,i}}{V_{dc,i}^L}, \quad \gamma_i^R = \frac{V_g^{L,i+1} - V_g^{R,i}}{V_{dc,i+1}^L},
\]

with \(L\) and \(R\) referring to left and right sides, respectively. To calculate \(\gamma_i\), the intermediate variables \(\gamma_i\) are used. They correspond to the slopes of the two crossing curves on the greyscale, as shown in Fig. 4(b).

III. COMPARISON OF THE RESULTS

The algorithm was used to estimate \(\Delta E_{i,i+1}\) and \(\alpha_i\) for subbands 1, 2 and 3 from 13 split gates of different geometries, measured during the same cooldown [17]. The extraction routine required only a single calibration step in order to find subband spacings for all the devices (the input parameters are the same for all split gates despite the different geometries).

The extraction was also carried out visually by seven people, and Fig. 5 shows the comparison between automated data (the error bars are set to half the values calculated) and visual data (the data point corresponds to the mean estimate and the error bar shows the standard deviation). The red dotted line represents the function \(y = x\) to facilitate comparison. The Pearson product-moment correlation coefficient \(r\) is calculated for each variables \(r\) is close to 1 for high correlation and close to 0 for no correlation: (a) \(r = 0.72\) (\(\Delta E_{1,2}\)), (b) \(r = 0.02\) (\(\Delta E_{2,3}\)), (c) \(r = 0.36\) (\(\Delta E_{3,4}\)), (d) \(r = 0.78\) (\(\alpha_1\)), (e) \(r = 0.73\) (\(\alpha_2\)) and (f) \(r = 0.28\) (\(\alpha_3\)).

The spread in estimated values using the routine is much smaller than estimates obtained visually. Wide variations of visual extractions reflects the divergence of opinions on how to define a crossing. For \(\Delta E_{1,2}\) [Fig. 5(a)], the correlation is highest since the first crossing occurs at low \(V_g\) and is often better resolved in greyscales compared to the second and third crossings.
IV. APPLICATION TO OTHER MEASUREMENTS

In order to show the versatility of the routine, it was tested on two other sets of data from a different split gate [18]. This device was measured at the lower temperature \( T = 50 \text{ mK} \) in a dilution refrigerator, with and without an in-plane magnetic field \( B \). Figures 6(a)-(b) show the results of the crossing extraction routine on these two sets of data.

A. Low temperature data

Figure 6(a) shows DC bias spectroscopy data at \( T = 50 \text{ mK} \). At this \( T \), features related to quantum coherence – such as the quantized \( G \) plateaus – are better defined [8]. The lines in the greyscale become much better defined and the estimates of \( \Delta E_{i,i+1} \) and \( \alpha_i \) are more accurate. When applying the routine, the data had to be filtered to diminish the influence of secondary crossings: transitions between \( G \) plateaus are so well defined that the arms of high \( \Gamma \) cross several times at lower \( V_{dc} \).

The number of sub-matrices used to ‘zero’ the data [see Fig. 2(c)] had to be increased (from six to seven because more subbands were fully resolved). The bounds of \( M_L \) and \( M_R \) had to be redefined, since the crossings occur at higher \( V_{dc} \). After these modifications (calibration), the algorithm could be used to extract crossings of many devices measured in similar conditions.

B. Magnetic field data

Figure 6(b) shows the transconductance \( \Gamma \) as a function of \( B \) and \( V_g \). In the presence of \( B \), the spin degeneracy of 1D subbands is lifted [9], and crossings are observed on the greyscale (in this case, these crossings are the filling of spin-split subbands; different to DC bias spectroscopy where the 1D subbands do not split but pass through \( \mu_s \) and \( \mu_d \) alternately). This required the transformation \( B \rightarrow -B \). The lines of high \( \Gamma \) are curved due to the effect of \( B \) on the overall confining potential in the 1D wire and 2DEG. This did not prevent the algorithm from correctly identifying the crossings. Seven sub-matrices were used for zeroing the data [see Fig. 2(c)] and the parameters were adjusted as described previously.

V. SUMMARY

A technique for automated data extraction from quantum systems has been presented. This was specifically applied to estimate the 1D subband spacings and lever arms from DC bias measurements of split-gate devices measured at \( T = 1.4 \text{ K} \).

The method is faster than performing the task visually (typically three times faster compared to an assisted visual extraction), and provides a systematic extraction along with symmetrical error bars. The input parameters of the algorithm are easily alterable, and different types of data can be assessed using this technique. For example, the algorithm was tested on DC bias data measured at lower temperatures, and on magnetic field data to assess the Zeeman splitting of 1D subbands.

Algorithms for automated data analysis are important in the move towards measuring large numbers of devices, for yield analysis and statistical studies. The method presented is widely applicable, and can be used to locate points of interest in data where these points are represented by high data values. For example, in measurements of quantum dots this approach can be used to find crossing points of Coulomb diamonds, to estimate the spacing of the energy levels [19]. Additionally, this routine may be used to locate triple points in charge stability diagrams of double quantum dots [20].
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[17] Although more split gates were measured on this chip during the cooldown, many showed effects of disorder due to a large split gate length ($L$) and width ($W$), making it more likely to encounter an impurity in the 1D channel ($L/W$ up to 1.3/0.6 µm were measured). These data were therefore not included in the analysis, since the disorder prevented even a visual extraction of the subband spacings.

