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Abstract

Hip fracture is the leading cause of acute orthopaedic hospital admission amongst the elderly, with around a third of patients not surviving one year post-fracture. Current risk assessment tools ignore cortical bone thinning, a focal structural defect characterizing hip fragility. Cortical thickness can be measured using computed tomography, but this is expensive and involves a significant radiation dose. Dual-energy X-ray absorptiometry (DXA) is the preferred imaging modality for assessing fracture risk, and is used routinely in clinical practice. This thesis proposes two novel methods which measure the cortical thickness of the proximal femur from multi-view DXA scans.

First, a data-driven algorithm is designed, implemented and evaluated. It relies on a femoral B-spline template which can be deformed to fit an individual’s scans. In a series of experiments on the trochanteric regions of 120 proximal femurs, the algorithm’s performance limits were established using twenty views in the range $0^\circ - 171^\circ$: estimation errors were $0.00 \pm 0.50$ mm. In a clinically viable protocol using four views in the range $-20^\circ$ to $40^\circ$, measurement errors were $-0.05 \pm 0.54$ mm.

The second algorithm accomplishes the same task by deforming statistical shape and thickness models, both trained using Principal Component Analysis (PCA). Three training cohorts are used to investigate (a) the estimation efficacy as a function of the diversity in the training set and (b) the possibility of improving performance by building tailored models for different populations. In a series of cross-validation experiments involving 120 femurs, minimum estimation errors were $0.00 \pm 0.59$ mm and $-0.01 \pm 0.61$ mm for the twenty- and four-view experiments respectively, when fitting the tailored models.

Statistical significance tests reveal that the template algorithm is more precise than the statistical, and that both are superior to a blind estimator which naively assumes the population mean, but only in regions of thicker cortex. It is concluded that cortical thickness measured from DXA is unlikely to assist fracture prediction in the femoral neck and trochanters, but might have applicability in the sub-trochanteric region.
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Chapter 1

Introduction

1.1 Motivation

1.1.1 Hip Fracture Epidemiology

Hip fracture has been recognised as the leading cause of acute orthopaedic admission amongst senior citizens [120], accounting for 30% of all hospitalised patients in 2003 in the United States (US) [49], and the most prevalent cause of injury related death [75]. Extrapolating the results of a study performed in 58 countries reveals that approximately 2.7 million fractures occurred worldwide in 2010 [117]. Their incidence is projected to increase to 6.3 million by 2050 due to the rising life expectancy and changes in lifestyle throughout all five continents [40; 142; 156].

Especially saddening are published mortality rates amongst the elderly, attributed to complications directly related to their hip injury. One-year fatality estimates vary from 12% to 37% [2; 70; 95; 118; 168], although it is promising that this number might be declining [14]. Survivors face pain, reduced quality of life and disability: strikingly half of them are deprived of independent living [75; 112], a concern which older people often report as being worse than death [75].

Additionally, hip fractures are a serious economic burden for our society. They account for an estimated annual direct medical care cost of $10.3 to $15.2 billion just in the United States of America [33; 44; 163], with the surgical costs alone being substantial [39], since approximately one third of fracture patients proceed to receive a hip replacement [49].

The prevailing risk factors leading to fractures are falls and osteoporosis, the commonest skeletal condition affecting bone strength. Although this disorder is responsible for fractures at various skeletal sites, the most severe — from both a health hazard and a medical cost perspective — are hip fractures [2]. Since an estimated 30% to 60% of
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Community-dwelling older adults suffer a fall per annum [140], it is not surprising that a simple fall from standing position is responsible for approximately 90% of fractures amongst the elderly [66]. Moreover, women are on average three times more likely to sustain either an intracapsular or an intertrochanteric extracapsular fracture [16] due to being more prone to osteoporosis, having approximately an 18% lifetime fracture risk, which compares to 6% for men [70; 109]. Several large studies and reviews thereof in the US report that patients between the ages of 65 and 99 years are equally likely to sustain an intertrochanteric fracture [102], whereas subtrochanteric fractures appear as a bimodal distribution which peaks between 20 to 40 years and over 60 years [16]. Young, active individuals are more prone to isolated trochanteric and less severe avulsion fractures, with 85% of such cases attributed to patients under 20 years old [116; 162]. Finally, demographics suggest that the average person who undergoes a femoral neck fracture is 77 years old for women and 72 for men [66], with those originating from a low socio-economic status having the highest rates [62; 65; 110].

It is therefore apparent that a key research aim is the development of new tools to improve the current means of hip fracture risk assessment, prevention, treatment planning and monitoring.

1.1.2 Fracture Predictors

Currently, the state-of-the-art in hip fracture risk assessment is the World Health Organization (WHO) FRAX™ tool, which uses a combination of clinical risk factors and femoral neck bone mineral density (BMD) measured by dual-energy X-ray absorptiometry (DXA) to generate an absolute ten year hip fracture risk for an individual [79; 80]. DXA-measured BMD — a measure of the average mass thickness in g/cm², also known as areal BMD (aBMD)— has been found to be a strong predictor of hip fractures: a large study in 2005 involving 9,891 males and 29,082 females respectively from 12 cohorts and a follow-up period of 16.3 years examined the correlation between fracture risk and change in BMD, and reported similar predictive ability for both men and women [76]. More specifically, some of their findings include a relative risk increase of 2.94 (2.02–4.27, 95% confidence interval) for each standard deviation decrease in BMD for men at the age of 65. Women had a corresponding 2.88 (2.31–3.59, 95% confidence interval) increase. Other minor studies, performed in the laboratory, also support these findings [13; 26].

However, assessing hip fracture risk solely using the BMD value is not enough. Fritscher et al. [50] state that “BMD alone is not sufficient to predict bone failure” and that “additional parameters have to be determined for this purpose”. Faulkner et al. [47] indicate that “there is a significant overlap between osteoporotic and normal
individuals and BMD alone is not sufficient to predict bone failure load”, and Ahmad et al. [1] state that “more than half of women who suffer a hip fracture do not have a low aBMD as measured by DXA”. While the incorporation of clinical risk factors in the FRAX™ tool, such as age, sex, previous fragility fractures, parental history of fractures, smoking and/or alcohol intake, various diseases etc. [79] is a major advance in hip fracture prediction, patient selection remains a hard task since, despite its high specificity, its sensitivity is low [79]. Better analysis of bone structure has the capacity to further improve prediction of fractures in individuals. To this extent, many research groups have investigated the correlation between fracture risk and several biomechanical geometric parameters, the most important of which are the Cross Sectional Area at the mid-neck region (CSA), the Section Modulus (SM), the Buckling Ratio (BR), the Neck-Shaft Angle (NSA), the Femoral Neck Axis Length (FNAL) and the Hip Axis Length (HAL) [5; 7; 84]. The most widespread implementation of such measurements is provided by the HSA™ (Hip Structure Analysis) software which is implemented in most modern Hologic DXA scanners (Hologic Inc, Bedford, MA, USA), and provides automated measures for the first three of the aforementioned parameters by analysing mineral profile lines (similar to the Attenuation Projection Profiles (APPs) discussed in Section 2.2) at three different sites: narrow-neck, intertrochanteric and femoral shaft [5]. Nevertheless, opinions in the literature differ on whether such geometrical measurements can be used as predictors of hip fracture. Some studies classify HAL and FNAL as possible predictors [9; 47; 57; 113] but others [58; 81] found no significant correlation. Furthermore, opinions differ for NSA, where some groups report high correlation [57; 58], whereas others found no significant relationship [47; 127]. Kolta et al. [84] suggest that such discrepancies may be due to each group studying different populations that suffered different kinds of fractures (e.g. cervical or intertrochanteric) or due to the sensitivity of such measurements to the patient positioning during the scan. Moreover, the latter research group suggest that an important measurement to be performed is the SM, since it encapsulates size information about the femoral neck diameter which they found to be a significant predictor in women. Finally Beck [5; 7; 8] presents a possible geometric interpretation of why individuals with lower density bones might be prone to fractures. Age and osteoporosis are continuously changing the shape of the femur, as well as the distribution of bone mineral. If the bone area did not change, a lowering of the BMD, i.e. loss of mineral mass, would directly imply loss of structural strength. But this is not the case, as the expansion of outer dimensions with ageing is partially responsible for the BMD decline. This expansion aids in the preservation of bending strength using less material, but an expanded bone may become unable to withstand unaccustomed loading forces, such as the ones exerted during a fall.
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1.1.3 The importance of the femoral cortex

One limitation of current screening techniques is that they are incapable of detecting focal structural weaknesses. In particular, there is growing evidence that the distribution of cortical bone in the proximal femur is a key factor affecting its strength characteristics. It is well known that a substantial thinning of the cortex is observed with ageing, especially in the upper femoral neck \[5; 38; 74; 107; 161\], something that compromises the loading capacity of the femur independently of osteoporosis \[107\]. This can be explained by the progressive under-loading of the superior cortex, which eventually leads to atrophic thinning \[107\]. In addition, during sideways and backwards falls, maximum tensile and compressive stresses are observed in the inferior and the superior cortices respectively \[5; 38; 107; 161\]. These forces are opposite to the ones exerted during normal gait and everyday musculo-skeletal functions \[38; 161\], consequently the bone is unaccustomed to them. To this end, macro- and micro-finite element analysis models, as well as computational analysis using beam theory have predicted that compressive yielding, or compressive buckling of the superolateral cortex might initiate fracture, especially when the cortex becomes critically thin \[5; 107; 161\]. Indeed, this prediction has been experimentally confirmed by De Bakker et al. \[38\]: using a high speed camera and synchronously coupled load measurements, they were able to macroscopically identify the aforementioned compressive fracture initiation. Other scientific groups have accentuated the importance of the cortex by separating its contribution to strength from the contribution due to the trabecular bone. Pistoia et al. \[128\] used a micro finite element analysis model to investigate the relationship between the strength of the human radius and bone mass. They reported minor loss of strength when the trabecular bone mass was reduced, as opposed to a great loss when the cortical thickness was reduced. Moreover, Verhulp et al. \[161\] documented that most of the load in the femur is carried by the cortical shell, with the trabecular core hardly loaded in osteoporotic cases. Finally, Holzer et al. \[68\] evaluated the contribution of the cortical bone in vitro by completely removing the trabecular core from the femoral neck. Hollow bones had a less than 10% reduction in bone strength in all cases, irrespective of other structural parameters.

As far as studies involving the actual measurement of the cortex from Quantitative Computed Tomography (QCT) data are concerned, one needs to be cautious of the limitations imposed by the limited spatial resolution of the scanners. Since the cortical thickness in regions of the femur lies well below the Point Spread Function (PSF) of typical clinical apparatus, blurring leads to an overestimation of thickness and an underestimation of density \[156\]. Moreover, thin regions may be totally missed. The general agreement is that threshold-based approaches suffer from this problem for cor-
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tices below approximately 2.5 mm [156]. Such errors exceeded 100% for sub-millimetre cornices found in the trochanteric and femoral neck regions [156]. Nevertheless, it is worthwhile to note that studies employing such methods report that cortical bone area was a significant predictor of bone strength [26; 31; 149].

Recently, Treece et al. [155; 156; 158] proposed a model-based solution capable of producing unbiased cortical thickness estimates (using clinical Multi-Detector Computed Tomography (MDCT)) down to 0.3 mm, which is well below the > 1 mm PSF of this technology. The technique, which initially assumed a constant cortical density across the whole proximal femur, but whose latest iteration relaxes this assumption by calculating localised cortical density estimates using a prior estimate of the imaging blur, results in thickness estimation errors of $0.12 \pm 0.39$ mm for thicknesses between 1.0 and 3.0 mm and $-0.15 \pm 0.23$ for thicknesses in the range 0.3 – 1.0 mm. This opens up new research avenues, as even very thin regions of the cortex can now be studied in detail. In fact, the resulting thickness maps (see Figure 1.1 for an example) have been used in cohort studies to identify focal regions of interest that might predispose a hip to fracture [131], and to localize cortical thickening in response to pharmaceutical therapy [130; 132; 135; 166].

1.2 Fracture Type Classification and Treatment

The femur, the largest bone of the human body, forms a “ball and socket” joint with the pelvis. The femoral head (ball) fits in the acetabulum (socket) and is surrounded by a strong and flexible capsule filled with synovial fluid, which helps in joint movement by providing lubrication and stability [83]. In addition to the femoral head, the liga-mentous hip joint capsule envelops the femoral neck, and is used to define the first of the two broad categories: intracapsular fractures (commonly referred to as femoral neck fractures). Fractures below the insertion of the capsule and down to 5 cm below the lesser trochanter [23] fall into the second category and are known as extracapsular fractures (see Figure 1.2). Further subdivision of these is possible according to the precise anatomical location, level of displacement and presence of comminution, as discussed in the following sections. The type of fracture serves as a guide to the form of treatment and/or surgery, and detailed examination of common examples may reveal structural regions of interest.
Figure 1.1: Example colour maps, which allow the intuitive visualisation of cortical thickness across the femoral surface. (a) Mean cortical thickness averaged across multiple proximal femurs after mapping them to a canonical morphology, and the errors of the model-based algorithm proposed by Treece et al. (obtained from [155]). (b) Cortical thickness change after 36 months of Denosumab treatment, as obtained by performing a statistical analysis across many individuals (obtained from [130]).
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1.2.1 Intracapsular fractures

Femoral neck fractures account for 45% to 53% of all hip fractures, with a 1:3 male-to-female ratio [108]. Most cases are the result of elderly people falling, although they might also follow a high-energy trauma in younger patients [36]. They are sub-categorised as subcapital (proximally, below the femoral head), transcervical (mid-femoral neck) and basicervical (distally, above the greater and lesser trochanters) [16; 138]. When comparing the X-rays of a healthy femur (Figure 1.3) with a typical example of an intracapsular fraction (Figure 1.4), one can easily identify a) the increased apparent density of the neck, due to overlapping, b) the loss of integrity of cortical bone and c) the clear view of the lesser trochanter in the AP view, due to external rotation [138].

Treatment depends on the age and fitness of the patient and the severity of the fracture, where the Garden System, a commonly used classification method which separates stable (Garden I and II, i.e. non-displaced and without deformity) and unstable (Garden III and IV, i.e. displaced) fractures (see Figure 1.5), can be used as a guide [16; 138; 154].

Undisplaced fractures

The general consensus dictates that even stable fractures need to be treated surgically using operative pinning with three cannulated screws parallel to the femoral neck cortex [108; 146], instead of conservative, non-operative management. Although there is some evidence that the outcome of both approaches is similar [123; 137], conservative
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Figure 1.3: a) A standard 0° Anterior-Posterior (AP) view of a healthy femur, and b) its lateral projection. X-ray images obtained from [138].

Figure 1.4: a) A standard 0° (AP) view of a subcapital femoral fracture, and b) its lateral projection. X-ray images obtained from [138].
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Figure 1.5: Type I-IV fractures according to the Garden classification of intracapsular femoral fractures. Image synthesised using figures obtained from [138].

**Garden I:** Trabeculae angulated distally with intact inferior cortex and no displacement.

**Garden II:** Visible fracture line from inferior to superior cortex but without significant displacement.

**Garden III:** An easily detectable fracture line with partially displaced and/or rotated fragments.

**Garden IV:** Complete, rough displacement of femoral head.
treatment leads to a 40% secondary displacement rate, and lacks the early mobilisation following surgical treatment [103; 121]. Furthermore, the chances of succumbing into one of the commonest potential complications, such as avascular necrosis, malunion or nonunion, all of which require a hip replacement re-operation, are reduced [36; 108]. It should be noted that less fit elderly patients might be considered for arthroplasty even in the event of an undisplaced fracture [146].

Displaced fractures

Unstable fractures demand surgical treatment, as otherwise the hip becomes functionless and painful [120]. Hence, all patients undergo either operative reduction followed by internal fixation, or unipolar hemiarthroplasty (femoral head is replaced), or total hip replacement (THR) (both the femoral head and the acetabulum are replaced) [83].

It is preferable to treat young individuals with pinning, as they exhibit a high rate of healing in the absence of osteoporosis. Doing so eliminates the worry of re-operation later in life due to prosthetic wear and loosening, a common problem of arthroplasty, at the expense of higher rates of non-union, secondary displacement or avascular necrosis [108; 146]. In cases where arthroplasty is necessary, highly active young patients with a reasonable life expectancy, or patients with a preexisting joint condition should have THR considered as their primary treatment [122; 146]. Although the results of hemiarthroplasty are better at first and a lower incidence of early dislocation is reported\(^1\) [52; 72; 87], after three to five years THR performs better [42; 96; 150].

It is discouraged to treat older, less fit patients using reduction followed by fixation, as this operation leads to non-union and/or avascular necrosis 30–50% of the time and has an increased re-operation rate [10; 106], although it has a marginally lower mortality rate [37; 124]. Hence, unipolar hemiarthroplasty is usually the treatment of choice for the elderly [108; 146].

1.2.2 Extracapsular fractures

Extracapsular fractures of the hip are sub-categorised into intertrochanteric and subtrochanteric, based on whether they occur proximally or distally to the lesser trochanter [23; 138] (see examples in Figure 1.6). Moreover, depending on the amount of displacement and comminution they are also characterised as stable or unstable [108].

All incidents should be surgically treated, unless other medical contradictions prevail, as conservative management leads to prolonged hospitalisation, high cost per quality ad-

\(^1\)It is expected that 10–20% of THR will lead to a dislocation [119].
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Intertrochanteric fractures

Epidemiology studies reveal that their incidence is similar to that of intracapsular fractures: they account for approximately 38–50% of all cases and are distributed in a 1:3 male to female ratio [16; 108]. Post-operative results of stable fractures using intra- or extra-medullar implants display no significant difference [108; 146]. Most patients are treated by screwing a side plate to the femoral shaft, and attaching it to a sliding screw that provides impaction of the proximal fragment to promote union [108]. On the other hand, unstable fractures are better treated using a wide variety of proprietary intra-medullar implants: instead of using a side plate, better fixation is achieved by placing a screw or nail in the femoral shaft with a small incision [108].

Subtrochanteric fractures

The least common type of hip fracture, accounting only for 5–15% of all cases [16; 108; 146], occurs between the lesser trochanter and the femoral isthmus (i.e. the proximal end of the femoral shaft). As already mentioned in Section 1.1.1, incidences follow a bimodal distribution which peaks between 20 to 40 years and over 60 years [16]. Young

Figure 1.6: Standard, 0°, (AP) views of a) an intertrochanteric, and b) a subtrochanteric femoral fracture. X-ray images obtained from [138].

justed life year, and high morbidity, especially amongst the elderly [123; 146]. Usually treatment involves reduction followed by internal fixation using various proprietary extramedullar (sliding screws and plates) or intramedullar (Gamma nail) implants [108; 120; 146], although in rare exceptions treatment may involve arthroplasty [154].
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patients suffer them almost exclusively as a result of a high energy impact, whereas osteoporotic, older individuals might be prone even after a relatively minor trauma [154]. Subtrochanteric are generally the least stable of all hip fractures, and although both intra- and extra-medullar treatment is possible, the former approach has higher rates of successful fixation and reduced operation time [89; 146].

1.3 Imaging the femur

1.3.1 Bone quality screening

X-Ray and Dual X-ray Absorptiometry (DXA)

The WHO classifies DXA as the best densitometric method and recognizes it as the reference technique for measuring and assessing BMD due to its good precision and reproducibility and its acceptable accuracy [2; 45]. Fracture risk assessment and treatment monitoring can be accurately performed from DXA scans, but extra care should be taken to ensure the proper acquisition of such scans, since serious errors in diagnosis and therapy are possible [45]. Such errors frequently originate from improper positioning of the patient when undergoing the scan, or improper calibration of the equipment.

The main advantage of DXA scans is that they only depict mineral content by eliminating any soft tissue [5]. More specifically, by using two different X-ray spectra, and by exploiting the dependence of their attenuation coefficient on the photon energy and the atomic number of the tissue, two different types of material can be inferred by measuring the transmission factors of the two different energy beams [2; 115]. This enables the areal densities (i.e. mass per unit projected area) to be measured [115]. The tissues of interest are bone mineral (i.e. hydroxyapatite (HA)) and soft tissue. Hence each pixel of the scan depicts the sum of the mass of HA (in g/cm²) that is found along the straight line connecting the source from the detector, which is finally converted to aBMD [5; 115].

In addition, DXA is preferred for the measurement of BMD in multiple skeletal sites due to the very low effective radiation dose delivered to the patient (typically 6.7–31 µSieverts using a fan beam system for femoral scans — 1/10 of that of a standard chest X-Ray) [1; 99; 115]. When one compares these values with the 10 µSieverts of natural background radiation received every day by a human, it is immediately apparent that the medical hazard is minor. Finally, the ease of use of the equipment, the short investigation time (typically 5–6 minutes) [11; 99] and the relatively low cost acquisition and operation, add to the reasons why this is the preferred method for everyday clinical practice.
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Quantitative Computed Tomography (QCT)

Figure 1.7: A CT scan is comprised of many parallel cross-sectional slices through the body, four of which are shown in this example. Each slice is reconstructed by combining X-ray images from multiple orientations, as described in Chapter 2. Interpolation between them can fill in the gaps, resulting in a complete three dimensional voxel array.

When it comes to detailed geometrical structural analysis and whole bone strength, qCT is doubtlessly the preferred imaging technique. In contrast to X-ray scans, which are 2D projections of the tissue, lacking all depth information, this non-invasive volumetric imaging method incorporates information about the whole 3D structure within the body (see Figure 1.7). It is the only one with the ability to measure the true volumetric density (in mg/cm$^3$, using a calibration phantom for conversion from Hounsfield Units) of the trabecular and cortical bone, which inherently provides a better assessment of osteoporosis, accurate calculation of the mechanical characteristics, estimation of bone quality at multiple sites of interest, and great potential for fracture risk assessment [27; 50; 70; 115]. Moreover, the possibility of examining in detail any slice through the data allows the measurement of, but is not limited to, the areas of the cortical and trabecular regions of the femur and the cross-sectional moment of inertia [2]. Finally, one of the major problems in the acquisition of DXA scans, patient positioning, is not an issue here [84].

However, all these advantages over DXA scans are obtained at a cost. QCTs are associated with a high effective radiation dose to the patient: typically 1.2–6 mSieverts, two orders of magnitude larger than a typical DXA scan, making the latter more desirable and the former prohibitive for osteoporosis follow-up [1; 70; 90; 91; 115]. Finally, important financial costs are associated with both acquiring the required infrastructure and the operation of the equipment [2; 70].
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1.3.2 Diagnostic imaging

Undisplaced fractures, which account for approximately 15% of cases are not always clinically obvious. Infrequently, radiographic changes might be minimal [125; 138], and in 1% of cases they will not be visible at all on plain X-rays, the currently preferred screening method for diagnostic imaging [24]. Hence, further investigation will be required, with **Magnetic Resonance Imaging (MRI)** being the modality of choice as it can reveal soft tissue pathologies nearby the fracture site such as muscle strains or greater trochanteric bursitis [108]. A plethora of studies confirm the efficacy of MRI in identifying femoral fractures [61; 78; 85], with coronal T1-weighted hip MRI achieving even 100% accuracy [136].

Alternatively, if MRI is contra-indicated or is not available within 24 hours, **CT** or **nuclear imaging** is performed [23; 138]. In the latter case, the radio-pharmaceutical technetium polyphosphate (Tc 99m) has been shown to be up to 98% accurate in identifying occult fractures [54; 67], but it is recommended to allow two to three days of patient bed rest before the scan for best detection chances [82].

1.3.3 Summary

A brief description of various non-invasive imaging techniques of the femur was outlined above, both for fracture risk estimation, and for diagnostic purposes. In summary, DXA is the preferred method, and routinely used in clinical practice for femoral fracture risk assessment and treatment monitoring. On the other hand, MDCT is preferred amongst research groups, as the whole 3D data structure can be studied in detail. This leads to a better assessment of osteoporosis and accurate measurement of potential, novel fracture predictors, such as the biomechanical geometric parameters discussed in Section 1.1.2 or the precise distribution of bone mass [50; 70; 115]. However, this imaging technique is not yet viable in the clinical environment, due to the high radiation dose associated with it, its high infrastructure and operational costs, and the long investigation times needed to analyse the data [1; 2; 70; 91; 115].

1.4 Objectives and overview of the thesis

The present study is an effort to develop a clinically admissible tool which has the potential to improve femoral fracture risk prediction, prevention, treatment monitoring and planning.

As already mentioned in Section 1.1.2, while the FRAX™ tool [79; 80] is a major advance in hip fracture prediction, it ignores focal structural defects. Section 1.1.3 refers
to scientific evidence which suggests that cortical bone thinning is such a defect, and consequently a critical component in characterizing hip fragility. The investigation of different fracture sites in Section 1.2, highlights the importance of performing localised cortical thickness measurements at multiple locations; the development of a sensitive and specific tool, able to target those regions of bone that are at risk is likely to improve fracture risk assessment. Finally, Section 1.3 discusses why DXA scanning technology would be the ideal imaging technique for the measurement of cortical thickness, because of its wide availability, minimal radiation and low cost.

Objectives

1. Design and develop a template-based tool, capable of performing 3D cortical thickness measurements using a clinically viable number of multi-view DXA scans.

2. Design and develop a tool that deforms a statistical shape and cortical thickness model to fit a particular set of multi-view DXA scans, and assess the cortical thickness estimation efficacy.

3. Validate, benchmark, and compare the performance of these tools.

4. As discussed later in Section 2.6.3, significant structural and anatomical variations are observed amongst people of different age, gender and ethnic origin. To this end, the final objective of this work is to examine whether cortical thickness estimation can be improved by using tailored models for different populations.

Thesis structure

This thesis is structured as follows: Chapter 2 sets the foundations of 3D reconstructions from planar projections, and discusses various solutions to this problem which resemble the ones developed and investigated herein. Then, Chapter 3 presents a novel tool that deforms a template of the femoral shape and cortical thickness to fit an individual’s set of multi-view DXA scans, and assesses its performance. Moreover, it outlines the tools and materials used throughout this study. Subsequently, Chapter 4 discusses an alternative tool that exploits prior knowledge of the anatomical femoral variations, in the form of a statistical model, to achieve personalised cortical 3D reconstructions. In addition, it compares the efficacy of the algorithm when using a “homogeneous” and a “heterogeneous” model. Finally, a comparison of the two methods is presented in Chapter 5, along with the conclusions and the suggestions for future work.

The terminologies “DXA template method” or “DXA model method” are used henceforth to refer to the tools presented in Chapters 3 and 4 respectively. If there is
no explicit referral to “template” or “model”, then any method able to measure cortical thickness from DXA scans is assumed. Similarly, the terminology “CT method” (which is explained in Section 3.5.1) is used for the estimation of cortical properties from MDCT scans.
Chapter 2

3D Reconstructions from Projections

2.1 Introduction

The calculation of 3D cortical thickness maps is impossible if the mineral content distribution within a femur is unknown. However, if a spatial grid (aka. voxel array) filled with bone density samples is available, a robust technique exists to extract thousands of cortical thickness estimates by identifying the location of the endocortical and periosteal surfaces [158] (see Section 3.5.1). Obtaining such voxel arrays is possible using the QCT imaging technology, which, despite being blurry and of limited resolution, provides information-rich, regularly sampled 3D datasets of the femoral mineral distribution.

Section 1.3.1 discusses the respective merits and drawbacks of DXA and QCT, the two most popular imaging techniques of the femur. Unfortunately, since DXA is the primary, and arguably the sole clinically viable imaging tool for fracture risk assessment, such a voxel array is not usually available and needs to be reconstructed from a set of radiographs (planar projections). To capture the 3D geometry of the femur, these projections should be obtained from different angles (similarly to the principle of operation of CT scanners), but their number should be minimised to reduce radiation exposure.

This chapter first discusses the mathematical foundation of the 3D reconstruction problem. Then, by relating the number of projections to the reconstruction resolution, we explain why the use an a-priori model of the femur is a necessary trade-off to achieve the desired reduction of radiation dose. To this end, many research groups have utilised model-based approaches to fully reconstruct the shape and/or density distribution of the femur from radiographs. However, to the best of the author’s knowledge, none of
them were used to examine the femoral cortex. Nonetheless, Section 2.6 examines some of the different techniques, since the reconstruction aspect of their approaches shares many of the same challenges to the ones examined in this thesis.

2.2 Problem definition

The intensity across an X-ray, or DXA scan, represents the attenuation of X-rays as they travel on a straight line through different tissues, which, depending on their mineral content, are described by a different attenuation coefficient \( \mu \). Thus, X-rays or DXA scans are a 2D representation (projection) of the underlying 3D data, lacking all depth information. However, the combined knowledge of multiple projections of the same object from different orientations, restricts the possible 3D tissue distributions, since depth information can be inferred from, for example, two orthogonal views.

The 3D reconstruction problem is reduced to a 2D one by separately examining each slice — parallel to the imaging direction — of the 3D voxel array. Hence, the problem simplifies to calculating a 2D distribution of attenuation coefficients \( \mu(x,y) \), from a set of 1D projection intensity profiles \( I_\theta(r) \) (see Figure 2.1). The viewing direction \( \theta \), defines a new coordinate system \((r,s)\) for each projection, which is related to the original \((x,y)\) system as follows:

\[
\begin{bmatrix}
  r \\
  s \\
  x \\
  y 
\end{bmatrix} = \begin{bmatrix}
  \cos \theta & \sin \theta \\
  -\sin \theta & \cos \theta \\
  \cos \theta & -\sin \theta \\
  \sin \theta & \cos \theta 
\end{bmatrix} \begin{bmatrix}
  x \\
  y \\
  r \\
  s 
\end{bmatrix} \tag{2.1}
\]

\[
\begin{bmatrix}
  x \\
  y 
\end{bmatrix} = \begin{bmatrix}
  \cos \theta & \sin \theta \\
  -\sin \theta & \cos \theta 
\end{bmatrix} \begin{bmatrix}
  r \\
  s 
\end{bmatrix} \tag{2.2}
\]

The 1D intensity projection profile \( I_\theta(r) \) can be calculated using the linear attenuation coefficients \( \mu(x,y) \) and Equation 2.2:

\[
I_\theta(r) = I_0 \cdot e^{-\int_{L_{r,\theta}} \mu(x,y) ds} = I_0 \cdot e^{-\int_{L_{r,\theta}} \mu(r \cos \theta - s \sin \theta, r \sin \theta + s \cos \theta) ds} \tag{2.3}
\]

where \( L_{r,\theta} \) denotes a line which makes an angle \( \theta \) with the y-axis and is at a distance \( r \) from the origin.

To mathematically simplify the problem, each intensity projection profile is then
Figure 2.1: Parallel-beam geometry of X-rays through a 2D-slice of an object, in which $\mu(x, y)$ represents the distribution of the linear attenuation coefficient. The beams of initial intensity $I_0$ are attenuated and produce a 1D projection intensity profile, $I_\theta(r)$. Darker grey corresponds to a higher attenuation coefficient.
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converted into an Attenuation Projection Profile (APP), which is defined as

\[
p_\theta(r) = -\ln \frac{I_\theta(r)}{I_0} = \int_{L_{r,\theta}} \mu(r \cdot \cos \theta - s \cdot \sin \theta, r \cdot \sin \theta + s \cdot \cos \theta) \, ds \tag{2.4}
\]

Finally, if we allow \( \theta \) to vary, and we stack all projections \( p_\theta(r) \) into an \((r, \theta)\) coordinate system, for \( \theta \) ranging from 0 to \( \pi \), we obtain the sinogram of the function \( \mu(x,y) \). The transformation which maps a function to its sinogram is called the Radon transform:

\[
p(r, \theta) = \mathcal{R}\{\mu(x,y)\} = \int_{-\infty}^{\infty} \mu(r \cdot \cos \theta - s \cdot \sin \theta, r \cdot \sin \theta + s \cdot \cos \theta) \, ds \tag{2.5}
\]

Hence, the problem of reconstructing the original 2D function \( \mu(x,y) \) from a set of its projections (or sinogram), reduces to calculating the inverse radon transform:

\[
\mu(x,y) = \mathcal{R}^{-1}\{p(r, \theta)\} \tag{2.6}
\]

Solution of discrete inverse Radon transform

The inverse Radon transform is uniquely solvable, provided that \( p(r, \theta) \) is known for all values of \( \theta \in [0, \pi) \) (since \( p(r, 0) = p(-r, \pi) \)), and all values of \( r \in \mathbb{R} \). In reality, only a limited number of \( p(r, \theta) \) samples are available, as both \( r \) and \( \theta \) are discrete variables. In this case the inverse Radon transform is an ill-posed problem and might have multiple plausible solutions, as different 2D distributions may result in the same set of limited projections (see simple example of Figure 2.2). The following sections discuss different methods of estimating the original X-ray attenuation coefficient distribution from a finite number of APPs.

2.3 Analytical Methods

2.3.1 Direct Fourier reconstruction

The direct Fourier reconstruction provides a mathematical way of calculating the inverse radon transform, using the projection theorem (aka. the central slice theorem, see Appendix A).

20
Figure 2.2: Demonstration of non-uniqueness of the inverse Radon transform, when only a limited number of projections is available. In this example, where only the APPs at $0^\circ$ and $90^\circ$ are available, assuming Case 1 (i.e. the shaded regions have a constant, and the blank ones have a zero attenuation coefficient) is equally correct to assuming Case 2.
This is achieved by first calculating all the 1D Fourier transforms of all the projections $p_\theta(r)$:

$$ P_\theta(k) = \mathcal{F}_{1D}\{p_\theta(r)\} \quad (2.7) $$

and placing them in a polar $(\theta, k)$ grid. Then, the 2D function $F(k_x, k_y)$ is determined by interpolating the data samples in a Cartesian grid, as shown in Figure 2.3.

Finally, according to the projection theorem, the original function $f(x, y)$ is simply obtained by calculating the inverse 2D Fourier transform of $F(k_x, k_y)$:

$$ f(x, y) = \mathcal{F}_{2D}^{-1}\{F(k_x, k_y)\} \quad (2.8) $$

It is worthwhile to note that a poor interpolation of the data samples $P(k, \theta)$ can lead to significant artifacts. Thus, researchers tend to prefer reconstructions by filtered backprojection (see Section 2.3.2 below) which does not suffer from this problem, or an iterative reconstruction scheme variant (see Section 2.4).
2.3.2 Backprojection and filtered backprojection

The simplest and most intuitive solution to the 3D reconstruction problem is known as backprojection and can be achieved by “smearing”, or “back-projecting” each APP line along its line of projection, and then superimposing the resulting 2D images (see Figures 2.4(a) and (b)). This can be achieved using the formula

\[
\mu'(x, y) = \int_0^\pi p(x \cos \theta + y \sin \theta, \theta) \, d\theta
\]

(2.9)

However, this approach has no mathematical basis, and produces unsatisfactory results.

Instead, it follows from the central slice theorem (see Appendix A) that each APP needs to be filtered in the frequency domain by the ramp filter \(|k|\) before back-projecting, or in mathematical notation

\[
\mu''(x, y) = \int_0^\pi p^*(x \cos \theta + y \sin \theta, \theta) \, d\theta
\]

(2.10)

where

\[
p^*(r, \theta) = F^{-1}\{P^*(k, \theta)\}
\]

and

\[
P^*(k, \theta) = P(k, \theta) \cdot |k|
\]

Examples of filtered backprojection can be seen in Figures 2.4(c) and (d). The ramp filter is introduced by the Jacobian when converting from polar to Cartesian coordinates in the polar variant of the inverse 2D Fourier transform:

\[
k_x = k \cos \theta
\]
\[
k_y = k \sin \theta
\]

\[
J = \begin{vmatrix}
\frac{\partial k_x}{\partial k} & \frac{\partial k_x}{\partial \theta} \\
\frac{\partial k_y}{\partial k} & \frac{\partial k_y}{\partial \theta}
\end{vmatrix} = \begin{vmatrix}
\cos \theta & -k \sin \theta \\
\sin \theta & k \cos \theta
\end{vmatrix} = |k|
\]

(2.11)

In practice, the ramp filter \(|k|\) is cut off at a frequency \(k_{\text{max}}\), since the useful high frequency Fourier content is limited by the spatial sampling rate of the scanner (i.e. the spacing between neighbouring detectors), and is called the Ram-Lak filter.

2.3.3 Theoretical limits to reconstruction resolution

As already mentioned in Section 2.2, the reconstruction resolution is dependent on the density of the APP samples, \(p(\theta, r)\), which in turn is dependent on the X-ray beam width (which determines the X-ray detector spacing) and the number of projections. It
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Figure 2.4: Reconstructions of the Shepp-Logan phantom using 4 (a, c) and 20 (b, d) views in the ranges $0^\circ$–$51^\circ$ and $0^\circ$–$180^\circ$ respectively, by simple (2nd row) and filtered backprojection (3rd row). The figure was created using MATLAB 2012b, The MathWorks, Inc., Natick, Massachusetts, United States.
Figure 2.5: (a) Parallel and (b) fan beam geometries used to calculate the reconstruction resolution from a limited number of projections. For fan beam geometry, $R$ represents the reconstruction radius, and $R_s$ is the distance of the X-ray source from the origin, O.

is relatively straightforward to calculate how the former affects the sample spacing in the $r$ direction using the Nyquist criterion [151]:

$$\Delta r \leq \frac{\Delta s}{2} \quad (2.12)$$

where $\Delta r$ is the sampling distance and $\Delta s$ is the beam width. However, as far as the reconstruction problem of this thesis is concerned, this limitation is not of paramount importance as it is a fixed variable dependent on the imaging equipment.

On the other hand, it is of much greater interest to relate the achievable resolution with the number and orientation of projections. This is a highly challenging problem and a rigorous mathematical proof is hard to determine [77; 151]. Joseph and Schulz [77] present a very intuitive mathematical analysis of the fan beam geometry shown in Figure 2.5b, which although cannot qualify as a proof, leads to the following equation:

$$N_{\text{min}} = \frac{2\pi R_s R v_m}{R_s - R} \quad (2.13)$$

where $N_{\text{min}}$ is the minimum number of projections required for an artifact-free reconstruction of an object with maximum spatial frequency $v_m$ within a region of radius $R$, and $R_s$ is the distance of the fan-beam source(s) from the centre of the imaging region.

A similar formula can be derived for the parallel beam geometry of Figure 2.5a, by
letting \( R_s \to \infty \) in Equation 2.13:

\[
\lim_{R_s \to \infty} \{N_{\min}\} = \frac{R_s}{R_s - R} \frac{1}{2\pi R v_m} = \frac{1}{2\pi R v_m}
\]  

(2.14)

It is reassuring that this formula is identical to the one calculated by Snyder and Cox [148] after a long and thorough analysis for a parallel beam geometry of \( N \) uniformly distributed views in the range \( 0^\circ - 180^\circ \). Moreover, Logan’s [100] analysis leads to the same result and goes on to prove that Equation 2.14 is valid even if the projections are arbitrarily distributed in the range \( 0^\circ - 180^\circ \). However, as Suetens [151] notes, the latter analysis does not investigate the noise propagation effects of the unequally large gaps in the Fourier space.

**Experimental validation**

![Experimental validation images](image)

Figure 2.6: The original pictures (a) and (d) with maximum spatial resolution 6.4 and 25 line pairs per 100 pixels respectively, were reconstructed in (b) and (e) by filtered backprojection using 20 and 79 projections respectively. Finally, (c) and (f) are thresholded images of the reconstructions which exhibit an artifact free radius \( R = 100 \) pixels, as predicted theoretically.
To this end, the following experiment was devised to relate the reconstruction resolution of a thin layer of femoral cortex, with the number of projections. The spatial frequency in this analysis is given in line pairs per mm (lp/mm), which, as the name suggests, reflects the number of distinguishable black-and-white line pairs in a millimetre.

We start by assuming that the pixel size of the original distribution is equal to the scanner’s detector spacing $\Delta s$: a typical value for clinical resolution CT is around 0.5 mm. Hence, a slightly bigger than average cross-section of the greater trochanteric region, measuring around 10 cm across its longest axis, would appear 200 pixels wide. Equation 2.14 then suggests that 20 equally distributed projections in the range $0^\circ$–$180^\circ$ will guarantee an artifact free reconstruction region of radius 100 pixels, down to a resolution of 0.032 lines per pixel (6.4 lp/100 pixels). The simulation of Figure 2.6c verifies the above prediction, as line pairs are evidently no longer distinguishable outside the 100 pixel radius.

The above result is equivalent to a cortical thickness of

$$\frac{0.5 \text{ mm/pixel}}{0.032 \text{ lines/pixel}} = 15.6 \text{ mm/line}.$$  

Undoubtedly more views are required for a model-free, accurate reconstruction, since the cortex is typically thinner by at least one order of magnitude.

Following the previous observation, Equation 2.14 can be also adopted to estimate the number of projections required to reconstruct a 1 mm wide cortical layer:

$$N_{\min} = 2\pi R v_m = 2\pi \cdot 100 \text{ pixels} \cdot \frac{1 \text{ lp}}{4 \text{ pixels}} \approx 79$$

Once more, this calculation is visually confirmed in Figure 2.6f. Considering that a) we are aiming to calculate thicknesses in the sub-millimetre range and that b) 79 projections already defeats the purpose of this research — since this would deliver a radiation dose comparable to a CT scan, albeit slightly less (Section 1.3.1) — an alternative method should be devised.

2.3.4 Practical implications when measuring femoral cortical thickness

The analysis of the previous section (Section 2.3.3) discusses the number of projections required for a guaranteed reconstruction resolution within a certain radius. However, this does not preclude the possibility of reconstructing high detail features, of higher spatial resolution than predicted, using a small number of views. The simplest example of such a case would be to image at $0^\circ$ and $90^\circ$ a high density, thin, horizontal line in
a low density background: the line will be properly back-projected, and the only factor limiting the accuracy of its width would be the PSF of the scanner.

Nevertheless, imaging the femur imposes a practical limitation to the range of possible views: typically, a maximum range of $60^\circ$ is possible before the acetabulum or the contra-lateral femur obscures the pertinent femur’s trochanteric region [1; 84]. The effect of this constraint is clearly visible in the left column of Figure 2.4, where only regions of the thin shell “parallel” to the X-rays are relatively distinguishable.

To conclude, relying solely on projection data when estimating the femoral cortical thickness from a small number of projections is expected to produce very poor results, thus a prior-model is encouraged to assist in filling the missing Fourier space gaps.

### 2.4 Iterative reconstruction methods

One of the key benefits motivating the development of the DXA method is the reduced radiation exposure when compared to MDCT. However, this comes at the cost of reduced information. In the previous section (Section 2.3.3), the reconstruction resolution is examined as a function of the number of DXA scans. It is demonstrated that, unfortunately, “back-projection” techniques are unable to cope with the sparseness of the data in a clinically realistic scenario. A potential trade-off would be to assist the reconstruction process using some prior anatomical information. To this end, the study of iterative reconstruction methods is motivated by the ease of incorporating a prior model, for example by initialising the solution based on the expected distribution [15; 126], or by constraining the possible outcomes. The following sections first lay the foundations by briefly discussing the commonly used algebraic iterative reconstructions (which are solely data-driven and do not require a prior model) and subsequently examine the more important statistical-based iterative methods.

#### 2.4.1 Algebraic reconstructions (ART, ILST and SIRT)

In the case of algebraic iterative techniques, the reconstruction problem is treated as a set of linear equations. It is described by

$$ \mathbf{b} = \mathbf{P}\mathbf{x} \quad (2.15) $$

where $\mathbf{b}$ is a vector holding all projections, $\mathbf{P}$ the set of linear equations that define the mapping from the object to its projections, and $\mathbf{x}$ a vector of all voxels to be determined [126]. Due to noise, the system in practice is not directly invertible — even if it was, inverting matrix $\mathbf{P}$ poses a significant computational challenge due to its size.
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Hence, the problem can be regarded as an optimisation problem with objective to
minimise the difference

\[ O(x) = |Px - b| \]  \hspace{1cm} (2.16)

On each step of the iteration, voxels along the direction of an X-ray are all simulta-
neously modified to fit the projections. The update formula of the voxels defines the
correction sequence [15].

Other correction sequences include the Algebraic Reconstruction Technique (ART)\(^1\),
the Simultaneous Iterative Reconstruction technique (SIRT) and the Iterative Least-
Squares Technique (ILST). ART is the least computationally expensive, but is suscep-
tible to noise, since its solution is heavily dependent on the last projection examined.
On the other hand, ILST and SIRT cope better with noisy data by converging to the
least squared difference solution, and adapting to the fact that not all projections will
be accurately predicted [15].

2.4.2 Statistical iterative reconstructions

Up until recently, the application of iterative reconstruction methods with a statistical
basis was confined to nuclear imaging. CT datasets are usually larger than their nuclear
counterparts and hence computationally very challenging to process. Moreover, nuclear
imaging is susceptible to Poisson noise governing the radioactive process, which explains
the necessity of a statistical approach.

On the other hand, although CT imaging does not suffer from this problem, the evo-
lution of CT scanners towards a lower radiation dose and the need for 3D reconstructions
from fewer projections led to datasets that are increasingly noisy. To this end, iterative
reconstruction algorithms with a statistical basis have become more popular as they are
particularly suited to cope with noise. Of course, this is only possible because of the
significant recent advancements in computing infrastructure.

Statistical iterative reconstructions are very similar to ARTs, but the formula defin-
ing the correction sequence aims to satisfy an objective function which usually derives
from the Bayesian theorem:

\[ p(\Lambda|Q) = \frac{p(Q|\Lambda)p(\Lambda)}{p(Q)} \]  \hspace{1cm} (2.17)

\(^1\)Variants include the Additive Algebraic Reconstruction Technique (AART) or the Multiplicative
Algebraic Reconstruction Technique (MART).
where $\Lambda$ represents the reconstructed image and $Q$ the observations (projection data). The probability of the observations, $P(Q)$, is constant and can be ignored.

Maximising the posterior probability $P(\Lambda|Q)$ is termed the \textit{maximum-a-posteriori} (MAP) approach. Assuming that a mathematical expression for the \textit{prior} probability $p(\Lambda)$ is available (for example by imposing constraints on the possible outcomes in the form of regularisation), the objective function is then given by

$$\arg \max_{\Lambda} p(\Lambda|Q) = \arg \max_{\Lambda} (\ln p(\Lambda|Q) + \ln p(\Lambda))$$

Maximising the log-likelihood is possible, since the logarithm is a monotonically increasing function.

On the other hand, it is common practice to assume that all possible reconstructions have the same \textit{a-priori} probability of being correct, $p(\Lambda)$ (mainly because it is very hard to mathematically express it), so this factor can also be ignored. In that case, the objective function boils down to maximising $p(Q|\Lambda)$, i.e. the likelihood that a particular reconstruction is correct, given the projections. This approach is called \textit{maximum-likelihood} (ML). The system of linear equations defining the imaging process can then be solved with guaranteed convergence, using algorithms such as the \textit{expectation-maximization} (ML-EM).

### 2.5 Compressed sensing

Compressed sensing (CS) is a relatively recently invented approach for acquiring and reconstructing sparsely sampled signals by harnessing optimisation methods. Approximately a decade ago, Candes, Tao, and Donoho [18; 19; 41] demonstrated for the first time that a signal may be perfectly recovered using fewer samples than previously thought. Until then, Nyquist-Shannon’s criterion determined the threshold for lossless reconstructions, which states that the sampling rate needs to be at least twice the highest frequency component observed in the signal. However, this groundbreaking idea applies only to datasets which are known to be sparse in some domain. Since then, this technique has been successfully applied to many signal processing areas; MRI is a prominent example in the medical imaging field, with CT being a noteworthy candidate.

The first step requires the decomposition of a signal to a basis whereby the coefficients of the components are sparse (i.e. their vast majority are equal to zero). Subsequently, reconstruction of a sampled signal can be performed in the usual way by recovering the coefficients. However, sparse sampling leads to a linear system with more unknowns than
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equations, which typically has an infinite number of solutions. Therefore, the problem needs to be regularised before it can be uniquely solved. The key to CS is imposing a non-linear constraint involving the \( L^1 \)-norm, which is analogous to minimising the number of non-zero coefficients, as explained in the next paragraph.

Typical approaches used in medical imaging, such as the filtered-backprojection method (Section 2.3.2) aim to minimise the total “energy” in the image, which is equivalent to regularising based on the Euclidean distance \( L^2 \)-norm. In other words, they assume that all unobserved Fourier frequency coefficients are zero, a technique that hardly produces acceptable results, with many streak artifacts when a small number of projections are used (consider the example in the bottom right corner of Figure 2.4) [18]. On the other hand, Candes et al. [19] showed that optimising based on the “Manhattan” distance \( L^1 \)-norm (that is examining neighbouring pixels only in the horizontal and vertical directions, and not the diagonals) leads with “overwhelming probability” (sic) to the same solution that would be obtained if the \( L^0 \)-norm was used instead. The \( L^0 \)-norm refers to the number of non-zero coefficients, which is generally not used in practice as it results in very computationally expensive algorithms, in contrast to its \( L^1 \) counterpart for which very efficient solving methods exist. When an optimisation function whose objective is the minimisation of the \( L^0 \)-norm is used, impressive reconstructions can be achieved. For example Chartrand [25] presents an algorithm which manages to reconstruct an exact replica of the Shepp-Logan phantom using just nine equiangular radial lines, or just 3.5% of the MRI k-space. Trzasko et al. [160] achieved the same result using ten radial lines using a homotopic \( L^0 \)-minimisation (which was replicated in different phantoms as well), but failed to do so when \( L^1 \)-minimising.

Therefore, provided that a suitable domain that allows the representation of femoral scans in a sparse manner can be identified, CS techniques could be applied to reconstruct the femoral cortex using a small number of projections. Identifying the basis for such a decomposition seems like a challenging task, and would most likely require modeling the femur using a linear combination of components identified from statistical analysis.

2.6 Model-based methods

Model-based 3D reconstructions have been attempted using just one radiographic scan or multiple ones obtained from different imaging angles. They can be subdivided into “template-based”, which involve a femoral atlas that can be deformed to fit a particular set of radiographs, and “statistical”, which incorporate some mathematical prior knowledge of a particular anatomy of the femur from a population study [2].
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2.6.1 Template-based methods

Template-based methods rely on a-priori knowledge of the subject’s anatomy, but ignore statistical variations during the reconstruction process. Although the template per se may be the outcome of a statistical study, its transformation is data-driven. The implementation of such approaches in the literature varies amongst research groups to suit their particular needs. Nevertheless, all of them share the following four main components: template definition, 2D/3D correspondence protocol, template deformation means and reconstruction evaluation. These are examined separately below, with examples of their application to femoral reconstructions from radiographs.

Template definition

The first step involves the formation of a mathematical representation of the template. As far as femoral reconstructions are concerned, a triangulated surface mesh is usually used. This generic model can be either obtained by segmenting a single bone surface from CT [51; 84; 93; 94], or by calculating the mean shape from a population study [91; 152]. A prerequisite for the latter approach is the alignment of all training subjects to a common reference axis before the mean calculation, which is usually performed by Generalised Procrustes Analysis (GPA) based on landmarks [59; 91; 143].

The choice of template primarily depends on the objective of the study, and its design should allow a straightforward measurement of the variables of interest. In the aforementioned examples, reconstructing the femoral shape was the sole intention: this could be very useful in preoperative assessment. More extensive models which, for example, are intended to allow femoral strength measurements could also incorporate material properties and separate different tissues. To this end, in Chapter 3 we design, implement and evaluate a template that is particularly suited to allow cortical thickness measurements.

2D/3D correspondence

Once the template has been created, the protocol for establishing correspondences between the 3D model and the 2D radiographic images must be established. Usually this involves the extraction of clearly identifiable geometrical entities, such as point sets (aka. landmarks), edges or contours, which are detectable in both the template (and/or their projections) and the 2D scans [20; 21; 51; 84; 93; 94]. However, this step can be avoided if an intensity-based registration is performed (see Section 2.6.2 for the discussion of such an approach using a statistical model).
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Although landmark positioning needs to be performed manually, as in Langton et al.’s [91] work, the advantage of contour based approaches is that they can be implemented to run without user intervention [104]. For example, Gamage et al. [51] proposed a method which automatically extracts the outer contours in the projections of the 3D template using a ray tracing technique [104], whereas inner ones are identified using the saddle points of the surface curvature. Successively, an edge extraction algorithm is used to identify the same contours in the patient specific DXA scans, whose main steps involve adaptive image filtering (to enhance the edges), thresholding with hysteresis (to define transitional regions), edge relaxation (to remove pixels erroneously identified as edges) and a final filtering to skeletonise the output.

However, contour based algorithms that require an operator to “draw” contours on radiographs also exist, such as the Non-Stereo-Corresponding Contour (NSCC) algorithm [84; 92; 93; 94]. Specifically, nine different anatomical areas are defined on the generic shape (femoral head, inferior and superior femoral neck, greater and lesser trochanters, and medial, lateral, anterior and posterior parts of the diaphysis), whose bounding volumes can be used to automatically define contours on the template projections. For a personalised reconstruction, the operator needs to manually identify the same contours on the radiographs, a step prone to user error [104].

Template deformation and 2D/3D registration

Once correspondences between the 3D template and the 2D radiographic projections have been established, an algorithm is employed to minimise the distance between them. If the personalised reconstruction involves fitting the model to just one scan, as in Langton et al. [91], it is possible to simply warp the template to the test scan by aligning the landmarks (using GPA or affine/similarity transformations for example) and interpolating in between using Thin Plate Spline (TPS) [12] deformations. An unavoidable drawback of this approach is the necessary assumption that the bone depth scales proportionally with bone length and width, as it is impossible to infer the full 3D geometry from a single projection; Langton et al. acknowledged that, but stated that this assumption proved reasonable for the majority of cases.

However, predominantly, 3D reconstructions involve the registration of the template to multiple radiographs obtained at different orientations [20; 21; 51; 84; 93; 94]. Hence, the alignment of the correspondence features to all of the scans simultaneously is no longer feasible before convergence, as this would mean that the template perfectly fits all the projections and hence is the solution of the personalised reconstruction. Consequently, the algorithm responsible for performing the 2D/3D registration is a two-step iterative procedure, which alternates between the correspondence and transformation...
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steps [104]: after each incremental deformation a new set of optimal correspondences should be calculated.

For example, Le Bras et al. [93; 94] proposed a semi-automatic full 3D reconstruction of the proximal femur, using information from two X-ray radiographs (also known as stereo-radiography). The radiographs were obtained at the AP and lateral views in vitro. The Non-Stereo-Corresponding Contour (NSCC) method used, first calculates a global rigid transformation to minimise the distance between the features in a least squares sense using an optimisation procedure, and then iteratively elastically deforms the template by means of a Kriging algorithm [159] and retro-projects it in the AP and lateral views. The deformation is such so that the contours of the anatomical regions of interest in the 2D radiographs match those of the retro-projections. The same algorithm was used by Kolta et al. [84], but instead of relying on standard X-rays they used a pair of DXA scans per specimen.

Gamage et al. [51] also based their personalised reconstruction on two DXA scans but deformed their model using a different approach. Two 2D translational fields were defined in the lateral and anterior views, defined by the point correspondence between the 2D projected contours from the model and the 2D contours from the DXA images. These fields were used to define a full 3D, non-rigid translational field. This was achieved by means of a TPS algorithm which interpolated the sparse translations. The template was then deformed according to the 3D translational field defined above, and the procedure was repeated until convergence.

Reconstruction evaluation

Le Bras et al. [93; 94] performed 23 successful, and 2 unsuccessful reconstructions of excised proximal femurs (both male and female), and evaluation was performed by comparing them to their corresponding segmentations from CT. Each subject was first registered to the segmented surface using translations and rotations according to a least squares matching scheme. The accuracy of the reconstruction algorithm was described by the mean point to surface distance, Root Mean Squared (RMS) and maximum errors, which were 0.7 mm, 1.0 mm and 6.7 mm respectively. Unfortunately they do not quantify the shape variance amongst the test specimens (although this is hard for a template matching method like this one), nor the errors obtained when best fitting the undeformed template to the test femurs.

Kolta et al. [84], reconstructed 25 proximal femurs using the same algorithm (NSCC), but used DXA scan pairs instead of plain X-rays (single X-ray absorptiometry). Moreover, a more extensive evaluation of the reconstruction accuracy was performed, as they also presented measurement errors of the following 3D geometric parameters:
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femoral head diameter, Femoral Neck Axis Length (FNAL), mid neck cross-sectional area and neck-shaft angle (NSA). Reconstruction time per specimen was 10 minutes, and the gold standard comprised segmented surfaces from CT as before. They reported a mean shape error of 0.06±1.02 mm, 95% of errors (= 2×RMS) less than 2.1 mm and a maximum error of 7.8 mm across all subjects. However, they do not state the amount of error obtained when best-fitting their generic model — a separate CT femoral segmentation of an 89 year old female — to the test specimens (prior to any deformation). Thus there is no baseline against which their algorithm’s deformation effectiveness can be compared. As far as the recovery of the 3D parameters is concerned, a coefficient of variation of less than 5% was reported.

Both studies mentioned above report maximal errors at the trochanters. They attribute this observation to the high variability between subjects, as it is known that the strong muscles attaching to these regions create strong local deformations [84].

In the work of Gamage et al. [51], testing involved an extremely small and patient-specific dataset, and hence the results presented are unlikely to be representative. Furthermore, they do not state whether the template was generated using a separate dataset. Just six cadavers (three left/right pairs) were reconstructed and the maximum/minimum Euclidean errors were 1.26 mm/−1.16 mm. The errors of the best-fitted undeformed template are not specified, nor the intra-test set shape variation.

Finally, Langton et al. [91] used two template models to assist the personalised reconstructions from a single Digitally Reconstructed Radiograph (DRR). The first one was trained using nine low resolution CT scans, 1.08 mm CT pixel size, and the second using thirteen high resolution scans, 0.674 mm CT pixel size. Twenty separate femurs were used as a test set to assess the accuracy of their algorithm (nine low, and eleven high resolution). Their results are presented as “depth” and “offset” errors. These correspond to the distance between the lateral and medial femoral surfaces from a reference plane parallel to the DRR orientation and were obtained using a ray-casting technique. They reported mean absolute depth errors of 3.40 mm and mean absolute offset errors of 2.97 mm for the low resolution CT test scans, and 1.73 mm/1.33 mm for the high resolution respectively. These results are comparable to the previous studies, although the others employed more projections in their experiments. It is worth noting that their low resolution test set comprised very similar femurs: the SDs of the depth and offset were just 1.74 mm and 1.47 mm respectively. However, they do not state the errors obtained when best fitting the undeformed generic model, neither for the low, nor for the high resolution experiments, so the effectiveness of their reconstruction algorithm is not clear.
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2.6.2 Statistical model-based methods

The principal modes of shape and/or density variations of bones within a training cohort from their mean values can be expressed as a SSM and/or a Statistical Appearance Model (SAM) respectively. Search functions can be then used to fit these to observed data and achieve personalised reconstructions. This procedure is known as Active Shape Modelling (ASM) or Active Appearance Modelling (AAM) [143]. ASMs and AAMs have been implemented in various different ways, and a discussion of some of the approaches follows, emphasising both the model construction protocol and the choice of fitting algorithm.

Whitmarsh et al.

Whitmarsh, Humbert et al. [70; 164; 165] presented a way to fully and automatically reconstruct both the shape and BMD distribution using both single- and multi-view (1–4 views) DXA images and a statistical atlas. Each of their three studies utilised an AAM [30] built from different training populations, consisting of a) 60, b) 85 (both male and female, single view experiments) and c) 44 (all female, multi-view experiments) QCT femoral scans. The main steps involved in the creation of the atlases are summarized below.

All segmented surfaces are registered to a reference femur by means of affine transformations (translation, rotation and scaling), followed by a multi-scale B-spline registration. Care was taken to constrain the movement of the control points in order to guarantee a diffeomorphic deformation field [141]. Next, Principal Component Analysis (PCA) was applied on the transformed vertices of the meshes to create a statistical model of these surface transformations.

A similar approach led to creation of a PCA model for the BMD distribution. In order to decouple BMD variations from shape variations, the segmented specimen surfaces were deformed using TPS interpolation [12] to the mean reference shape, before creating the model by applying PCA on each voxel. Apart from examining the performance of separate shape and density models, they also investigated the accuracy of a combined model which encoded both statistics.

For studies (a) and (c), no DXA scans paired with corresponding QCT scans were available. Hence, they resorted to independent testing using artificially produced DXA images from thirty (study a) and twenty (study c) separate femoral QCT scans. These were synthesised by means of a ray-casting technique (DRRs). The DRRs, along with the statistical model, were used to perform a full volumetric reconstruction. This was achieved by iteratively maximising the similarity between the DRR of the test specimen
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and the DRR of the deformed model. Study (b) made use of thirty independent real DXA scans, hence no DRR synthesis was necessary. The number of PCs to retain was determined by Horn’s Parallel Analysis in (a) (11 shape modes and 14 density modes), Cattells scree test in (b) (11 combined modes) and not specified in (c).

Evaluation was performed by comparing the reconstructed femur to the original QCT scan. When using a single DRR view and separate thickness and shape models, they reported a mean shape reconstruction error of 1.2 mm (1.6 mm RMS) and a BMD accuracy of 4.6% across the whole range of density values. The corresponding values obtained when using real DXA scans and the combined shape and thickness model were 1.1 mm (1.45 mm RMS) and 4.9%. For two views (frontal-sagittal), reported errors decreased to 0.9 mm (1.65 mm RMS) and 3.2%. Further views added small improvements, with errors reaching 0.7 mm (1.0 mm RMS) and 2.9% when using 4 views. Unfortunately they do not mention the training and test set population variances, nor the errors obtained after fitting the mean models to each individual. Thus it is not possible to quantify the extent to which the model deformations improve the “blind guess” estimation.

Ahmad et al.

Ahmad et al. [1] used a similar procedure to create a statistical atlas of both the shape and the BMD of the femur. When compared to Whitmarsh’s et al. [164; 165] approach described above, the following discrepancies are observed. The statistical atlas was trained using a larger dataset of 99 in-vivo QCT femoral scans of females, and there was a larger test set comprising 48 femurs (all obtained in-vivo from elderly women). Moreover, the latter dataset compromised real DXA scans instead of DRRs, obtained at −21, 0, 20 and 30 degrees relative to the AP view.

To create the statistical atlas, first they fitted a tetrahedral model to the segmented surface of each of the 99 QCT scans, which incorporated both density and shape information. This allowed them to create an average tetrahedral model femur. Then, deformation fields were applied to this average shape in order to make it fit to each subject’s segmented surface. Finally, PCA was performed on these deformation fields to determine the principal modes of variation. Eight PCs were retained without justification.

Reconstruction of each individual femur was performed using the same iterative technique as Whitmarsh et al. [164; 165]. In this study however, an additional step was performed after the convergence of the iterative optimization process. To further improve the estimation of aBMD, the AP DRR projection was compared to the AP DXA projection, and the BMD values of all voxels contributing to the projected pixels...
were linearly scaled so that the intensities of the two images matched exactly.

However, the most significant difference between the two approaches was the performance assessment protocol. In this work, performance was gauged based on the ability to predict correctly several geometric parameters, such as, but not limited to, the FNAL and the CSA across the narrow-neck (NN) and intertrochanteric regions. Furthermore, the extent to which the volumetric BMD was correctly predicted was used to evaluate the reconstruction accuracy (measured at the same regions of interest: NN and intertrochanteric — 10 mm thick slab slices).

All evaluation parameters were highly correlated when compared to their equivalents measured from the ground truth QCT scans, with the linear coefficients varying from $r = 0.81$–0.98. Unfortunately, once more, the authors omitted to disclose the test and training population diversities, although they state that their test set was obtained from females aged $82 \pm 2.4$ years old, which might hint at a relatively low test set anatomical variance.

**Thevenot et al.**

An alternative to this technique was proposed by Thevenot et al. [152]. They associated eight geometric parameters from seven AP training radiographs to the surface morphologies of the femurs obtained from CT scans. To do so, the top of the femoral head was modelled as a half-sphere, the femoral neck was split into ten non-circular cross-sections, whose shapes were defined by measuring the radii every $45^\circ$ degrees. Unfortunately, they do not specify any details on how they defined the skeleton for the trochanteric regions, nor on the method they used to associate the parameters with variations in shape. Moreover, since their objective was to build a finite element 3D model of the femur, their model also separated the trabecular from the cortical compartments, and set material properties for these two tissues and a transitional layer in-between them. However, a limiting factor of their approach is the assumption of a 1 mm minimum cortical thickness, which is an overestimate [156; 158].

Independent testing was performed by reconstructing 21 separate femurs, using measurements of the same eight geometric parameters as input. No details on the anatomical diversity of their test set is communicated. They report separate shape reconstruction errors for the femoral head (1.03 mm ± 1.17mm), neck (1.27 mm ± 0.60 mm) and trochanteric region (2.24 mm ± 1.33 mm). However, they do not mention the average variation of the test femurs from the mean shape, so these numbers alone cannot tell how well the algorithm performs.
Hurvitz et al.

Hurvitz et al. [71] use a CT-like intensity atlas to perform personalised 3D reconstructions of the proximal femur from four DRRs (simulating fluoroscopic X-ray images and not DXAs). The model was a combination of an AAM, built using Procrustes Analysis followed by PCA, and an average template intensity image representing the mineral distribution within the bone.

Personalised reconstructions were performed using the following steps. The statistical shape model was fitted to each individual’s X-rays by means of an affine transformation, followed by a deformation of the mean shape using the first 11 Principal Components (PCs), which accounted for 95% of the training population variance. Then the template intensity image was backwards-wrapped to the deformed model, and DRRs were generated from the atlas. Subsequently, a 2D/2D intensity-based deformable registration between these DRRs and the test X-rays allowed the re-estimation of the transformations required to best fit the two sets of images. This procedure was repeated until convergence.

To evaluate the algorithm, a Leave-One-Out (LOO) cross validation scheme with 17 femurs was used, for which no demographics are provided. To capture 95% of the variance of the training population 11 PCs were retained. The reconstruction error was 1.40±0.55 mm. Once again, the diversity of the dataset was not specified, neither the error when fitting the mean statistical model.

Kurazume et al.

Kurazume et al. [88], constructed a Statistical Shape Model (SSM) of the proximal femur from 56 femoral CT scans using PCA. For personalised reconstruction, their search function was driven by a silhouette-based 2D/3D registration between the model and two X-ray images of each test specimen using distance maps constructed by the Level Set Method.

The efficacy of the algorithm was tested using both DRRs and in-vivo data, although both test sets were very small. The former comprised ten femurs, five of which were included in the construction of the model (although results are presented separately for the independent testing). The latter involved real in-vivo fluoroscopic X-rays from four patients. In both cases, two views per individual assisted in the reconstructions, although the projection angles of the final setup are not disclosed. Reconstructions were performed by retaining up to 10 PCs, and it was deduced that performance saturated when five were used. Shape accuracy was measured by comparing against CT segmentations of the test femurs. Errors for the simulated experiments were 0.81±0.07 mm for the five
specimens which were included in the model training dataset and 0.91±0.15 mm for the five which were unseen. On the other hand, corresponding errors for the in-vivo experiments ranged from 0.8 ± 0.7 mm to 1.1 ± 1.0 mm. Notably, this was the only study which includes the blind estimator’s errors, i.e. the estimation efficacy using none of the PCs. For the simulated experiments, efficacy was 1.69±0.54 mm, whereas for the in-vivo it was approximately 1.3±0.9–1.0 mm. Therefore, it is apparent that the performance increase obtained using this reconstruction algorithm is relatively small. Finally, it would be interesting to confirm these error statistics using larger datasets. When doing so, the authors should disclose the demographics of the training and test sets (they neglected to do so in this work). In that way, readers will be able to evaluate whether this algorithm generalises well to diverse data, or whether tailored models are required for different populations.

2.6.3 Discussion of model-based approaches and limitations

Limitations and sources of error

The main reconstruction limitations and sources of error mentioned in the literature are the following:

- The use of Digital Reconstructed Radiographs (DRRs) instead of real DXA scans [91; 164; 165], as it is hard to acquire QCT scans with associated DXA scans. Although these resemble DXAs, discrepancies exist and further testing should be performed with real scans to assess the reconstruction accuracy, especially in-vivo.

- The large datasets required for the formation of statistical atlases to properly capture the various modes of variation, and the possible requirement of separate models for different cohort studies, since significant structural discrepancies (for example geometry/size [105; 114; 147], BMD [73; 76; 105; 114; 147; 153] and cortical thickness [73; 105; 114; 147; 153]) arise between people of different gender [27; 73; 139; 147], race [4; 105; 113; 114] and age [32; 73; 74; 107; 139; 147; 153]. The relatively small size of training and testing datasets is a limitation almost always mentioned by the authors of the studies reviewed in the previous sections.

- Anatomical model based approaches are inherently susceptible to bias, and care should be taken to avoid over-fitting, or constructing models from biased populations. Studies that involve the identification of potential defects or structural abnormalities in the femur are particularly susceptible, since these variations are by definition not captured well in the dominant modes of the models.
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- The practical limitation on the range of imaging angles in-vivo, as beyond about 60 degrees from the AP view (e.g. lateral view) the acetabulum bone, the pelvis or the contra-lateral femur may overlap with the femur in the DXA projection. Nevertheless, studies have claimed that this range of angles is adequately large for accurate femoral reconstructions [2; 84]. However, as seen in Section 2.3.3 where the theoretical limits to reconstruction resolution was discussed, these claims seem unlikely.

Overall findings

The objective of the studies discussed in the previous section was to reconstruct the femur in 3D from one or more 2D radiographs. They claim that doing so allows a) the pre-operative preparation of 3D anatomical models for image guided orthopaedic surgery, b) the accurate measurement of the geometry and the calculation of 3D structural measurements irrespective of proper patient scanning positioning, and c) the improvement of hip fracture risk assessment and the better diagnosis of osteoporosis.

Although CT/MRI scanners have long been capable of achieving all the above, developing methods that operate on 2D scans has many advantages: CT/MRI scanners are expensive and not available on many medical centers, imaging/labor costs and radiation exposure (compared to CT, not MRI) are greatly reduced, and require no change to the existing infrastructure as they make use of the imaging modality routinely used in diagnostic clinical practice.

The findings of these studies suggest that reconstructions of the proximal femur from four or less 2D scans are possible. Reported shape reconstruction errors range from 1.0 mm to 1.6 mm RMS, but none of the studies comments on whether this is acceptable performance for any particular task. Finally, Ahmad et. al. [1; 2] conclude that it is possible to obtain accurate 3D structural measurements from DXA scans, and Le Bras [93; 94] et. al. managed to improve failure load prediction by combining aBMD measurements with 3D geometric parameters measured from reconstructed femurs.

Training and test set anatomical diversity and model bias

One question which is not addressed by any of the aforementioned researchers is how well the training population fits the test set. On one hand, models might be particularly biased if the training and test cohorts are anatomically very similar. Thus, generalisation to unseen data might lead to significantly different results. On the other hand, if the training dataset does not resemble the test femurs, building tailored models might lead to better estimation performance. Proper interpretation of reconstruction results requires
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the authors to assess whether they are using a representative training population.

Furthermore, it is of particular importance to also reveal the diversity observed in both the test sets and the training data. Some of the examined studies disclose the demographics of the test and training data, which, although indicative, does not provide the complete picture. The reader should be given the chance to assess whether the models were built using a diverse enough population to qualify them suitable for a significant target audience. Furthermore, they should be provided with the test set anatomical variance, to determine the extent to which the proposed reconstruction algorithm generalises. Finally, it is worrying that some studies do not even reveal whether they are using separate femurs for training the models and evaluating performance.

Comparison with the naive blind estimator

Following one of the observations of the previous section, it is particularly troubling that researchers fail to realise that they should establish a comparative baseline, instead of only reporting absolute errors. Studies involving very limited test sets, especially when these are relatively homogeneous (as is the case with most of these studies), should also report the errors obtained after best fitting the mean template/statistical model to each individual — or at least the variance of the test set. Comparing against a naive estimator, such as a mean model, is the simplest approach to providing a reference against which the efficacy of each algorithm can be compared. If the testing population variance is low, authors may not realise that the errors they measure might be marginally improving, or even deteriorating, upon the mean estimator.

Surprisingly, all of the authors who examined template based methods failed to establish a comparative reference, with the exception of Gamage et al. who at least indicated the intra test set variance. As far as the statistical methods are concerned, only Kurazume et al. provided the relevant statistics.

Reconstructing the femoral cortex

As far as the femoral cortex is concerned, to the best of our knowledge there is no prior work involving the 3D reconstruction of cortical thickness from a single or multiple radiographic projections. The most relevant work identified comes from Beck et al. [6; 7; 8]. Their HSA\textsuperscript{TM} algorithm is able to produce estimates of the mean cortical thickness around three cross sections at the shaft, intertrochanteric and neck regions, using a single DXA image and by modelling the bone as circular annuli with the inner space filled with trabecular bone. With the introduction of many C-arm equipped DXA scanners into the market (such as the Hologic Discovery QDR Series, Hologic Inc, Bedford, MA, USA),
that allow acquisition of scans from multiple imaging angles, novel avenues of research are opened up such as the one proposed in this thesis.
Chapter 3

Template-based cortical thickness estimation

3.1 Introduction

This chapter examines a template based method for measuring cortical thickness across the proximal femur from multi-view DXA scans (the Template Method). To the best of the author’s knowledge it is the first algorithm of its kind. Section 2.6.1 discusses the application of various template based methods to 3D femoral reconstructions, but they are all limited to shape and density. The problem discussed herein is harder, as the additional step of measuring cortical thickness should be accomplished along with the shape reconstruction.

Since cortical thickness cannot be measured from multi-view DXA scans yet, we opted to evaluate the Template Method against the current state-of-the art algorithm, which operates on MDCT data (the CT Method) and whose principles of operation are explained in Section 3.5.1. Hence, the ideal experimental dataset for the evaluation of the Template Method would consist of femurs scanned using both multi-view DXA and QCT. Unfortunately, during the course of this study such a dataset was not available. Therefore, we resorted to DRRs from MDCT as a surrogate for DXA scans. DRRs can be easily generated at any orientation, in contrast with DXAs which require careful patient positioning. On the other hand, as explained in Section 1.3.1, DXA scans only depict mineral content by eliminating any surrounding soft tissue. This can be simulated in DRRs, but it is not a trivial task. Appendix B explains in detail how the DRRs were constructed, and how the background was removed. Finally, the amount of blur present in DXAs and DRRs depends on the Point Spread Function (PSF) of the imaging device used. However, converting the in-plane and out-of-plane blur present in CT scans to a
3. TEMPLATE-BASED CORTICAL THICKNESS ESTIMATION

DRR blur value is non-trivial and depends on the DRR orientation.

This chapter is structured as follows. First, a template particularly suited for cortical thickness estimation is defined. Section 3.3 explains the 2D/3D correspondence protocol between the template and the DRRs. Then, an algorithm that iteratively deforms the template to best fit the DRRs is presented in Section 3.4. Section 3.5 describes the foundations of the evaluation protocol. It discusses how the “CT method” leads to gold and bronze standard thickness estimates, using High Resolution peripheral QCT (HRpQCT) and clinical resolution QCT femoral scans respectively. Then, it defines the registration protocol between DXA and CT thickness measurements. The presentation of experimental results is split into Sections 3.6 and 3.7: in the former, all femurs were scanned using both high and clinical resolution QCT, whereas the latter involves only femurs scanned at clinical resolution. Finally, the last section discusses the findings and outlines some conclusions.

3.2 Template Definition

As explained in Section 2.6.1, the template should be designed according to the reconstruction task. For the problem discussed herein, the ideal template would model the endocortical and periosteal surfaces to the required resolution, along with all the parameters which affect the appearance of the cortex in a DXA scan. Moreover, it would allow the flexible manipulation of the cortex boundaries in a low dimensionality framework, and ease the reconstruction process by minimising the unknown variables.

As always, the model complexity is limited by the amount of observable information. Allowing too many degrees of freedom can render the model underconstrained, which eventually may lead to over-fitting. On the contrary, an overconstrained template may result in suboptimal performance, or even misleading reconstructions. As the number of DXA views is reduced, and hence the available 3D information, we decide to trade (or simplify) potential variables for more prior assumptions, to allow for the best possible representation of the observed DRR data.

To this end, the following design decisions were made. Each proximal femur was modelled using 20 cross-sections, which in turn are defined by two B-spline contours representing the periosteal and endocortical surfaces respectively. Their shape and separation (i.e. cortical thickness) are initialised by sampling a canonical shape and thickness model across twenty planes (see Figure 3.1). In addition, three independent density values per contour were used for the cortical, trabecular and background tissues, all of which are modelled as uniform-density, homogeneous materials. Finally, it is assumed that the PSF of the imaging device, which describes the resolution charac-
3. TEMPLATE-BASED CORTICAL THICKNESS ESTIMATION

teristics, corresponds to that of blurring with a Gaussian filter with standard deviation $\sigma$.

![Canonical shape and thickness model](image)

(a) Canonical shape and thickness model

![Model of a cross-section $c_i$](image)

(b) Model of a cross-section $c_i$

Figure 3.1: **Template definition:** The canonical shape and thickness model is sampled across twenty planes to obtain the cross-sections, $c_1$-$c_{20}$. Each cross-section is modelled by two radial B-splines, which represent the endocortical and periosteal surfaces respectively, and three density values: background tissue ($d_b$), cortical ($d_c$) and trabecular ($d_t$). The center of the B-splines is defined at the centroid of each cross section.

### 3.2.1 B-spline cross-sectional modelling

The benefits of parametrising the endocortical and periosteal surfaces as B-spline contours are threefold:

1. As discussed shortly in Section 3.5.2, this allows for a regular, uniformly distributed thickness sampling around the cross-sections, and conveniently provides a straightforward thickness direction definition.

2. Provides a low-dimensionality framework with variable flexibility, as the number of control points can be adjusted. The positions of the control points were constrained to lie on equiangular lines radiating from a central point, as shown in Figure 3.1b, to even further reduce the degrees of freedom.

3. Finally, it significantly eases the shape regularisation of the contours, by inherently ensuring smooth curves.
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In detail, each B-spline is defined by \( n_{cp} \) periosteal \((p^{out})\) and endocortical \((p^{in})\) control points, which define an equal number of spline segments (successive segments share three of their control points to ensure second order parametric and geometric continuity). Their locations are calculated using (see also Figure 3.1b)

\[
\begin{align*}
  p^{out}_i & = \begin{bmatrix} r_i \cos(\theta_i) \\ r_i \sin(\theta_i) \end{bmatrix}, &
  p^{in}_i & = \begin{bmatrix} (r_i - t_i) \cos(\theta_i) \\ (r_i - t_i) \sin(\theta_i) \end{bmatrix}
\end{align*}
\]

(3.1)

where,

\[
\begin{align*}
  \theta_i & = \frac{2\pi}{n_{cp}}(i - 1), \\
  i & = 1..n_{cp}
\end{align*}
\]

and \( r_i \) is the radius relative to the central point and \( t_i \) the radial spacing between each of the endocortical and periosteal control points.

Each spline is sampled at 100 locations, to produce an equal number of thickness measurements. Their location is calculated using the B-spline definition:

\[
\begin{align*}
  s_i(t) &= \frac{1}{6} \left[ t^3 \ t^2 \ t \right] \begin{bmatrix} -1 & 3 & -3 & 1 \\ 3 & -6 & 3 & 0 \\ -3 & 0 & 3 & 0 \\ 1 & 4 & 1 & 0 \end{bmatrix} \begin{bmatrix} p_{i} \\ p_{i\oplus1} \\ p_{i\oplus2} \\ p_{i\oplus3} \end{bmatrix}
\end{align*}
\]

(3.2)

3.3 2D/3D Correspondence

3.3.1 Initialisation

Figure 3.2: Registration of the template to a particular femoral specimen. The silhouette of the model is shown in cyan, and the points from the thresholding process are shown in yellow for three different DRR poses of the same bone, at angles 9°, 45° and 90°.
We initialized the position of the template using a semi-automatic procedure, assisted by an iterative closest point algorithm. Specifically, after a rough manual alignment of the template’s silhouette to the projection of the femur on the DRRs, the Levenberg-Marquardt optimization method [111] was used to calculate the affine transformation that minimises the distance between the silhouettes of the model and the subject, as shown in Figure 3.2. The silhouette of the subject was obtained using a simple threshold approach, whereas that of the template was defined using ray-casting.

The mean and root mean squared registration errors\(^1\) were \(-0.04\) mm and 1.85 mm respectively. The initial radial separation between the periosteal and endocortical B-splines was set to the mean cortical thickness of a large number of femurs (calculated using the “gold-standard” algorithm of Section 3.5.1 and MDCT data).

### 3.3.2 Attenuation Projection Profiles (APP)

Section 2.2 explains how to reduce the dimensionality of a 3D reconstruction problem to 2D by examining the APPs of slices through the data. This observation inspired the modelling of the femur as a collection of B-spline contours, since an appropriately positioned set of APPs on multi-view scans can be used to infer the underlying femoral cross-sectional structure, using the principles of filtered backprojection.

Such analysis is only meaningful if all cross-sections are perpendicular to all DRRs, as shown in Figure 3.3. Otherwise, the projection of a cross-section onto an arbitrary DRR is not guaranteed to be contained within a single APP line, but rather spread across a 2D image patch. Hence, the normals of the cross-sectional planes should coincide with the DRR axis of rotation (which can be well approximated by the femoral shaft axis).

Moreover, their positioning can extend only up to the most distal point of the femoral head, as illustrated in Figure 3.3. This is because it is impossible to correctly interpret any APPs above this point without modelling the acetabulum and the pelvis: their projections encroach on top of the femur in most DRRs, leaving very few unobstructed views suitable for analysis.

### 3.3.3 Synthetic Attenuation Profiles (SAP) and Sampling

Similarly, by simulating X-ray attenuation through each cross-section in each view, as shown in Figure 3.4, the template model provides an alternative set of Synthetic

\(^1\)These errors were calculated considering only the shaft and trochanteric regions (i.e. only the regions where cortical thickness was to be estimated), using the 35 femurs of the first experimental dataset (see Section 3.5.5).
Figure 3.3: 2D/3D correspondence between the cross-sections and their APPs on each DRR. The APPs are obtained by interpolating the original DRR pixel data using the Mitchell-Netravali cubic spline and re-sampling at 200 points. The region above the most distal point of the femoral head (where the APPs are shaded in red) cannot be evaluated without taking into account the acetabulum and the pelvis, as their projections overlap that of the femur most of the time.
Figure 3.4: X-ray casting geometry and sampling of SAPs. When multiple views are examined simultaneously, the direction of the X-rays (dotted lines) uniquely identifies the position of the contours in 3D space. The areas of the cortical and trabecular compartments are calculated using the intersection of the sampling lines, \( x_i \) and \( x_{i+1} \), with the periosteal \((p_i)\) and endocortical \((e_i)\) contours. The area of the background is found using the sampling width, \( x_{i+1} - x_i \), and the DRR compounding thickness, \( t_1 \). Finally, the sample \( s_i \) is calculated by multiplying these areas with their respective densities \((d_c, d_t, \text{ and } d_b)\), summing them together, and blurring the result using the values of the neighbouring samples (notice how the APPs’ non-zero values extend beyond the actual projection of the cross-section).
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Attenuation Profiles (SAPs). In an optimal model of the femur, the SAPs and the APPs would be identical, although in practice this is unlikely as illustrated in the example of Figure 3.5.

Blurring

Proper analysis of DXA data requires the modelling of imaging blur. This is particularly important when measuring thin structures, such as the cortex, whose appearance is heavily influenced under its presence. Herein, this is achieved by convolving all discrete SAPs with a sampled, truncated Gaussian kernel:

\[ s'_i(\sigma^2) = \sum_{n=-M}^{M} s_{i-n} \cdot G(n, \sigma^2) \]  \tag{3.3}

where

\[ G(n, \sigma^2) = \frac{1}{\Sigma} e^{-\frac{n^2}{2\sigma^2}} \]  \tag{3.4}

and

\[ M = \lfloor 3.7\sigma \rfloor \]

where \( s_i \) is a SAP sample, \( \Sigma \) is the normalisation constant and \( \sigma \) the standard deviation. The size, \( M \), of the filter is chosen so that the tails are cut off when the values are less than 1/1000 of the peak value for efficiency purposes.

3.4 Template Deformation

3.4.1 Optimisation parameters and cost function

After initialising the position of the template relative to the DRRs, the Levenberg-Marquardt optimization method [111] was used to minimize the squared intensity difference between the SAPs and the APPs in all available DRRs simultaneously. This was accomplished by optimizing the following parameters for every cross-section: \( \{r_1..r_{n_{cp}}, \ t_1..n_{cp}, \ d_c, \ d_t, \ \sigma\} \). The first two represent the radii and separation of the periosteal and endocortical spline control points respectively, \( d_c \) and \( d_t \) are the densities of the cortical and trabecular bone respectively, and \( \sigma \) is the variance of the assumed Gaussian imaging blur. The background density needs no optimisation, since all background voxels are replaced with the mean background value, as explained in Appendix B.
Figure 3.5: The top graph plots the APP of the cross-section whose position is shown in green. The remaining plots compare this APP with the SAP of various model cross-sections. The last plot represents the SAP of the cross section whose thickness is obtained from the CT method, i.e. the ground truth estimate (see Section 3.5.1). Note that the error is non-zero, since the SAP is calculated assuming constant background, cortical and trabecular densities, and because the segmentation’s position does not necessarily coincide with the periosteal surface the CT method deduces (the segmentation of the bones, although manually post-refined, was primarily based on thresholding, which tends to overestimate the volume of the femur when the blur conceals the true boundary of the cortex). In addition, some of the error can be attributed to the imprecision of the CT method.
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3.4.2 Regularisation

Density and blur

The optimization is ill-posed, in that more than one set of parameters can explain the APPs to the same degree. This is obviously the case with a small number of views — 3D anatomy cannot be uniquely determined from one or two planar projections — but even with many views there is a trade-off between cortical density and thickness in the presence of imaging blur. It was deduced that best results can be obtained (the relevant experimental results are discussed in Section 3.6.3) if the problem is regularized by assuming a constant cortical density throughout the proximal femur, which is also the approach taken in Treece et al. [156]. This fixed density was estimated in regions low down the femoral shaft, where the cortex is sufficiently thick that its true density is unambiguous in the DRRs despite the imaging blur. Hence, the algorithm first optimizes a number of cross-sections low down the femoral shaft, averages the resulting $d_c$ solutions, and then optimizes the whole femur assuming this fixed value of $d_c$. In reality, the problem could be even further regularised by feeding the optimizer with the true value of the Gaussian imaging blur, which would probably be known since it depends on the scanner. However, this was not attempted herein, since converting the in-plane and out-of-plane blur present in the CT scans to a DXA blur value is non-trivial and dependent on the DRR orientation.

Shape and thickness

For a clinically viable protocol, where there are a small number of views covering a narrow range of angles, further regularization may be necessary. Otherwise, the optimizer may over-fit the APs to SAPs by converging to misshaped contours, like the ones depicted in the left column of Figure 3.6. To prevent this, a penalty function may be introduced to prevent the control points deviating too far from the initialization. However, satisfactory results were obtained when constraining the periosteal control points to move by less than $1.5\text{ mm}$, and confining the thickness to vary by less than $1.5\text{ mm}$ (the relevant experimental results are discussed in Section 3.6.4). This value was empirically deduced as a good compromise between flexibility and regularisation, as higher values frequently led to deteriorated cortical thickness estimation, primarily in the four-view experiments.
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Figure 3.6: Optimization examples, showing the initialization (green) and outcome (red), for the lesser trochanter (top) and the greater trochanter (bottom). (a) four DRR views without shape and thickness regularization, (b) four views with shape and thickness regularization, (c) 20 views without shape and thickness regularization.

3.5 Evaluation protocol

3.5.1 “CT method” and cortical thickness gold standard

Figure 3.7 explains how cortical thickness can be measured across the proximal femur from QCT data, using the the medical imaging software Stradwin [157]. The result is expressed as a thickness colour map: each vertex of the segmented surface is assigned a thickness estimate which is defined along the vertex normal. The algorithm used to identify the cortical boundaries depends on the resolution (the following two algorithms are explained in detail in Treece et al. [156; 158]).

Gold standard from HRpQCT scans

For the high resolution datasets (Section 3.5.5), a full-width half-maximum [133; 134; 156] technique was employed to extract the thickness estimates. It is known that, if the imaging PSF is small compared to the thinnest cortices, this is an unbiased and accurate estimator [133].
3. TEMPLATE-BASED CORTICAL THICKNESS ESTIMATION

Figure 3.7: Stradwin user interface for cortical thickness estimation from MDCT data. The femoral segmentation, seen as a green contour on the top left, defines the position of many lines perpendicular to the surface (an example is shown in cyan). Then, an optimiser estimates the thickness model’s parameters that best fit the CT data samples along these lines. The bottom panel compares the actual data with the optimised model. The resulting thickness estimations can be collectively depicted using a colour map, as shown in the top right panel.
Bronze standard from QCT scans

On the other hand, simple techniques, such as thresholding variants [17; 63] or full-width half-maximum [133; 134], become increasingly biased and inaccurate as the imaging resolution is reduced. When clinical resolution scans are examined, thickness estimation errors for sub-millimetre cortices can exceed 100% — the general consensus suggests that estimation is unreliable below 2.5 mm [43; 64; 156].

The current state of the art was recently proposed by Treece et al. [155; 156; 158], and involves fitting a restrictive thickness model to each point estimate. As such, cortical thickness over the proximal femur can be measured accurately down to 0.3 mm using clinical MDCT (accuracy 0.12 ± 0.39 mm for cortices in the range 1–3 mm), despite the > 1 mm PSF of this technology. To do so, the Levenberg-Marquardt optimisation algorithm [111] is used to estimate the model parameters that best fit the data. Namely, these are the surrounding tissue density, the trabecular density, the cortical density, the cortical thickness and the imaging blur.

Deblurring thin laminar structures constitutes an ill-posed problem. This is because blurring a thin, high intensity step function might produce results indistinguishable from a blurred, thick, low intensity one. Therefore, the problem ought to be regularised using some prior information. The first iteration of Treece’s algorithm achieved that by fixing the cortical density, and not the blur level, to a constant value, as this approach produced the best results. The fixed density is obtained from regions where the cortex is sufficiently thick, and consequently the true density is unambiguous despite the imaging blur (typically from regions distal to the lesser trochanter). However, this assumption inevitably resulted in slightly wrong thickness estimates in regions where the local cortical density differed from the global assumed one. The second iteration of Treece’s algorithm improves upon this problem by adjusting the cortical density per point estimate using a prior estimate of the imaging blur [155].

3.5.2 Thickness orientation

The thickness of a thin laminar shell can be uniquely defined only if the orientation of measurement is also specified. Figure 3.8 presents six different valid ways of measuring thickness, all of which would produce different estimates (assuming a rotationally asymmetric thickness distribution, such as the one depicted in the figure). The expected amount of discrepancy between them is illustrated in Figure 3.9, as obtained from 10000 randomly generated cross-sections, each sampled at 100 points.

Each method is associated with its own advantages and disadvantages, hence the
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Figure 3.8: Comparison of six different thickness definitions, based on the direction of measurement. The shape and thickness variation is intentionally exaggerated, so that extreme cases can be visualised. In reality, femoral cortical cross-sections are smoother, and the discrepancies between algorithms are expected to be smaller.

Figure 3.9: Comparison of different thickness definitions on simulated data. The algorithm that generates thickness estimates between successive B-spline samples (Figure 3.8a) was chosen as the baseline \( y = 0 \), since it produces the most evenly distributed results. This graph plots the mean thickness difference of each algorithm compared to the baseline, as a function of thickness.
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The choice of protocol depends on the task at hand. For example, if the objective is to identify the minimum thickness at every possible location, then either of the two minimum distance algorithms (Figures 3.8c and 3.8d) could be used. On the other hand, if a more regular sampling of the thickness is required, matching B-spline samples or using lines radiating from the centre of gravity (Figures 3.8a and 3.8b) are expected to produce better results.

The approach that defines the thickness orientation based on surface normals (Figures 3.8e and 3.8f) is particularly useful when the exact position of both laminar boundaries is not known. As explained in the previous section, this approach can be used to define the direction of cortical thickness measurements from MDCT data, starting from an approximate segmentation of the femur.

3.5.3 Registration between CT and DXA estimates and thickness direction

The CT thickness estimates are defined in QCT space along the vertex normals of the segmented surface. On the other hand, DXA estimates are obtained by sampling the B-spline cross-sections in DRR space (as defined in Section 3.3.2). Conversion between DRR and CT coordinates is straightforward, since the position (and orientation) of the AP lines on multiple DRRs define the cross-sections uniquely in space. However, even when both measurement sets are defined on the same coordinate system, registration is not trivial. A nearest-neighbour based algorithm would not account for a) thickness direction normalisation — which may significantly skew the results as seen in the previous section — and b) spatial normalisation and interpolation.

The registration approach taken here tackles both issues by expressing the CT thickness estimates along the DXA measurement directions. In detail, this is achieved in the following steps:

1. The CT segmentation represents the periosteal femoral surface. The endocortical surface can be simply obtained by translating each vertex point along the surface normal, using the thickness values obtained from the CT method.

2. The planes of the template’s B-spline contours were expressed in CT spatial coordinates, according to the positions of the AP lines. Then, an algorithm which calculates the intersection contour between a surface mesh and a plane was used to extract the endocortical and periosteal contours from CT. The location of the intersection planes was such that the DXA and CT thickness estimates were coplanar (see Figure 3.10).
3. The periosteal position of each DXA thickness estimate was used to calculate its angle relative to the cross-section’s centre (i.e. the intersection point of the radial lines which define the positions of the B-spline control points) and the $0^\circ$ AP view.

4. Finally, the periosteal contours obtained in step 2 were sampled at the same angles\(^1\), and the CT gold/bronze standard was obtained by measuring thickness along the direction of the DXA estimates.

Section 3.6.1 confirms that this choice outperforms a nearest neighbour based registration approach, even when the thickness direction is normalised to a common vector. Finally, measuring along the DXA thickness direction was preferred, as otherwise cross-sections would have to be interpolated (to find the cortex boundaries along the CT thickness direction), imposing further assumptions on the model.

\[ \theta_i \]

\[^1\text{Although unlikely, the radial sampling of the CT intersection contours might result in multiple matches per angle, in contrast with the template’s contours which by definition will always have one. If this is the case, the nearest neighbour from the matching CT estimates is used.}\]

---

Figure 3.10: Registration between DXA and CT cortical thickness estimates. The endocortical and periosteal contours (red) are calculated from the intersection of the CT segmentation and raw thickness (grey and red surface meshes respectively) with the plane of the template’s cross-section. Then, the periosteal contour is sampled at angles $\theta_i$, according to the location of the DXA thickness estimates (samples on the blue contours). Finally, the gold/bronze standard CT estimates are obtained along each of the DXA thickness directions.
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3.5.4 Registration to a canonical femoral morphology

Figure 3.11: The graphic user interface of wxRegSurf, which can align two different femoral morphologies using various algorithms. Here, the red surface is registered to the green using (a) a similarity and (b) a similarity followed by a free form B-spline deformation.

One of the objectives of this study is to identify the femoral regions where cortical thickness estimation is best, and determine whether they coincide with the fracture prevalent areas discussed in Section 1.2. Error colour maps are particularly suited to this task, as they depict the estimation efficacy as a function of location. However, the calculation of average thickness (and error) maps of a set of femurs is only possible if they are all first registered to a single canonical morphology. As such, proper averaging per anatomical location can be performed. The medical imaging software wxRegSurf (Figure 3.11), developed at Cambridge University Engineering Department, was used to accomplish this task. Following the author’s recommendation, we registered each femur to the canonical surface using a similarity transformation followed by a Locally Affine Deformation (LAD). Then, each vertex of the canonical model was assigned the thickness value of its nearest neighbour.

3.5.5 Experimental Data and Setup

The experiments used to validate and assess the performance of the template method are divided into the following two sections.
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HRpQCT & QCT experiments (BERN)

First, in Section 3.6, we examine 18 left and 17 right cadaveric proximal femurs, all from separate individuals (18 females and 17 males). They were obtained from a study ethically approved by the Medical University of Vienna, and their age ranged from 59 to 96 years old (mean was 77 years old). Each femur was prepared by stripping any soft tissue, submerging in a saline solution and scanned using both HRpQCT and QCT, after placing them in vacuum to remove any air bubbles. The QCT data was scanned using a Brilliance64 scanner at 120 kV, with voxel size $0.33 \times 0.33 \times 1.0 \text{ mm}^3$, converted from Hounsfield Units to density using a BDC calibration phantom. HRpQCT data was obtained using an XTremeCT scanner, with voxel size $0.082 \times 0.082 \times 0.082 \text{ mm}^3$, converted to density by the manufacturer-provided phantom. More details of this data can be found in [34; 35]. Finally, each QCT scan was used to generate a set of multi-view DRRs for each femur, using the algorithm explained in Appendix B.

For this dataset, we set as our gold standard the cortical thickness estimates obtained using the Full Width Half Maximum (FWHM) algorithm (Section 3.5.1) from the HRpQCT scans, and we arrive at a final design by assessing the performance under different template configurations. Then, we also compare the DXA thickness estimates against the bronze-standard, obtained using the CT “model-based” algorithm (Section 3.5.1) from the corresponding clinical resolution CT data. The primary objective of this set of experiments is to quantify how much of the DXA method error can be attributed to the “model-based” method uncertainty, before evaluating (in Section 3.7) the performance on the remaining 120 femurs, whose description follows.

QCT experiments (FEMCO)

Subsequently, in Section 3.7, we evaluate the performance against a larger set of 120 proximal femurs scanned only at clinical resolution. These were obtained from the FEMCO study [129] which started recruiting participants in Cambridge in 2007. However, several other UK centres contributed after the study was adopted onto the UK National Institute for Health Research (NIHR) portfolio. Females with healthy (controls) and fractured (cases) femurs were scanned using a Siemens Somatom Sensation 16, 64 or GE Lightspeed 64 scanner at 120 kV. The QCT data was converted to Hounsfield units using a Mindways 5-compartment solid phantom or using ClinicQCT asynchronous calibration (if the scanner was already calibrated by a phantom). The resolution of the Siemens scanner was $0.58 \times 0.58 \times 1 \text{ mm}^3$, whereas that of the GE was $0.58 \times 0.58 \times 1.25 \text{ mm}^3$. Detailed demographics for this dataset are tabulated in the next chapter where they are more relevant to the experiments.
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For these experiments, the bronze-standard was obtained using the “model-based” CT method described in Section 3.5.1. They led to the comparison of 240,000 point cortical thickness estimates, thus improving the statistics of the results which can be interpreted as error probability distributions. Furthermore, they verify that the algorithm performs similarly on datasets obtained in-vivo using different scanners, and allow the direct comparison of the Template Method with the Statistical Method presented in the next chapter.

Furthermore, for both experimental datasets described above, results are categorised according to the number of DXA views used. First, to estimate the limiting performance of the DXA method, we decided to use 20 DRRs, at angles of $0^\circ$ to $171^\circ$ relative to the standard DXA view, as a good compromise between data sparseness and computational load. For these “validation experiments”, 20 control points per spline contour were used to take advantage of the rich data. We then restricted the viewing angle range to $-20^\circ$ to $40^\circ$, mimicking the capabilities of commercial C-arm DXA scanners\(^1\). For these “clinical experiments”, we used 4 DRR views at $-20^\circ$, $0^\circ$, $20^\circ$ and $40^\circ$, and it was experimentally deduced that more than 12 spline control points per contour led to deteriorated results, most probably due to over-fitting to the sparse, noisy information. This corresponds to a $30^\circ$ angular separation between them.

We calculated the mean, standard deviation and root mean square (RMS) of the error $t_{\text{DXA}} - t_{\text{CT}}$, where $t$ is the estimated cortical thickness. As an indication of the fit between APPs and SAPs, we also report the Residual Optimization Error (ROE), which is expressed as a percentage of the Residual Initialisation Error (RIE). The RIE and the ROE are calculated by estimating the area between the APPs and the SAPs (shaded regions in Figure 3.5). Moreover, various colour maps of error statistics are presented, which conveniently depict the performance of the algorithm in different parts of the femur. These were produced by first registering all femurs to a canonical morphology, as explained in Section 3.5.4, and then analysing the results per vertex location.

\(^1\)As mentioned in Section 2.6.3, typically, a maximum range of $60^\circ$ is possible before the acetabulum or the contra-lateral femur obscures the pertinent femur’s trochanteric region. Unobstructed views of the proximal part of the femoral neck and the femoral head are even harder to obtain in typical DXA poses (see Figure 3.3), which is why they are not studied here.
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3.6 BERN results (HRpQCT/QCT resolution)

The following sections present the outcome of many different experimental configurations, together with a discussion of their contribution to the final algorithm design and regularisation. For this purpose, only the femurs scanned in both high and low resolution CT are examined, so that the DXA estimates can be primarily compared against the CT gold-standard measurements.

We first examine the limits of performance by approximating the CT solution with the template’s B-splines. Then, we investigate the error of the initialisation, which is equivalent to that of the blind estimator. The following two sections outline our findings regarding different regularisation approaches, by presenting the effect of progressively adjusting different parameters. Finally, the amount of error that can be attributed to the uncertainty of the “model-based” CT bronze standard is investigated, along with the presentation of the final validation and clinical experimental results. All of this section’s error statistics are collated in Table 3.1.

3.6.1 Spline approximation

Validating the registration between CT and DXA cortical thickness estimates can be achieved by optimising the position of the template’s control points to best approximate the “CT solution”. In that case, the error observed should be minimal, and proportional to the number of control points used per spline; the more points used, the better the approximation. Most importantly, doing so allows us to calculate the limits of performance of the “validation experiments” (20 views & 20 control points) and the “clinical experiments” (4 views & 12 control points).

Figure 3.12 plots the error statistics across the whole range of thicknesses observed in the data, the distribution of which can be seen in the histogram of Figure 3.12c.
Table 3.1: Summary of error statistics for the BERN experiments (Sections 3.6.1-3.6.5). The top section presents the errors of the CT solution spline approximation when using different numbers of control points for the two CT methods. The template initialisation/blind estimator’s errors follow, before presenting the outcome of constraining the imaging blur variance, the cortical density, and the maximum deviation from the blind estimator. At the bottom, the final design of the DXA template method is compared to the FWHM (gold-standard) and “model-based” (bronze-standard) CT thickness estimates.

<table>
<thead>
<tr>
<th>CT solution approximation</th>
<th>CT method</th>
<th>mean error (mm)</th>
<th>std. deviation (mm)</th>
<th>RMS error (mm)</th>
<th>percentage error (%)</th>
<th>ROE (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>12 control point spline apr.</td>
<td>FWHM</td>
<td>-0.03 ± 0.41</td>
<td>0.41</td>
<td>11.2</td>
<td>77.0</td>
<td></td>
</tr>
<tr>
<td>20 control point spline apr.</td>
<td>FWHM</td>
<td>-0.02 ± 0.26</td>
<td>0.26</td>
<td>6.0</td>
<td>74.0</td>
<td></td>
</tr>
<tr>
<td>20 control point spline apr.</td>
<td>model</td>
<td>-0.02 ± 0.28</td>
<td>0.28</td>
<td>6.9</td>
<td>77.1</td>
<td></td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>template initialisation (blind estimator)</th>
<th>2D/3D registration</th>
<th>density/blur regularisation</th>
<th>constrain</th>
<th>shape/thick. regularisation (final design)</th>
<th>constrain</th>
</tr>
</thead>
<tbody>
<tr>
<td>initialisation</td>
<td>affine FWHM</td>
<td>-0.15 ± 0.89</td>
<td>0.91</td>
<td>28.1</td>
<td>100.0*</td>
</tr>
<tr>
<td>initialisation</td>
<td>B-spline FWHM</td>
<td>-0.13 ± 0.88</td>
<td>0.89</td>
<td>26.6</td>
<td>71.1</td>
</tr>
<tr>
<td>20 views</td>
<td>variance of blur FWHM</td>
<td>0.44 ± 1.05</td>
<td>1.14</td>
<td>39.0</td>
<td>41.3</td>
</tr>
<tr>
<td>20 views</td>
<td>cortical density FWHM</td>
<td>0.13 ± 0.60</td>
<td>0.62</td>
<td>21.1</td>
<td>43.1</td>
</tr>
<tr>
<td>4 views</td>
<td>cortical density FWHM</td>
<td>0.16 ± 1.10</td>
<td>1.11</td>
<td>41.6</td>
<td>27.3</td>
</tr>
<tr>
<td>20 views</td>
<td>shape &amp; th. 1.5 mm FWHM</td>
<td>0.03 ± 0.60</td>
<td>0.60</td>
<td>21.6</td>
<td>48.1</td>
</tr>
<tr>
<td>20 views</td>
<td>shape &amp; th. 1.5 mm model</td>
<td>0.00 ± 0.71</td>
<td>0.71</td>
<td>28.7</td>
<td>52.7</td>
</tr>
<tr>
<td>4 views</td>
<td>shape &amp; th. 1.5 mm FWHM</td>
<td>-0.10 ± 0.72</td>
<td>0.73</td>
<td>24.9</td>
<td>42.9</td>
</tr>
<tr>
<td>4 views</td>
<td>shape &amp; th. 1.5 mm model</td>
<td>-0.16 ± 0.80</td>
<td>0.82</td>
<td>29.9</td>
<td>44.0</td>
</tr>
</tbody>
</table>

*baseline ROE
Figure 3.12: Errors when approximating the CT solution with the template’s B-splines as a function of thickness, using 12 (a) and 20 (b) control points per endocortical/periosteal contour. (c) presents the cortical thickness distribution across all 35 femurs for all examined locations.
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Smoothing of CT estimates

Different surface morphologies are used to define the DXA, gold and bronze standard thickness estimates. The DXA method uses the B-spline template, whereas the CT methods use slightly different — albeit representing the same bone — semi-manual registrations from the HRpQCT and QCT data respectively. In addition, the spatial localisation accuracy varies between them. Section 3.5.3 explains how this spatial registration and normalisation problem was solved when registering DXA to CT estimates.

However, to promote a fair comparison against the two different CT methods, we also opted to match the FWHM and model-based numbers of point measurements. After mapping both to a common segmentation using a rigid deformation with separate scaling factors for the three coordinate axis, a smoothing operator was used to calculate the thickness at 11,000 vertices per femur. To do so, every estimate was replaced by a weighted average of its neighbours, where the weights were inversely proportional to the ROE. This led to a consistent localisation accuracy across the femur, whilst preserving the bronze and gold standard resolutions through the cortex. In an effort to eliminate only outliers and noisy measurements, the amount of smoothing was adjusted so that the spline approximation error was almost identical in both cases (see Table 3.1), and approximately equal to the estimation accuracy of the gold-standard, which for this dataset is 0.3 mm [155].

3.6.2 Initialisation (blind estimator)

One of the primary motivational reasons for carrying out the present research is that currently no method exists capable of producing detailed cortical thickness maps from DXA scans. Thus, if a femur is imaged using only this technology — i.e. the current clinical routine practice for bone quality screening — one would have to resort to a blind guess. Statistically speaking, the guess with the least expected error for a population is the average cortical thickness of all of its femurs. Therefore, improving upon the efficacy of the blind estimator, which from now on will form our comparative baseline, is the least that needs to be done. It is worth noting that the blind estimator’s error is equivalent to that of the template’s initialisation, since by definition we start from the average shape and thickness of a large number of femurs.

Two ways of assessing the blind estimator’s error were considered, both of which resulted in almost identical error statistics. The first resorted to the semi-manual, silhouette-based, affine registration (Section 3.3.1) of the template to the 20 DRRs of the validation experiments. On the other hand, the second allowed a non-rigid deformation of the template shape, but not the thickness, so that the error between the APs and
the SAPs was minimised. This was achieved by optimising the position of the periosteal control points, and simultaneously adjusting the endocortical control points to preserve the same thickness. The observation that both led to comparable results (see Table 3.1) suggests that the chosen initialisation method approximates well any newly observed data.

Close examination of the results of Table 3.1 (which are depicted in Figure 3.13) also reveals that the blind estimator’s performance is better than one might expect, due to the low variance between the examined femurs, which is best visualised in the bottom row of Figure 3.14. Unfortunately, this renders the task of this thesis extremely difficult, as the margin of improvement is relatively low, and directly comparable with the imaging resolution of the QCT scanners.

Note that the deviation from the diagonal line at low and high thicknesses should not be perceived as bias, and does not conflict with the definition of the blind estimator. This is the expected behaviour when regions of unusually thin or thick cortex (compared to the average at that location) are encountered: thicker outliers are going to be underestimated, and vice-versa in the opposite case. In addition, please note that the blind estimator was built using a large number of CT femoral scans of elderly females, and not the Bern population. This was an intentional decision to make sure that these results reflect what would be expected in an unseen population. This is apparent in Figure 3.14c, which would be completely green (zero error) if the estimator was constructed using only the Bern population.

3.6.3 Density and blur regularisation

As explained in Section 3.4.2, due to the density-thickness trade-off there exists more than one solution that explains the data to the same degree. Even worse, the interpretation becomes harder under the presence of imaging blur, which can render a thin, high density tissue layer indistinguishable from a thicker, but less dense one. These experiments investigate the effect of different regularisation solutions to this problem.

Figures 3.15 and 3.16 suggest that assuming a constant value of cortical density throughout the femur leads to the best possible performance. Otherwise the optimiser frequently interprets thin, dense regions as thick, less dense ones, or vice versa. It is also possible that over-fitting occurs, as the estimation error increases despite the ROE being minimised. Furthermore, constraining the value of the blur variance seems to have little effect; either way, in reality it would be a constant variable dependent on the quality of the scanner. Unsurprisingly, constraining the value of the trabecular density
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Figure 3.13: Template initialisation/blind estimator errors as a function of thickness for the two registration methods.

had devastating results (not presented herein), since this is far from reality. To that end, our attempt to improve the trabecular modelling using a mean density voxel grid (again the outcome of averaging many CT scans), and a single scaling factor \( s_t \) (so that \( d'_{\text{trab}} = s_t \times d_{\text{trab. model}} \)) per cross-section failed, as the performance deteriorated.

Finally, although the results of the validation experiments notably improve upon the performance of the blind estimator, the poor performance of the clinical experiments suggests that further regularisation might be necessary. A possible solution is investigated in the next section.

3.6.4 Shape and thickness regularisation

As seen in Section 3.4.2, when only four DRR views are used (clinical experiments), the optimizer may converge to misshaped contours. The investigation of Figure 3.17, which depicts the ROE per DRR for the clinical and validation experiments, may hint whether this occurs as a result of the SAPs being over-fit to the APs, or whether the optimiser is trapped in a local minimum. In fact, the former seems to be the case since the four-view solution has by far the lowest ROE compared to the other experiments. Thus, it might be possible to improve the results by further regularising the parameters.
Figure 3.14: a) Mean FWHM CT thickness, b) mean template initialisation thickness, c) mean initialisation error and d) initialisation error standard deviation. The standard deviation can also be thought as the thickness variance per location. To properly interpret these figures, please consider that the thickness direction is always perpendicular to the DRR axis of rotation, and thus they might differ from maps which plot the thickness along the surface normals.
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Figure 3.15: Thickness estimation errors of the template method for the validation (a, b) and clinical (c) experiments, when constraining the variance of the Gaussian blur (a), or the cortical density (b, c).
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Figure 3.16: Cortical thickness estimation efficacy of the template method for the validation and clinical experiments when constraining either the variance of the blur, or the cortical density. The x-axis corresponds to the measurement bias, whereas the y-axis to the precision. The size of the markers is proportional to the ROE; the blind estimator’s (initialisation) ROE is plotted for reference.

Figure 3.17: Polar plot of the ROE (radius) against the angle of each DRR view for the CT solution (purple), the validation experiments (red), the clinical experiments without shape and thickness regularisation (green), and when constrained not to deviate by more than 1.5 mm from the initialisation (blue). The initialisation ROE is shown as well for completeness (cyan), although it is by definition always 100%. The light purple dots correspond to the ROE of the CT solution after optimising its shape by fitting the SAPs to the APs. The reduction can be primarily attributed to the semi-manual CT surface segmentation error.
In this section, the effect of constraining the deviation amount from the initialisation is investigated. The validation experiments are used to demonstrate that this approach does not affect the limiting performance of the algorithm — in fact, even the estimation efficacy of the validation experiments is slightly improved, as seen in Table 3.1. Similarly, for the clinical experiments, regularising the algorithm leads to a lower estimation error, despite the higher ROE (which was expected) which is also plotted in Figure 3.17. The value of the latter is now comparable to what is observed when using 20 views, or using the “CT solution” approximation. Figure 3.18 compares the estimation error before and after the shape and thickness regularisation, whereas Figure 3.19 displays the regularised results in detail using percentile shading. Finally, the colour maps of Figures 3.20 — 3.22 depict the performance of the template method per vertex location.

Figure 3.18: Thickness estimation errors of the template method for (a) the validation and (b) clinical experiments, when constraining the shape and thickness to deviate by no more than 1.5 mm from the initialisation. The error is plotted as a function of thickness; the solid line represents the mean estimation, whereas the dotted ones are plotted at ±1 standard deviation. The diagonal line represents the perfect estimator. Please note that the regularised results (blue lines) are also plotted in detail using percentile shading in the next figure.
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Figure 3.19: Template final design thickness estimation errors for the a) 20-view and b) 4-view experiments, using the gold standard, high resolution CT estimates.

3.6.5 Evaluating against the bronze standard

This section summarises the results of the validation (20-views) and clinical (4-views) experiments according to the design decisions presented in the previous sections. The template method’s results are compared against the gold (FWHM) and bronze (model-based) ground-truth thickness estimates separately. The error statistics plotted in Figure 3.23 are collated in Table 3.1. In addition, Figure 3.24 directly compares the error distributions of the gold and bronze standards to highlight their discrepancies. It is deduced that approximately 0.1 mm of the standard deviation may be attributed to the bronze standard uncertainty. The rest can be reasonably associated with the assumptions of the DXA approach.
Figure 3.20: a) Mean FWHM CT thickness, b) mean DXA thickness from the validation experiments (20 views) and c) mean DXA thickness from the clinical experiments (4 views).
Figure 3.21: a) Mean DXA thickness estimation error from a) the validation experiments (20 views) and b) the clinical experiments (4 views). Errors are calculated using the gold standard.
Figure 3.22: Standard deviation of error, and RMS change (negative represents improvement) compared to the blind estimator for the validation and clinical experiments. Errors are calculated using the gold standard.
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![Graph showing cortical thickness estimation efficacy](image)

Figure 3.23: Cortical thickness estimation efficacy of the template method for the validation and clinical experiments. The x-axis corresponds to the measurement bias, whereas the y-axis to the precision. The size of the markers is proportional to the ROE; the blind estimator’s (initialisation) ROE is plotted for reference, together with the 20 control point spline approximation of the CT solution.

![Histograms showing cortical thickness estimation error](image)

Figure 3.24: Cortical thickness estimation error histograms of the template method, for the a) 20-view and b) 4-view experiments, when evaluating against the gold and bronze standards.
3.6.6 Evaluating performance in the region where estimation is expected to be best

Figure 3.25: The orientation of the 4 DRRs used in the clinical experiments is shown relative to the position of a femur (top view). Thickness estimation is expected to be best at the vertices whose normals are parallel to one of the views. This is because, for example, the APP sample $s_i$, which is between the clipping lines at locations $x_i$ and $x_{i+1}$ on the $0^\circ$ view, contains information only about the cortex and not the trabecular compartment. Thus, the optimiser is only concerned with the cortical density and thickness, minimising the adverse effects of a wrong trabecular thickness and/or density estimation (recall the discussion about the ill-posed nature of the problem, and the thickness-density trade-off discussed in Section 3.4.2). The angle $\theta$ dictates the allowable misalignment of the vertex normals from the DRRs. In this example, the vertex with normal $\hat{n}$ is misaligned by $\theta'$ degrees from the $40^\circ$ DRR. For this particular DRR arrangement, $\theta = 60^\circ$ will result in the inclusion of all vertices.

Section 2.3.3 associates the reconstruction resolution with the number of X-ray projections. Furthermore, it explains how sparse projections lead to gaps in the Fourier space that need to be interpolated, which in turn leads to artifacts. As an example, close inspection of Figure 2.4c reveals that the reconstruction of the bright oval “shell” is best at the top right and bottom left. In these regions, the “shell” normal is almost perpendicular to one of the four DRR casting directions, and hence maximum information about its thickness is obtained.
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This concept is explained in more detail in Figure 3.25, which presents how this affects cortical thickness estimation in the four DRR-view clinical experiments. In an effort to reveal the femoral regions where thickness estimation is best, Table 3.2 and Figure 3.27 breakdown the error statistics according to the maximum allowable vertex normal direction misalignment from the four DRR views. Similarly to what was observed in the filtered-backprojection simulations of Section 2.3.3, cortical thickness estimation for misalignments up to $\theta^\prime = 10^\circ$ (i.e. all vertex normals that fall within the $-30^\circ$ to $50^\circ$ range relative to the AP view) display a significantly better RMS error improvement.

On the downside, since by definition the $0^\circ$ AP view presents the greatest area of the femur parallel to the DRR, this estimate sub-selection drastically reduces the examined femoral region. For an allowable misalignment up to $10^\circ$, 84.5% of the thickness measurements are ignored (see Table 3.2 and Figures 3.26 and 3.27c). Moreover, comparing Figures 3.12c and 3.28d reveals that the distribution has skewed towards the thicker side, which might partially explain the higher reduction in the RMS, as estimation is expected to be best in thicker regions where the blur’s adverse effects are minimised. However, it is encouraging that this region is relevant to fracture (see Section 1.2). Error statistics for the restricted view experiments are collated in Table 3.2 and depicted in the colour maps of Figure 3.29.

![Figure 3.26: The canonical morphology colour mapped according to the per-vertex angle misalignment from the four DRR views ($-20^\circ$, $0^\circ$, $20^\circ$, $40^\circ$). Only vertices which are shaded red have a normal which deviates less than $10^\circ$ from the views.](image)
Table 3.2: Error statistics of restricted range clinical experiments. Accumulated values are shown in parenthesis, and estimation errors in the region $-30^\circ$ to $50^\circ$ relative to the AP view are shown in bold. The RMS change values are calculated by comparing the RMS error of the optimised results with the RMS error of the blind estimator. Negative values correspond to improvement.

<table>
<thead>
<tr>
<th>normal misalignment (°)</th>
<th>mean error (mm)</th>
<th>std. deviation (mm)</th>
<th>RMS error (mm)</th>
<th>RMS change (%)</th>
<th>RMS estimates (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>$0 - 5^\circ$</td>
<td>-0.08 (-0.08)</td>
<td>0.80 (0.80)</td>
<td>0.81 (0.81)</td>
<td>-0.25 (-0.25)</td>
<td>7.7% (7.7%)</td>
</tr>
<tr>
<td>$5 - 10^\circ$</td>
<td>-0.09 (-0.08)</td>
<td>0.76 (0.78)</td>
<td>0.76 (0.79)</td>
<td>-0.24 (-0.25)</td>
<td>7.7% (15.5%)</td>
</tr>
<tr>
<td>$10 - 15^\circ$</td>
<td>-0.05 (-0.08)</td>
<td>0.76 (0.78)</td>
<td>0.76 (0.78)</td>
<td>-0.17 (-0.24)</td>
<td>2.9% (18.4%)</td>
</tr>
<tr>
<td>$15 - 20^\circ$</td>
<td>-0.03 (-0.07)</td>
<td>0.80 (0.78)</td>
<td>0.80 (0.78)</td>
<td>-0.18 (-0.23)</td>
<td>4.0% (21.6%)</td>
</tr>
<tr>
<td>$20 - 25^\circ$</td>
<td>-0.05 (-0.07)</td>
<td>0.82 (0.79)</td>
<td>0.82 (0.79)</td>
<td>-0.18 (-0.22)</td>
<td>3.2% (25.6%)</td>
</tr>
<tr>
<td>$25 - 30^\circ$</td>
<td>0.01 (-0.06)</td>
<td>0.78 (0.79)</td>
<td>0.78 (0.79)</td>
<td>-0.19 (-0.22)</td>
<td>4.9% (30.5%)</td>
</tr>
<tr>
<td>$30 - 35^\circ$</td>
<td>-0.03 (-0.05)</td>
<td>0.71 (0.77)</td>
<td>0.72 (0.78)</td>
<td>-0.18 (-0.21)</td>
<td>6.6% (37.1%)</td>
</tr>
<tr>
<td>$35 - 40^\circ$</td>
<td>-0.07 (-0.05)</td>
<td>0.72 (0.76)</td>
<td>0.72 (0.77)</td>
<td>-0.16 (-0.20)</td>
<td>8.5% (45.6%)</td>
</tr>
<tr>
<td>$40 - 45^\circ$</td>
<td>-0.13 (-0.07)</td>
<td>0.73 (0.76)</td>
<td>0.75 (0.76)</td>
<td>-0.13 (-0.19)</td>
<td>11.2% (56.9%)</td>
</tr>
<tr>
<td>$45 - 50^\circ$</td>
<td>-0.15 (-0.09)</td>
<td>0.70 (0.75)</td>
<td>0.72 (0.75)</td>
<td>-0.14 (-0.18)</td>
<td>13.4% (70.3%)</td>
</tr>
<tr>
<td>$50 - 55^\circ$</td>
<td>-0.13 (-0.09)</td>
<td>0.66 (0.73)</td>
<td>0.67 (0.74)</td>
<td>-0.12 (-0.17)</td>
<td>14.8% (85.1%)</td>
</tr>
<tr>
<td>$55 - 60^\circ$</td>
<td>-0.16 (-0.10)</td>
<td>0.64 (0.72)</td>
<td>0.66 (0.73)</td>
<td>-0.11 (-0.16)</td>
<td>14.9% (100.0%)</td>
</tr>
</tbody>
</table>
Figure 3.27: a) Cortical thickness estimation mean and standard deviation errors for the 4-view clinical experiments (green) and the template initialisation (cyan), according to the vertex normal misalignment (0°–5°, 5°–10°, ... , 55°–60° bins). b) RMS error change when compared to the template initialisation (blind estimator), again as a function of the vertex normal misalignment. c) Percentage of estimates ignored against the maximum vertex normal misalignment.
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Figure 3.28: Cortical thickness measurement error statistics for the 4-view clinical experiments when only estimates whose vertex normal deviates less than 10° from the DRR casting directions are considered (−30° to 50° relative to the AP view).
Figure 3.29: Cortical thickness estimation mean error (a), standard deviation error (b) and RMS change (negative represents improvement) compared to the template initialisation (c), for all estimates whose vertex normal deviates no more than 10° from the DRR casting directions (−30° to 50° relative to the AP view).
3.7 FEMCO results (QCT resolution only)

As a further validation, the algorithm was assessed on the remaining 120 clinical-resolution femoral scans of the FEMCO study, using the bronze-standard ground-truth estimates from the model-based CT method. Similarly to before, we measured the mean, RMS and percentage errors, the standard deviation and the ROE for the following configurations (all results are collated in Table 3.3 and visualised in Figures 3.30–3.34):

- **12 and 20 B-spline control point approximations** of the endocortical and periosteal surfaces according to the model-based CT method. This corresponds to the upper bound of performance. The ROE is calculated using a single value of trabecular density and imaging blur per cross-section, and a constant cortical density per femur, to promote a fair comparison with the DXA method’s ROE which is calculated in a similar manner.

- **Initialisation (blind estimator) error**, when aligning the template to the DRR scans using the initialisation technique described in Section 3.3.1.

- **20-view experiments, 20 control point splines**, using a single value of cortical density per femur, which was deduced using information from the thick cortices near the femoral shaft. A separate value of imaging blur and trabecular density was deduced by the optimiser per cross-section. Results are presented both with and without thickness and shape regularisation by 1.5 mm.

- **4-view experiments, 12 control point splines**, using the same configuration for the cortical and trabecular densities, and imaging blur, as above. As expected, regularisation of shape and thickness by 1.5 mm has a great impact on these results (see Table 3.3), for the reasons explained in Section 3.4.2.
Table 3.3: Aggregated error statistics of FEMCO experiments. The first section presents the errors of the CT solution spline approximation when using different numbers of control points. The template initialisation/blind estimator’s errors follow, before presenting the 20-view and 4-view experimental results, both with and without a 1.5 mm constraint on the template’s maximum deformation. Finally, the last section tabulates the errors for the restricted angle range experiments, for a vertex normal deviation less than 10° (−30° to 50° relative to the AP view).

<table>
<thead>
<tr>
<th>CT solution approximation</th>
<th>mean error (mm)</th>
<th>std. deviation (mm)</th>
<th>RMS error (mm)</th>
<th>percentage error (%)</th>
<th>ROE (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>12 control point spline apr.</td>
<td>−0.02</td>
<td>±0.36</td>
<td>0.36</td>
<td>10.9</td>
<td>72.3</td>
</tr>
<tr>
<td>20 control point spline apr.</td>
<td>−0.01</td>
<td>±0.27</td>
<td>0.27</td>
<td>6.4</td>
<td>70.9</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>template initialisation (blind estimator)</th>
<th>2D/3D registration</th>
<th>initialisation</th>
<th>mean error (mm)</th>
<th>std. deviation (mm)</th>
<th>RMS error (mm)</th>
<th>percentage error (%)</th>
<th>ROE (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>template initialisation</td>
<td>affine</td>
<td>−0.08</td>
<td>±0.77</td>
<td>0.77</td>
<td>29.3</td>
<td>100*</td>
<td></td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>DXA method constrain results</th>
<th>shape &amp; th. 1.5 mm</th>
<th>20 views</th>
<th>mean error (mm)</th>
<th>std. deviation (mm)</th>
<th>RMS error (mm)</th>
<th>percentage error (%)</th>
<th>ROE (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>20 views</td>
<td>-</td>
<td>0.07</td>
<td>±0.64</td>
<td>0.65</td>
<td>22.2</td>
<td>40.3</td>
<td></td>
</tr>
<tr>
<td>20 views</td>
<td>shape &amp; th. 1.5 mm</td>
<td>−0.03</td>
<td>±0.59</td>
<td>0.59</td>
<td>22.2</td>
<td>43.7</td>
<td></td>
</tr>
<tr>
<td>4 views</td>
<td>-</td>
<td>0.04</td>
<td>±0.94</td>
<td>0.95</td>
<td>38.7</td>
<td>27.7</td>
<td></td>
</tr>
<tr>
<td>4 views</td>
<td>shape &amp; th. 1.5 mm</td>
<td>−0.05</td>
<td>±0.67</td>
<td>0.67</td>
<td>27.4</td>
<td>39.6</td>
<td></td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>restricted angle range (maximum vertex normal deviation)</th>
<th>4 views (shape &amp; th. 1.5 mm)</th>
<th>mean error (mm)</th>
<th>std. deviation (mm)</th>
<th>percentage error (%)</th>
<th>ROE (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>4 views (shape &amp; th. 1.5 mm)</td>
<td>10°</td>
<td>0.07</td>
<td>±0.66</td>
<td>0.66</td>
<td>23.8</td>
</tr>
</tbody>
</table>

*baseline ROE
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Figure 3.30: Template method thickness estimation errors for the a) 20-view and b) 4-view experiments, when regularising the shape and thickness not to deviate more than 1.5 mm from the initialisation. The blind estimator’s error can be seen in (c), whereas (d) presents the cortical thickness distribution across all 120 femurs. The blind estimator’s bias at low and high thicknesses is expected, as explained in Section 3.6.2: when the actual thickness of a specimen at a particular location differs significantly from the average (outlier), this estimator is bound to produce poor results.
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Figure 3.31: Cortical thickness estimation efficacy of the various configurations discussed in this section. The x-axis corresponds to the measurement bias, whereas the vertical to the precision. The size of the markers is proportional to the ROE; the blind estimator’s (initialisation) ROE is plotted for reference.

The errors are in agreement with the observations of the previous section, albeit marginally lower. Cortical thickness differences are smaller in this population, as indicated by the lower error of the blind estimator. Thus, the small performance improvement might be a result of the template initialisation better approximating the correct solution. These results once more demonstrate that the proposed template assumptions result in an optimisation cost function which, although it disagrees with the optimality of the CT solution (since its ROE is higher, see Table 3.3 and Figure 3.31), improves upon the blind estimator (the current best guess).

3.8 Discussion

Some important points relevant only to the template method are outlined below, as a more general discussion is presented in Chapter 5, after investigating the alternative statistical-based approach in the next chapter.

Overall performance

Figures 3.22 and 3.34, which depict the RMS change compared to the blind estimator per vertex location, are particularly useful for identifying the regions where the algorithm is accurate. As expected performance is best for thicker cortices, and away from highly
Figure 3.32: a) Mean CT thickness, b) mean DXA thickness from the validation experiments (20 views) and c) mean DXA thickness from the clinical experiments (4 views).
Figure 3.33: a) Mean DXA thickness estimation error from a) the validation experiments (20 views) and b) the clinical experiments (4 views).
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Figure 3.34: Standard deviation of error, and RMS change (negative represents improvement) compared to the blind estimator for the validation (20-views) and clinical (4-views) experiments.
asymmetric and convoluted cross-sections. In particular, a common observation between all experiments is that the lesser trochanteric region is highly problematic. Investigation of individual reconstructions reveals that if the initialisation procedure fails to predict the position of the lesser trochanter accurately, there is a very low chance of a meaningful optimisation. Furthermore, it is apparent that this problem is amplified when only 4-views are used, as asymmetrical regions are almost impossible to interpret.

Close inspection of the standard deviation colour maps in Figure 3.14 reveals that most of the anterior, posterior and lateral regions of the femur have a population standard deviation of less than 0.5 mm. In other words, in these regions estimation can be improved by at most 0.5 mm. Therefore, it is not surprising that the overall improvement over the blind estimator seems marginal when looking at the aggregate results.

**B-spline contours vs. surface models**

Modelling the femur using a set of B-spline cross-sections is very computationally efficient and greatly reduces the dimensionality of the problem, yet comes with some limitations. First, all template cross-sections need to be perpendicular to the axis of rotation, which reduces the femoral surface area where cortical thickness estimation is possible (i.e. regions where the pelvis or the femoral head/acetabulum do not overlap with the projection of the femur). Second, the radially-defined B-spline control points place a constraint on the possible cross-sectional shapes, preventing them from forming “meanders”. Nonetheless, in the few cases when this was necessary — predominantly around the lesser trochanteric region — estimation was expected to be poor either way, especially when dealing with a small number of DRRs. Finally, a large proportion of the information contained in the DRRs is ignored, despite the fact that 20 contours resulted in a tightly packed stack of cross-sections.

Replacing the B-spline cross-sections with B-spline surface models is an alternative approach which could mitigate some of these limitations. Alternatively, the method considered in the next chapter can be used, which reduces the dimensionality of the surface models by exploiting the statistics of a femoral population.

**Direction of thickness measurement**

In all experiments of this chapter, cortical thickness estimation is performed along the DXA thickness direction, as defined in Section 3.5.3. This should be taken into account when comparing the colour maps presented herein with ones that plot the thickness along the vertex normal direction. A particular region where high discrepancies are expected is the medial part of the femoral neck, whereby the template’s cross sections
interact the femoral surface at very oblique angles.

**Optimisation cost function and ROE**

Figure 3.17 clearly depicts that the cost functions of the DXA and CT methods do not agree. This was expected, as the two approaches are driven by significantly different amounts of unambiguous information, and rely on different assumptions. Most notably, the CT methods assume a constant value of trabecular density *per thickness estimate* (which is only dependent on a few trabecular voxels nearby the endocortical surface), whereas the DXA method assumes a constant value of trabecular density *per femoral cross-section* (which averages out all trabecular voxels across the whole cross-section).

However, to completely reject the possibility of the optimiser being trapped in a local minimum, the template was initialised to the CT method solution and optimised as usual. In line with all other experiments, the optimiser still deduced a solution with a decreased ROE, but deteriorated efficacy, albeit slightly better than when starting from the template’s mean. For 20 views and comparing against the gold standard, the error was $0.11 \pm 0.54$ mm, RMS was 0.55 mm, and the ROE 60.9% (compared to $0.03 \pm 0.60$ mm, RMS 0.60 mm and ROE 48.1%).

**Gold standard vs. bronze standard**

Ideally, the template and statistical (next chapter) methods should be evaluated against the gold standard. However, this would severely restrict the available data to the 35 BERN femurs, as gold standard measurements can only be obtained from HRpQCT scans. As mentioned in the objectives of this thesis, the next chapter investigates whether cortical thickness estimation efficacy can be improved by tailoring the statistical model to a particular population. As it will be seen in Section 4.5, this requires partitioning the data to two complimentary groups. Therefore, subsequent experiments are going to be performed on the FEMCO dataset (120 femurs) to a) prevent poor error statistics, a consequence of using small test sets, and b) allow the construction of the statistical models from a reasonable number of femurs. The results of Section 3.6.5 indicate that the bronze standard’s uncertainty added approximately 0.1 mm to the standard deviation of the cortical thickness estimation error, an observation that should henceforth be considered.

**Number of views**

Apart from the 20-view and 4-view experiments presented herein, single-, stereo- and 6-view experiments were also investigated — the results are omitted in the previous
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sections for brevity because of the following reasons:

- We promptly abandoned the effort for **single-view** reconstructions, as the assumptions required to regularise the problem overconstrained the algorithm, to the point where no meaningful reconstructions were possible. Admittedly, the approach was relatively naive, as the template was initialised to an annulus of varying radius and “cortical thickness”. Specifically, the periosteal contours were initialised to ellipses, whose eccentricity and radius were determined by best-fitting them to a canonical model. The “thickness” was set to a constant value per cross-section, using similar means. Nevertheless, no matter what initialisation is chosen, a template method that encapsulates no statistics about the anatomy of the femur has to assume symmetry across the DXA plane, as no depth information is available. This poses a significant barrier to 3D reconstructions: in this particular case, the tissue volumes per SAP sample have to be deformed by an equal magnitude on both sides of the DRR. Thus, the cortical thickness of the anterior of the femur is directly affected by that of the posterior and vice versa, and there is no way of untangling the two. It is also worth mentioning that setting an evaluation protocol is harder, as registration along the DRR “depth” direction has to be performed heuristically.

- **Stereo** reconstructions were attempted using the AP and 50° DRRs. Results are omitted herein, as they are worse than the blind estimator’s. Section 3.6.6 explains how cortical thickness estimation is best at locations where the surface normals are parallel to the DRR’s orientation. Thus, a likely interpretation is that an angular separation of 50° is incapable of providing enough information for the proper interpolation of the cortex boundaries between these regions where estimation is expected to be best. In other words, the second view, despite introducing valuable depth information, has little practical use when it comes to cortical thickness estimation, as similarly to the single-view experiments an assumption of symmetry has to be made for the biggest part of the femur.

- Finally, for **6-view** reconstructions, the results indicated a 0.04 mm better RMS compared to the 4-view experiments. This error is merely an improvement, and might very well be within the noise window boundaries. Thus, it was deduced that an angular reduction of 9° (compared to the 4-view experiments) between successive DRRs would only result in a higher radiation dose. To this end, no experiments with even more views were attempted, as this directly opposes the motivation for a low X-ray dose.
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Computation time

3D cortical reconstruction of a single bone is performed in approximately one minute, single-threaded, on a Intel Core i5 661 @ 3.3GHz processor. Performance can be easily improved by exploiting the capabilities of modern multi-core processors or graphics cards, since this problem is prime territory for multi-threaded execution; all SAP’s are independent of each other and can be synthesised in-parallel.

3.9 Summary

This chapter investigated the use of a template based method to extract multiple cortical thickness measurements across the proximal femur from a set of DRR scans. The following points summarise the overall findings.

- The blind estimator is already performing relatively well, since the cortical variation amongst individuals of our test sets is very small: in many locations across the femur, the RMS improvement against the blind estimator can be at most 0.5 mm.

- Reconstructing the shape and cortical thickness of the femur from DXA scans is a hard optimisation problem involving a high number of unknown parameters. Since the DRRs provide very limited, obscured information — especially when dealing with just four views — model complexity should be kept to a minimum, and constrains should be imposed to prevent overfitting.

- Cortical thickness and density are complimentary variables: an increase of thickness coupled with a decrease of density appears on the DRRs very similar to the opposite case. In addition, under the presence of blur, thin cortices might completely disappear. Many solutions explain the data to a similar degree, which might “trick” the search function of the optimisation algorithm to explore an erroneous direction.

- Error colour maps of cortical thickness show that the algorithm performs best in thicker regions of the bone. The overall RMS error was 0.73 mm in the four-view experiments, which implies that such an algorithm is unlikely to assist in the detection of cortical thinning, especially in the areas of interest (i.e. where the cortex if very thin).

To this end, the next chapter investigates whether cortical thickness estimation efficacy can be improved by exploiting femoral statistical variations captured from training cohorts.
Chapter 4

Model-based cortical thickness estimation

4.1 Introduction

This chapter is concerned with an alternative approach to cortical thickness estimation from multi-view DXA, whereby the B-spline template is replaced by the combination of a Statistical Shape Model (SSM) and a Statistical cortical Thickness Model (STM). It is in many respects similar to the template based method examined in the previous chapter as it shares the same 2D/3D registration principles and experimental framework. However, it differs by investigating whether cortical thickness estimation can be improved by exploiting known femoral statistical variations.

To this end, the following sections define the statistical models used and the methodology of their construction (Section 4.2), outline the slight modifications needed in the 2D/3D registration method (Section 4.3) and explain how the optimisation method is adapted (Section 4.4).

Apart from testing various levels of model complexity, we seek to investigate whether tailoring a model to a particular dataset — using a training cohort with similar demographics — improves estimation. To do so, we split the experiments into two groups: “homogeneous” and “heterogeneous”. Section 4.5 presents the demographics of the different training and test populations, and provides details of the experimental setup. All results are summarised in Section 4.6, before drawing conclusions in Section 4.7.
4.2 Model definition

In this study, we constructed statistical models of the proximal femur using Principal Component Analysis (PCA), encoding both the shape and the cortical thickness distribution. Each model is essentially a Combined Statistical Model (CSM), i.e. a combination of a SSM and a Statistical Appearance Model (SAM) (explained in Section 2.6.2). In our case, the SAM is represented by the combination of a Statistical cortical Thickness Model (STM) and a set of tissue density values: cortical, trabecular and background. As before, we opt to parametrise the model directly with the variables of interest (cortical thickness), so that the optimiser’s cost function is directly related to them.

The steps required to construct the SSM and the STM are summarised in Figure 4.1 and in the following sections. Finally, examples of how these models appear can be found in Figures 4.2 and 4.3.

4.2.1 Statistical Shape Model

To construct the SSM, each femur of the training datasets was first segmented manually using Stradwin [157]. Next, a canonical femur shape was spatially registered to them automatically, by means of a similarity transformation followed by a Locally Affine Deformation (LAD) using wxRegSurf [53]. We thus obtained one deformation field per training sample, all expressed in the canonical morphology, as shown in Figure 4.1.

The principal modes of variation were then identified by performing PCA on the deformation fields, which involves finding the eigenvectors and eigenvalues of the covariance matrix:

$$S = \frac{1}{N-1} \sum_{i=1}^{N} (x_i - \bar{x})(x_i - \bar{x})^T$$

(4.1)

where $N$ is the number of training samples (observations), $x_i$ a vector representation of the deformed canonical morphology, and $\bar{x}$ a vector representation of the mean morphology.

We thus obtained $\Phi_{1..N-1}$ PCs, their corresponding $\epsilon_{1..N-1}$ eigenvalues, and a matrix of $\mathbb{N} \times (N-1)$ weight values, $w_{PC}^{\text{observation}}$, which can be used to perfectly reconstruct each training sample, $i$, as follows:
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Figure 4.1: The following steps are performed on each training sample, in preparation for PCA:

(a) Each training specimen is colour mapped with the thickness estimates from the CT method.

(b) The similarity transformation that best registers the canonical morphology (red) to each sample (green) is calculated using an iterative closest point approach. This is achieved by minimising the sum of the squared distances between nearest neighbours from the two shapes.

(c) The Locally Affine Deformation (LAD) that best fits the mean canonical shape to each specimen is calculated and applied.

(d) The per-vertex deformation field that relates the mean and the LAD’ed canonical shapes is calculated by subtracting the initial (i.e. after the similarity transformation) from the final vertex locations.

(e) Each vertex of the shape model is assigned the cortical thickness of its nearest specimen vertex neighbour. Hence, the cortical thickness is now expressed in the canonical morphology.

(f) The cortical thickness is smoothed by averaging neighbouring values to remove outliers, noisy and invalid estimates which were inconsistent with their surroundings (the latter are shown as gray spots in the figure).
Figure 4.2: The first five PCs of the SSM, built using the 120 FEMCO femurs. The mean canonical morphology is rendered as the least transparent grey surface. The blue surfaces represent the result of superimposing each of the PCs at a magnitude of +5 standard deviations, whereas the red at −5 standard deviations. As can be seen, each of these modes happens to correspond to a meaningful femoral parameter (in order: overall size, femoral neck angle, femoral neck length, greater trochanter size and position, lesser trochanter size and position).
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\[ x_i = \bar{x} + \sum_{m=1}^{N-1} w_m \Phi_m \] (4.2)

The eigenvalues express the amount of variance captured by each PC.

4.2.2 Statistical Thickness Model

Cortical thickness was estimated at all vertices around the surfaces of the training population using the bronze standard CT method. The measurements were then projected onto the canonical morphology using the SSM deformation fields and a nearest neighbour approach, as shown in Figure 4.1. Once this mapping was complete, the thickness estimates were smoothed by performing a weighted average of neighbouring values, where the weights were proportional to the probability of an accurate CT measurement. Just enough smoothing was applied, so that no invalid estimates existed in the examined region, something necessary for the proper operation of the PCA algorithm. Before identifying the principal modes of thickness variation amongst the training population using PCA, a further round of smoothing was applied based on the assumptions and observations explained in the following paragraph.

Although the LAD deformation fits accurately each femur to the canonical morphology, the precise alignment of all anatomical regions is never guaranteed, and small variations are expected. Our experiments, which involved a training cohort of 60 femurs, show that applying a further round of smoothing before construction the models results in explaining approximately 5–10% more of the thickness variance when using fewer than 10 thickness PCs. However, there is an trade-off associated with this decision: perfect reconstructions when using the “true modes” are not possible, as the model is no longer built with the precise bronze-standard CT measurements. The upper performance bounds when using a limited number of PCs are examined in detail in Section 4.6.2. Nonetheless, this should not be of particular concern, as these errors are well within the uncertainty of the CT bronze-standard, and certainly a small fraction of the expected DXA error.

4.3 2D/3D correspondence

Correspondence between the CSM and each of the DRRs is performed as before, using APs and SAP (Section 3.3). Moreover, spatial initialization is achieved using the
Figure 4.3: Colour maps of the mean cortical thickness, and the first four PCs of the STM at a magnitude of +5 standard deviations. This model was built using the 120 FEMCO femurs.
same semi-automatic, silhouette-based registration procedure, whereby the template is replaced by the SSM.

In contrast to the template based approach which employs B-spline cross-sections to model the femur, the statistical method studied in this chapter is represented by a surface model. Hence, correspondence of each AP with a particular cross-section is not required, nor presents any immediate advantages, and thus APs do not need to be coplanar. The advantage is apparent in Figure 4.4: it is now possible to infer 3D information about the femoral neck from a subset of the DRRs, something not possible in the template-based method. The disadvantage is lack of computational efficiency, as generating the SAPs requires the additional step of calculating the cross-sectional shapes from the surface model on each iteration of the optimisation procedure, which is an expensive operation.

Figure 4.4: The positioning of AP lines (red) on each DRR is performed automatically, according to the location of the SSM (blue) in 3D space, after the semi-automatic initial 2D/3D registration. Care is taken to a) verify that no AP lines overlap with the projection of the femoral head and b) evenly distribute the AP lines across the whole unobstructed femoral view, making sure that AP lines intersect the femoral cortex almost perpendicularly. This is achieved by calculating the projection of the SSM’s femoral head and shaft rim, onto each DRR. Once the semi-automatic initialisation of the model is complete, the AP line positions are fixed in space to ensure that errors are calculated for the same DRR pixels independently of the deformation.
Unfortunately, it is still not possible to perform cortical thickness estimation near the femoral head, as the overlapping projections of the acetabulum/pelvis still renders the present algorithm unsuitable. Finally, the examined surface region is also limited by the size of the SSM (see Figure 4.2), extending to just below the distal part of the lesser trochanter.

4.3.1 Registration of DXA and CT estimates and thickness direction

Registering DXA and CT cortical thickness estimates is simpler than before as a consequence of using a surface model instead of B-spline contours. The combined model (SSM & STM) expresses cortical thickness along the vertex normals, using exactly the same thickness definition as the CT method. Hence, cortical thickness estimates between the two approaches were coupled using a simple nearest neighbour algorithm, and no direction normalisation was necessary.

4.4 Model deformation

4.4.1 Optimisation

The combined model was fitted to multi-view DXA scans using the same search function as in the template method (Levenberg-Marquardt). In this case however, the optimiser’s task was to deduce the weights of each shape and thickness PC since the model’s deformation is now governed by them. The additional parameters required to model the appearance of the femur on the DRR scans remained unchanged; namely these were a single value of cortical density \( \left( d_c \right) \), trabecular density \( \left( d_t \right) \) and imaging blur \( \left( \sigma \right) \) per AP line (Section 3.3.3).

In summary, the steps performed on each iteration of the optimisation process are the following:

1. First, the 3D vertex positions and surface normals from the SSM, combined with the thickness estimates per vertex from the STM, are used to define the endocortical mesh.

2. The normal of each DRR (direction of X-rays), together with the position and orientation of the AP lines on the DRRs define the planes where all voxels of interest lie. Hence, the intersection between these planes and the endocortical and periosteal surfaces define the location where the meshes are sampled, and determine the cross-sections that should be examined. Technically, this translates to calculating the intersections between a plane and multiple triangles and expressing
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the result as a set of vertices which define a closed contour. Such an algorithm was already available in Stradwin and is used as-is with minor modifications to adapt to this particular problem. The resulting contours are slightly post-processed to simplify them: any vertex whose removal results in a change of the poly-line within 0.05 mm of the original is ignored.

3. Using the cross-sections from the previous step, the SAPs are synthesised using the same artificial ray-casting procedure as before (Section 3.4).

4. The cost function is evaluated by comparing the APs and the SAPs, and the error gradient is used to guide the search direction, according to the Levenberg-Marquardt algorithm. This results in a new set of PC weights, density values and blur.

5. The PCs are scaled by their new weights and superimposed on the mean shape and thickness models.

6. The above steps are repeated until convergence.

In Step 4, the optimiser was allowed to modify both the shape and thickness PCs at the same time. Different optimisation strategies were also examined, such as optimising first the shape and then the thickness, or starting with a small number of PCs and gradually introducing more. In addition, we investigated the cortical thickness estimation performance when encoding both the shape and the thickness variation in a single model. However, as explained later in the discussion of this chapter (Section 4.7), no performance gain was observed using any of the alternatives and thus their results are omitted for brevity.

4.4.2 Regularisation

Since PCA encodes the principal modes of variation in decreasing importance, the problem’s dimensionality can be reduced by retaining a subset of them (analogous to reducing the number of B-spline control points in the template method). In fact, the next section examines in detail the maximum number of PCs that it is reasonable to use, according to Horn’s Parallel Analysis (HPA). Nevertheless, it might be necessary to even further reduce their number below this limit if the observed data is noisy or sparse. Despite this coming at the expense of model flexibility, it is a beneficial compromise as it prevents over-fitting. We thus retained a variable number of shape and thickness modes, accounting for various levels of the training population variance, to investigate how accurate cortical thickness estimation is in each case.
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With respect to the density-thickness trade-off, the optimisation is still ill-posed, in that more than one set of parameters can explain the APPs to the same degree. Apart from this being obviously true when a small number of views is investigated (due to the sparseness of the data), it still poses a problem even with many views, as the trade-off between cortical density and imaging blur renders thin-dense cortices indistinguishable from thicker-less dense ones. To tackle this issue, we preserve the same regularisation approach as before, that is we assume a fixed cortical density, \( d_c \), throughout the proximal femur.

4.5 Experimental data, setup and evaluation protocol

For the experiments of this chapter we used the 120 femurs of the FEMCO study (Section 3.5.5), both as a training cohort for the models and as the testing dataset. To allow for a fair comparison between the template and statistical methods, the validation and clinical experiments were performed using the same twenty- and four-view DRR configurations respectively.

As noted in Section 2.6, significant structural and anatomical variations are observed amongst people of different age, gender and ethnic origin. In order to investigate whether cortical thickness estimation can be improved by fitting distinct statistical models to different target groups, we designed a three-way experiment which is summarised in Table 4.1. To this end, a “homogeneous” model refers to one where all individuals of the training cohort have very similar demographics. Conversely, a “heterogeneous” model includes femurs with a broader background. If the above hypothesis is true, estimation efficacy should be best in case AC, that is when a homogeneous model is fitted to femurs akin to the ones of the training cohort, and worst in case AD. On the other hand, experiments involving the heterogeneous model are expected give better results than case AD, but not as good as in case AC. The following sections first explain how we partitioned the 120 FEMCO femurs into a homogeneous and a heterogeneous group, then explain the cross-validation scheme used, and finally discuss some considerations about the model size that need to be taken into account.

4.5.1 Homogeneous and heterogeneous models

Table 4.2 and Figure 4.5 summarise the demographics of the 120 FEMCO femurs. To build a homogeneous and a heterogeneous model, they were partitioned into two anatomically dissimilar groups. To do so, the following considerations were taken into account:
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Table 4.1: Training and testing cohorts, and three-way experimental setup.

<table>
<thead>
<tr>
<th>Training data</th>
<th>Testing data</th>
<th>Experiments</th>
</tr>
</thead>
<tbody>
<tr>
<td>(A) homogeneous femurs similar to those in A (C) and to some of those in B (but not in A or B)</td>
<td></td>
<td>AC, AD, BCD</td>
</tr>
<tr>
<td>(B) heterogeneous femurs not like those in A (D) and similar to some in B (but not in B)</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

- All of the femurs originate from elderly females, so they already represent a relatively narrow population group.

- Ideally we would like to split the 120 femurs into two groups of 60. As discussed shortly, model size is particularly important for problems with high dimensionality. Hence, to maximise a) the model size of the homogeneous group and b) the diversity of the heterogeneous group, partitioning in half is desirable.

- All femurs are categorised into three classes: fallers from standing height or less without (“healthy”) and with hip fracture (“fractures”)
1, and hemiplegic stroke patients (“frail”). This categorisation presents some possible ways of partitioning the data.

- As already mentioned in Section 1.1.3, age is probably the strongest predictor of cortical discrepancies amongst individuals, and therefore is an alternative way of partitioning the data. Table 4.3 collates the number of femurs falling under the “young” and “old” subsets.

- Figure 4.6 attempts to shed some light on how these five subsets (“young”, “old”, “healthy”, “frail” and “fractured”) of the FEMCO dataset compare to each other.

The first four colour maps on the left column of Figure 4.6 (a,c,e,g), depict a simple metric to examine the heterogeneity between subsets, i.e. the difference of the means of each population. As seen, on average the “young” femurs display a thicker cortex than the “old” ones. Similarly, “healthy” femurs appear to have on average thicker cortices than “fractured” femurs. “Frail” bones seem to be somewhere in-between.

\footnote{The “fractures” group consisted of the contralateral femur of each individual, not the fractured femur.}
The remaining colour maps (b,d,f,h,i,j,k) examine how the homogeneity within each subset compares with the others, by contrasting the standard deviation of cortical thickness at each vertex. Between the “young” and the “old” groups the former seems to be the less diverse. In addition, the “healthy”, “frail”, and “old” groups appear to be equally homogeneous, and the “fractured” subset falls somewhere in between them and the “young” group.

• Before choosing a way to partition the data, along with the above observations one should consider the following. This study aims to assist in diagnostic imaging: that is, at the time of the examination it would not yet be known whether a bone is fragile due to cortical peculiarities. In that respect, although building separate models for “healthy” and “fractured” bones would satisfy the heterogeneous/homogeneous requirements discussed above, it makes little sense since at the time of diagnosis it wouldn’t be known which model to use. Moreover, this would require careful thought on how to categorise the “frail” bones, as they fall into the middle of the spectrum. It is likely that they would have been split between the two groups to make them equally sized, a necessary compromise due to the limited amount of data.

Therefore, we divided the femurs into two groups according to the age of the individuals, “young” and ‘old”, which led to the creation of two homogeneous models. Between them there was no age overlap, and their mean age difference was just short of two decades (Table 4.3). Finally, as seen in Figure 4.6, they seem to satisfy the requirements of the proposed three-way experimental setup: they appear to be heterogeneous between them, and homogeneous within them (at least compared to the other proposed partitioning schemes).

The heterogeneous model was trained using 30 “young” and 30 “old” bones, and is thus henceforth referred to as “combined”. Stratified partitioning ensured that the proportion of femurs from each of the six subcategories (young, old and healthy, frail, fractured) remained the same as in the homogeneous models, to eliminate any bias and preserve an even balance in the demographics.
Table 4.2: FEMCO demographics

<table>
<thead>
<tr>
<th></th>
<th>AGE (years)</th>
<th>BMD (mg/cm³)</th>
<th>WEIGHT (kg)</th>
<th>HEIGHT (m)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>mean st. dev.</td>
<td>mean st. dev.</td>
<td>mean st. dev.</td>
<td>mean st. dev.</td>
</tr>
<tr>
<td>young</td>
<td>67.3 ±4.8</td>
<td>1,176 ±49</td>
<td>68.8 ±13.2</td>
<td>1.63 ±0.07</td>
</tr>
<tr>
<td>old</td>
<td>85.7 ±3.0</td>
<td>1,171 ±90</td>
<td>59.7 ±11.3</td>
<td>1.59 ±0.06</td>
</tr>
</tbody>
</table>

Table 4.3: FEMCO partitioning of data. The combined dataset is split into two rows to show how stratified partitioning ensured that there was no bias towards the “young” or “old” femurs, nor towards fractured or healthy bones.

<table>
<thead>
<tr>
<th></th>
<th>min. max.</th>
<th>HEALTHY</th>
<th>FRACTURES</th>
<th>FRAIL</th>
<th>TOTAL</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>age age</td>
<td>n age</td>
<td>n age</td>
<td>n age</td>
<td>n age</td>
</tr>
<tr>
<td>young</td>
<td>53 74</td>
<td>14 64.3±5.9</td>
<td>23 67.7±4.1</td>
<td>23 66.9±5.0</td>
<td>60 67.3±4.8</td>
</tr>
<tr>
<td>old</td>
<td>81 93</td>
<td>20 83.6±1.5</td>
<td>13 85.5±2.5</td>
<td>27 87.4±3.2</td>
<td>60 85.7±3.0</td>
</tr>
<tr>
<td>combined</td>
<td>(young)</td>
<td>60 74 64.1±5.6</td>
<td>11 67.7±4.1</td>
<td>12 66.8±5.0</td>
<td>30 67.2±4.7</td>
</tr>
<tr>
<td></td>
<td>(old)</td>
<td>82 91 83.6±1.5</td>
<td>6 85.4±2.5</td>
<td>14 87.4±3.2</td>
<td>30 85.7±3.0</td>
</tr>
</tbody>
</table>
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Figure 4.5: Age, BMD, weight and height demographics of the FEMCO dataset. Each individual is represented by a marker in the scatter plots. The crosses are centered at the mean values of the young and old populations, and their sizes are equal to one standard deviation.

4.5.2 Cross-validation testing

To properly evaluate the performance of the predictive statistical models and assert that they generalise well when fitted to independent data, we resorted to the cross-validation scheme summarised in Table 4.4. We avoided partitioning the available data to two complementary sets, i.e. one for testing and one for training the models, since doing so would severely limit the size of both sets. Instead, we opted to perform a Leave-One-Out (LOO) validation whenever required.

4.5.3 Model size

The statistical model is represented by a canonical surface with 5,580 vertices, each one of which is described by a 3D vector in Cartesian coordinates. In addition, each vertex is associated with a thickness value, leading to a total of 22,320 variables to be estimated. There seems to be no definite answer in the literature concerning the required size of the training cohort for problems dealing with a large number of degrees of freedom, coupled
4. MODEL-BASED CORTICAL THICKNESS ESTIMATION

Figure 4.6: Homogeneity/heterogeneity of the FEMCO dataset. The label of each sub-figure indicates which statistic (mean: [a,c,e,g], standard deviation: [b,d,f,h,i,j,k]) and which subsets of the data (old, young, healthy, fractured, frail) are compared. For example, (a) depicts the difference between the means of all “young” and all “old” femurs (independent of whether they are healthy/frail/fractured), and (d) illustrates the difference between the standard deviations amongst all “healthy” and all “fractured” femurs (independent of their age).
Table 4.4: Cross-validation experimental scheme. The numbers in parenthesis in the first column correspond to the number of models built. For an explanation of the last column, please refer to Table 4.1 which summarises the experimental setup.

<table>
<thead>
<tr>
<th>Model</th>
<th>Model size</th>
<th>Testing data</th>
<th>Testing data size</th>
<th>Cross-validation scheme</th>
<th>Case</th>
</tr>
</thead>
<tbody>
<tr>
<td>young (60)</td>
<td>59</td>
<td>young</td>
<td>60</td>
<td>LOO</td>
<td>AC</td>
</tr>
<tr>
<td>old (60)</td>
<td>59</td>
<td>old</td>
<td>60</td>
<td>LOO</td>
<td></td>
</tr>
<tr>
<td>young (1)</td>
<td>60</td>
<td>old</td>
<td>60</td>
<td>independent</td>
<td>AD</td>
</tr>
<tr>
<td>old (1)</td>
<td>60</td>
<td>young</td>
<td>60</td>
<td>independent</td>
<td></td>
</tr>
<tr>
<td>combined (30)</td>
<td>59</td>
<td>young</td>
<td>30</td>
<td>LOO</td>
<td></td>
</tr>
<tr>
<td>combined (1)</td>
<td>60</td>
<td>young</td>
<td>30</td>
<td>independent</td>
<td></td>
</tr>
<tr>
<td>combined (30)</td>
<td>59</td>
<td>old</td>
<td>30</td>
<td>LOO</td>
<td></td>
</tr>
<tr>
<td>combined (1)</td>
<td>60</td>
<td>old</td>
<td>30</td>
<td>independent</td>
<td></td>
</tr>
</tbody>
</table>

with a relatively low sample size (HDLSS), such as the one examined herein [22]. The answer depends heavily on the type of the problem and the constraints that can be imposed to regularise it. A relatively small training sample that does not properly approximate the overall statistics of the population will result in a biased model: its predictive ability might be great for specimens akin to the training samples, but when fitted to unseen data it might not generalise well (overfitting).

It is often suggested that the number of training samples should be determined based on the number of variables. Ratios of observations to variables of 2:1 up to 20:1 have been proposed, but there is no theoretical rationale to support them [3; 29; 46; 86]. Instead, simulations and studies with real data have shown that this was not an important component in characterising pattern stability, whereas absolute sample size was [60]. Recommendations for a minimum of 100–200 samples have been proposed [29; 101], although such claims are based on empirical observations and have no mathematical foundation. In addition, Guadagnoli and Velicer [60] used a Monte-Carlo procedure to deduce that the most important factor for determining the training sample size was component saturation (i.e. the amount of correlation between the PCs and the observed variables). Yet, they state that the general consensus seems to agree on the use of as many training samples as possible.

The following experiment was devised to examine the stability of the present model and assess the amount of PC saturation. We created multiple models using a variable
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number of training samples, ranging from 10 to 120. Fifty models were created for each model size (50 folds), whereby in each case stratified partitioning ensured that the proportions of young/old and healthy/frail/fractured femurs remained the same. Subsequently, we compared each \( n \)-sized model with the one created using all 120 femurs. This was achieved by pairwise comparing the mean and first four shape PCs between them (scaled at one standard deviation using the eigenvalues), and calculating the average RMS difference. In a similar manner we evaluated the mean percentage\(^1\) RMS difference for the thickness mean and first four PCs. Figure 4.7 plots the averaged results over the 50-folds against the model size. In addition, we calculated the intra-fold standard deviation of the PC difference for equally-sized models, which is also plotted in the same figure. These findings are expanded in the colour maps of Figure 4.8 which depict the differences per vertex location.

Thickness-wise, results show an average difference of up to 6% between the models created using 60 and 120 femurs, although the intra-fold variation of the 60-bone models reached up to 11%. Shape-wise, the corresponding differences were approximately 0.1 mm and 0.25 mm respectively. These experiments demonstrate the amount of PC saturation and model stability, although it would be desirable in the future to repeat the experiments with a larger sample size.

4.5.4 Number of Principal Components and Horn’s Parallel Analysis

Selecting the wrong number of components to retain can have a severe impact on the results [28; 48]. The amount of variance captured by each PC is indicated by the eigenvalue associated it. Thus, it is possible to sort the PCs in decreasing order of importance and ignore the least significant ones, as they are dominated by noise.

Multiple techniques to deal with this problem have been proposed in the relevant literature, such as the Guttman-Kaiser (GK) eigenvalue greater than one rule, retaining enough components to explain 95% (or so) of the variance, Bartlett’s test for equality of eigenvalues, Cattell’s scree test, Velicer’s minimum average partial and Horn’s Parallel Analysis (HPA) [46; 56]. Amongst them, the latter is probably regarded as the best method [46].

Therefore, we applied HPA [69], a Monte-Carlo based simulation method, to our statistical shape and thickness models. To do so, PCA was performed multiple times on uncorrelated normally distributed data of size equal to the femoral training dataset.

\(^1\)In this case, PC differences were expressed as a percentage of the mean thickness value at each vertex location. In many cases, the 120-femur model PC thickness values were very close to zero at many vertices, thus not allowing the calculation of a meaningful percentage difference against them.
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Figure 4.7: This figure illustrates how the size of the model affects the statistics of the (a) thickness and (b) shape models. The methods used to create it are explained in Section 4.5.3. The solid lines represent the average RMS difference between a model of size $x$ and the model built using all 120 FEMCO femurs. The dotted lines depict the average standard deviation between models of the same size, but which were built using different, semi-randomly (stratified partitioning) selected femurs. They are drawn at ±1 standard deviations.
Figure 4.8: Colour maps (a-d) expand upon Figure 4.7, showing the differences between the mean and the first four PCs of the thickness models created using 60 and 120 femurs. The methods used to create them are explained in Section 4.5.3. In addition, sub-figures (e-f) display the standard deviation of the intra-fold difference for the models created using 60 femurs. Please note that the colour scale limits vary amongst the figures.
Only the PCs of the actual shape and thickness models whose eigenvalues are bigger than the average of those obtained from the completely random data should be retained. Figures 4.9a and 4.9b plot the thickness and shape eigenvalues respectively, demonstrating the amount of variance captured by each PC. In addition, the results of the HPA are overlaid, suggesting that a maximum of 10 thickness, and 6 shape modes should be retained. In addition, in Figures 4.9c and 4.9d, the y-axis represents the cumulative variance explained using only the first $n$ PCs, depicting the effect of reducing the dimensionality; that is, ignoring the PCs with the smallest corresponding eigenvalues.

Inspection of the plots in Figure 4.9 reveals that the old models are able to capture approximately 10% more of the thickness variance using just the most significant PC. The first two rows of the colour maps in Figure 4.3 show that the distribution of the dominant mode is very similar to the mean thickness. Hence, the first PC corresponds approximately to a proportional thickening/thinning around the femur. The above observations lead to the conclusion that the overall femoral differences within the old population are better explained by overall thinning.

### 4.6 FEMCO Results

#### 4.6.1 Blind estimators

Before deforming the statistical model to fit a set of DXA scans, one should establish a comparative baseline. The template method presented in the previous chapter is the first algorithm of its kind, i.e. able to extract thousands of localised femoral cortical thickness estimates from DXA scans. Hence, comparing against its performance would be the intuitive approach. However, direct comparison might be misleading for two reasons. First, thickness is measured along different directions. Second, slightly different femoral regions are examined: the template method neglects the femoral neck, and the model-based approach ignores the proximal region of the femoral shaft distal to the lesser trochanter. Nevertheless, Section 5.1 of the next chapter attempts to directly compare the two methods by examining the estimation performance in the overlapping regions, along a common thickness direction.

We therefore once more set as the comparative baseline the blind estimator, for the reasons explained in the previous chapter. In this case however, three distinct blind estimators were calculated using the homogeneous and heterogeneous cohorts from the FEMCO dataset: one corresponding to the 60 “young” femurs, one to the 60 “old” and one to the “combined” set (all 120 femurs). Figure 4.10 depicts the estimation efficacy of each one of them when fitted to the different test sets, along with the cortical thickness
Figure 4.9: Comparison of the amount of variance captured as a function of PCs used for each of the models tested. The “one out” results were calculated by averaging the eigenvalues of all the corresponding LOO models. The dotted lines in (a) and (b) represent the eigenvalues obtained by HPA.
distributions observed.

By definition, estimation is best when the training and test datasets are identical (Figures 4.10a, 4.10e and 4.10i). It is important to note that proper interpretation of Figures 4.10b to 4.10i requires their examination in conjunction with Figures 4.10j to 4.10l. Close inspection of the histograms clearly reveals how the tailored models manage to achieve the lowest errors: for each model, accuracy is best around the thickness mark where its corresponding distribution peaks, illustrating the advantage of exploiting the anatomical variations expected in the test set. When deviating away to less frequent thicknesses (outliers), the blind estimators’ errors are ever increasing. This is an expected behaviour, as by definition they are only good at predicting cortices which are not unusually thick/thin. Finally, examination of these figures reveals an overestimation bias when fitting the “young” mean to the “old” test set, and vice-versa in the opposite case. This observation is in agreement with what is expected, as ageing is associated with cortical thinning.

The colour maps in Figure 4.11 present the mean and standard deviation of the cortical thickness distribution across the femur for the “young”, “old” and “combined” populations. Once more, it is apparent that the “young” cohort exhibits on average an overall thicker cortex, especially around the lesser trochanteric region. The last figure of this section (Figure 4.12) attempts to shed some additional light on the estimation efficacy of the blind estimators. However, in this case the results are categorised according to the experimental setup introduced in Section 4.5. The first row of colour maps presents the error statistics when fitting the homogeneous models (“young” and “old”) to their appropriate respective test sets. In contrast, the second row depicts the errors obtained when they are fitted to specimens from the wrong test set (i.e. the “young” model is fitted to the “old” test set and vice-versa). As expected errors are noticeably higher in the latter case. Finally, the third row examines the performance of the heterogeneous, “combined”, model, averaged across both the “young” and “old” test sets.

4.6.2 CT solution — validation and upper performance bound

As already discussed in Section 4.5.1, PCA provides us with the weights required to perfectly reconstruct the training samples using Equation 4.2. Two models were built using all available “young” and “old” femurs respectively. These can be used to investigate if the DXA optimisation cost function correlates with cortical thickness estimation
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Figure 4.10: DXA thickness against the bronze-standard thickness, after fitting the mean “young” (a,d,g), “old” (b,e,h) and “combined” (c,f,i) SSM and STM models to each femur of the “young” (first row), “old” (second row) and “combined” (third row) test sets. These results are equivalent to the blind guess estimators. Moreover, (j), (k) and (l) illustrate the distribution of thickness observed in each of the training/test sets.
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Figure 4.11: Mean and standard deviation colour maps of the cortical thickness distribution observed in the “young” (a,b), “old” (c,d) and “combined” (e,f) training/test sets.
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Figure 4.12: Colour maps of the standard deviation of the error when fitting the mean SSM and STM of the homogeneous (a,b) and heterogeneous (c) models to different test sets. Cases AC, AD and BCD were introduced in Section 4.5: in AC, the “young” and “old” mean models are used to reconstruct specimens in the “young” and “old” test sets respectively. In contrast, in AD, the wrong model is fitted to each femur. Finally, in BCD, the “combined” model is used to predict the thickness of all 120 femurs, from both the “young” and “old” cohorts. Please note that the inclusion of the mean error colour maps for each of these cases is omitted, as they exhibit a zero error across the whole femur. Although this is obvious for cases AC and BCD, it is also true for case AD: the underestimation observed when fitting the “old” model to the “young” femurs is cancelled out by the overestimation seen in the opposite case.
accuracy as required. In other words, we expect the ROE to be inversely correlated with the number of true modes used. Figure 4.13 and Table 4.5 summarise the average error statistics across all femurs for both the “young” and “old” models, and verify this hypothesis. However, the relatively small reduction in ROE indicates that, especially when dealing with the “old” population, the blind estimator is already a very good fit. In addition, Figure 4.14 expresses the same statistics as a function of cortical thickness, and expands upon the compact representation of Figure 4.13, to demonstrate how the upper-bound estimation accuracy is affected when reducing the problem dimensionality. For all of these experiments the correct DXA to CT registration matrices initialised the position of the statistical models, instead of employing the semi-manual, silhouette-based registration.

It is worth noting that smoothing the bronze-standard cortical thickness distribution of each femur prior to the PCA analysis (Section 4.2.2) is most probably responsible for the tiny, consistent cortical thickness overestimation bias of 0.03–0.05 mm. As a validation test, the non-smoothed model was also used to perfectly reconstruct each femur, whereby this bias vanishes. For brevity reasons, Figure 4.13 and Table 4.5 include only the said reconstruction when all 59 available shape and thickness modes were applied (blue marker). In that case, the 0.06 mm RMS (0.4%) error can be safely attributed to the precision of the MATLAB PCA algorithm. Smoothing of the bronze standard was performed on the assumption that it would not limit the predictive ability of the model when a small subset of the PCs are used, while at the same time it would allow the capture of a bigger variance percentage with fewer modes of variation. The (approx.) 0.3 mm RMS error observed when using 6 shape and 10 thickness PCs justifies this decision, since this upper-bound performance limit is well below the expected error.
Figure 4.13: Plot of the accuracy (x-axis), precision (y-axis) and ROE (size of markers, with 100% represented by the largest error, i.e. the mean models) for both the “young” (red hue) and “old” (green hue) models as a function of the number of “true modes” used (color saturation, explained in the legend). In addition, the result of the validation experiment, where the mapped thickness values were not smoothed prior to constructing the “old” model, is plotted for reference (blue). Exact values are collated in Table 4.5.
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Figure 4.14: DXA thickness against true thickness for the “old” model with (green), and without (blue) smoothing after projecting to the canonical morphology, and the “young” (red) model, when different numbers of true modes are used (indicated in the label in the form [shape,thickness]).
Table 4.5: Cortical thickness estimation errors and variance captured from each training dataset for the “young” (Y) and “old” (O) models when reducing the model dimensionality. The first row corresponds to the blind estimator errors. In this case, when fitting the model to a femur each statistics represent the upper-bound performance limits.

<table>
<thead>
<tr>
<th>modes</th>
<th>variance (%)</th>
<th>mean error (mm)</th>
<th>std. deviation ± (mm)</th>
<th>RMS (mm)</th>
<th>percentage error (%)</th>
<th>ROE (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>shape</td>
<td>thickness Y O</td>
<td>thickness Y O</td>
<td>std. deviation Y O</td>
<td>RMS Y O</td>
<td>percentage error Y O</td>
</tr>
<tr>
<td>0 (mean)</td>
<td>0 (mean)</td>
<td>0.0 0.0</td>
<td>0.0 0.0</td>
<td>0.04 0.04</td>
<td>0.56 0.60</td>
<td>0.56 0.60</td>
</tr>
<tr>
<td>1</td>
<td>1</td>
<td>58.9 58.0</td>
<td>33.0 45.5</td>
<td>0.03 0.05</td>
<td>0.38 0.42</td>
<td>0.38 0.42</td>
</tr>
<tr>
<td>2</td>
<td>2</td>
<td>75.8 72.4</td>
<td>44.9 52.2</td>
<td>0.03 0.05</td>
<td>0.36 0.39</td>
<td>0.36 0.39</td>
</tr>
<tr>
<td>3</td>
<td>3</td>
<td>80.9 80.9</td>
<td>51.0 58.0</td>
<td>0.04 0.05</td>
<td>0.35 0.37</td>
<td>0.35 0.37</td>
</tr>
<tr>
<td>5</td>
<td>5</td>
<td>87.0 87.2</td>
<td>60.5 65.5</td>
<td>0.04 0.05</td>
<td>0.32 0.35</td>
<td>0.32 0.35</td>
</tr>
<tr>
<td>7</td>
<td>7</td>
<td>90.4 90.0</td>
<td>67.5 71.5</td>
<td>0.04 0.05</td>
<td>0.30 0.33</td>
<td>0.30 0.33</td>
</tr>
<tr>
<td>9</td>
<td>9</td>
<td>87.0 87.2</td>
<td>72.4 75.7</td>
<td>0.03 0.05</td>
<td>0.28 0.31</td>
<td>0.29 0.32</td>
</tr>
<tr>
<td>6</td>
<td>9</td>
<td>89.2 88.8</td>
<td>72.4 75.7</td>
<td>0.03 0.05</td>
<td>0.28 0.31</td>
<td>0.29 0.32</td>
</tr>
<tr>
<td>9</td>
<td>9</td>
<td>92.4 91.9</td>
<td>72.4 75.7</td>
<td>0.04 0.05</td>
<td>0.29 0.31</td>
<td>0.29 0.32</td>
</tr>
<tr>
<td>5</td>
<td>10</td>
<td>87.0 87.2</td>
<td>74.4 77.5</td>
<td>0.03 0.05</td>
<td>0.28 0.30</td>
<td>0.28 0.31</td>
</tr>
<tr>
<td>6</td>
<td>10</td>
<td>89.2 88.8</td>
<td>74.4 77.5</td>
<td>0.03 0.05</td>
<td>0.28 0.30</td>
<td>0.28 0.31</td>
</tr>
<tr>
<td>12</td>
<td>12</td>
<td>94.4 94.0</td>
<td>77.9 80.7</td>
<td>0.03 0.05</td>
<td>0.27 0.29</td>
<td>0.27 0.29</td>
</tr>
<tr>
<td>15</td>
<td>15</td>
<td>95.6 95.3</td>
<td>82.2 84.6</td>
<td>0.03 0.05</td>
<td>0.25 0.27</td>
<td>0.25 0.28</td>
</tr>
<tr>
<td>20</td>
<td>20</td>
<td>97.0 96.9</td>
<td>87.4 89.2</td>
<td>0.03 0.05</td>
<td>0.23 0.25</td>
<td>0.23 0.25</td>
</tr>
<tr>
<td>59 (all)†</td>
<td>59 (all)†</td>
<td>100.0 100.0</td>
<td>100.0 100.0</td>
<td>0.00 0.00</td>
<td>0.06 0.07</td>
<td>0.06 0.07</td>
</tr>
</tbody>
</table>

* baseline ROE
+ no thickness-smoothing after mapping to canonical morphology
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4.6.3 20-view and 4-view experiments

This section presents the experimental results of the independent testing. In other words, all reconstructions were performed using models which were built without using the examined femurs, as summarised in the cross-validation experimental scheme of Table 4.4. As in the template method, validation experiments were performed using 20 equiangular DRR views in the range $0^\circ$–$171^\circ$, whereas clinical experiments used just 4 views at $-20^\circ$, $0^\circ$, $20^\circ$ and $40^\circ$.

Estimation efficacy vs. number of PCs

Tables 4.6 and 4.7 present detailed statistics of the validation and clinical experiments respectively. Errors are tabulated according to the number of PCs used in the optimisation procedure. Figure 4.15 illustrates them, summarising the three most important error statistics: the mean estimation error, the standard deviation and the ROE. Its primary goal is to reveal whether the limited amount of information captured by the DXA scans requires a further reduction of the dimensionality of the models, below the limit set by HPA. In addition, it separates the predictive ability of each model based on the test set examined. Therefore, the hypothesis stating that a tailored model leads to minimal measurement errors can be ascertained.
Table 4.6: **20-view**, averaged DXA cortical thickness estimation errors when fitting the “young”, “old” and “combined” models to the “young” (Y) and “old” (O) test sets, as a function of the number of PCs used. The first row of each section corresponds to the blind estimator errors.

<table>
<thead>
<tr>
<th>modes</th>
<th>mean error (mm)</th>
<th>std. deviation ± (mm)</th>
<th>RMS (mm)</th>
<th>percentage error (%)</th>
<th>ROE (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>shape</td>
<td>thickness</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>Y</td>
<td>O</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0.09</td>
<td>0.15</td>
<td>0.55</td>
</tr>
<tr>
<td>5</td>
<td>0</td>
<td>0</td>
<td>0.02</td>
<td>0.01</td>
<td>0.50</td>
</tr>
<tr>
<td>5</td>
<td>10</td>
<td>0</td>
<td>0.04</td>
<td>0.00</td>
<td>0.51</td>
</tr>
<tr>
<td>6</td>
<td>0</td>
<td>0</td>
<td>0.02</td>
<td>0.01</td>
<td>0.50</td>
</tr>
<tr>
<td>6</td>
<td>10</td>
<td>0</td>
<td>0.04</td>
<td>0.00</td>
<td>0.51</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0.20</td>
<td>0.04</td>
<td>0.55</td>
</tr>
<tr>
<td>5</td>
<td>0</td>
<td>0</td>
<td>0.03</td>
<td>0.01</td>
<td>0.52</td>
</tr>
<tr>
<td>5</td>
<td>10</td>
<td>0</td>
<td>0.03</td>
<td>0.01</td>
<td>0.52</td>
</tr>
<tr>
<td>6</td>
<td>0</td>
<td>0</td>
<td>0.01</td>
<td>0.03</td>
<td>0.51</td>
</tr>
<tr>
<td>6</td>
<td>10</td>
<td>0</td>
<td>0.00</td>
<td>0.02</td>
<td>0.51</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0.04</td>
<td>0.28</td>
<td>0.55</td>
</tr>
<tr>
<td>5</td>
<td>0</td>
<td>0</td>
<td>0.01</td>
<td>0.02</td>
<td>0.48</td>
</tr>
<tr>
<td>5</td>
<td>10</td>
<td>0</td>
<td>0.00</td>
<td>0.02</td>
<td>0.47</td>
</tr>
<tr>
<td>6</td>
<td>0</td>
<td>0</td>
<td>0.01</td>
<td>0.02</td>
<td>0.47</td>
</tr>
<tr>
<td>6</td>
<td>10</td>
<td>0</td>
<td>0.00</td>
<td>0.03</td>
<td>0.47</td>
</tr>
</tbody>
</table>
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Table 4.7: 4-view, averaged DXA cortical thickness estimation errors when fitting the “young”, “old” and “combined” models to the “young” (Y) and “old” (O) test sets, as a function of the number of PCs used. The first row of each section corresponds to the blind estimator errors.

<table>
<thead>
<tr>
<th>modes</th>
<th>mean error (mm)</th>
<th>std. deviation ± (mm)</th>
<th>RMS (mm)</th>
<th>percentage error (%)</th>
<th>ROE (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Y</td>
<td>O</td>
<td>Y</td>
<td>O</td>
<td></td>
</tr>
<tr>
<td>shape</td>
<td>thickness</td>
<td>0.00</td>
<td>0.01</td>
<td>0.56</td>
<td>0.63</td>
</tr>
<tr>
<td>0</td>
<td>0</td>
<td>0.09 0.15</td>
<td>0.55 0.62</td>
<td>0.56 0.56</td>
<td>27.0 38.2</td>
</tr>
<tr>
<td>4</td>
<td>8</td>
<td>0.01 0.04</td>
<td>0.54 0.56</td>
<td>0.54 0.56</td>
<td>26.8 38.2</td>
</tr>
<tr>
<td>5</td>
<td>9</td>
<td>0.03 0.04</td>
<td>0.53 0.56</td>
<td>0.53 0.56</td>
<td>27.1 38.2</td>
</tr>
<tr>
<td>5</td>
<td>10</td>
<td>0.04 0.04</td>
<td>0.53 0.55</td>
<td>0.53 0.56</td>
<td>26.3 38.1</td>
</tr>
<tr>
<td>6</td>
<td>9</td>
<td>0.03 0.04</td>
<td>0.52 0.55</td>
<td>0.52 0.56</td>
<td>26.2 38.1</td>
</tr>
<tr>
<td>6</td>
<td>10</td>
<td>0.03 0.04</td>
<td>0.53 0.55</td>
<td>0.53 0.55</td>
<td>26.9 38.1</td>
</tr>
<tr>
<td></td>
<td><strong>COMBINED MODEL</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>0</td>
<td>0</td>
<td>0.20 0.04</td>
<td>0.55 0.60</td>
<td>0.59 0.60</td>
<td>28.9 38.0</td>
</tr>
<tr>
<td>4</td>
<td>8</td>
<td>0.03 0.04</td>
<td>0.55 0.54</td>
<td>0.55 0.54</td>
<td>29.1 36.7</td>
</tr>
<tr>
<td>5</td>
<td>9</td>
<td>0.04 0.04</td>
<td>0.55 0.55</td>
<td>0.55 0.55</td>
<td>28.9 37.5</td>
</tr>
<tr>
<td>5</td>
<td>10</td>
<td>0.04 0.05</td>
<td>0.55 0.55</td>
<td>0.55 0.55</td>
<td>29.1 37.9</td>
</tr>
<tr>
<td>6</td>
<td>9</td>
<td>0.06 0.03</td>
<td>0.52 0.54</td>
<td>0.53 0.54</td>
<td>27.3 36.9</td>
</tr>
<tr>
<td>6</td>
<td>10</td>
<td>0.05 0.03</td>
<td>0.53 0.54</td>
<td>0.54 0.54</td>
<td>27.8 36.8</td>
</tr>
<tr>
<td></td>
<td><strong>OLD MODEL</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>0</td>
<td>0</td>
<td>0.03 0.28</td>
<td>0.56 0.64</td>
<td>0.56 0.70</td>
<td>31.2 57.1</td>
</tr>
<tr>
<td>4</td>
<td>8</td>
<td>0.01 0.04</td>
<td>0.49 0.56</td>
<td>0.46 0.55</td>
<td>24.4 36.9</td>
</tr>
<tr>
<td>5</td>
<td>9</td>
<td>0.01 0.04</td>
<td>0.49 0.56</td>
<td>0.49 0.56</td>
<td>24.9 36.8</td>
</tr>
<tr>
<td>5</td>
<td>10</td>
<td>0.00 0.04</td>
<td>0.50 0.56</td>
<td>0.50 0.56</td>
<td>25.3 37.6</td>
</tr>
<tr>
<td>6</td>
<td>9</td>
<td>0.01 0.05</td>
<td>0.49 0.56</td>
<td>0.49 0.56</td>
<td>24.8 37.8</td>
</tr>
<tr>
<td>6</td>
<td>10</td>
<td>0.01 0.05</td>
<td>0.50 0.56</td>
<td>0.50 0.56</td>
<td>25.5 38.4</td>
</tr>
</tbody>
</table>
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Figure 4.15: Thickness estimation accuracy (x-axis), precision (y-axis) and ROE (size of marker) as a function of PCs used. Brighter colors correspond to more shape and thickness PCs — the exact number of modes is shown in the legend. The colors of the markers identify the experimental setup: for example, the red ones were obtained by fitting the “combined” model to the “young” test population. All plotted values are collated in Tables 4.6 and 4.7.
Table 4.8: **20-view and 4-view**, averaged DXA cortical thickness estimation errors when fitting the homogeneous and heterogeneous models to different test sets, according to the cases defined in Table 4.1. The first row of each section corresponds to the blind estimator errors, whereas the second is obtained after optimising 10 thickness and 6 shape modes.

<table>
<thead>
<tr>
<th>modes</th>
<th>mean error (mm)</th>
<th>std. deviation ± (mm)</th>
<th>RMS (mm)</th>
<th>percentage error (%)</th>
<th>ROE (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>shape thickness</td>
<td>20 views 4 views</td>
<td>20 views 4 views</td>
<td>20 views 4 views</td>
<td>20 views 4 views</td>
</tr>
<tr>
<td>HOMOGENEOUS TO CORRECT (case AC)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>0 0</td>
<td>0.04 0.04</td>
<td>0.58 0.58</td>
<td>0.58 0.58</td>
<td>37.4 37.5</td>
<td>94.0 94.2</td>
</tr>
<tr>
<td>6 10</td>
<td>0.01 0.01</td>
<td>0.50 0.52</td>
<td>0.50 0.52</td>
<td>30.1 31.2</td>
<td>64.4 65.6</td>
</tr>
<tr>
<td>HOMOGENEOUS TO WRONG (case AD)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>0 0</td>
<td>0.04 0.04</td>
<td>0.64 0.64</td>
<td>0.64 0.65</td>
<td>43.1 43.2</td>
<td>100.0* 100.0*</td>
</tr>
<tr>
<td>6 10</td>
<td>0.01 0.00</td>
<td>0.52 0.55</td>
<td>0.52 0.55</td>
<td>31.4 34.4</td>
<td>67.0 66.5</td>
</tr>
<tr>
<td>HETEROGENEOUS TO ALL (case BCD)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>0 0</td>
<td>0.03 0.03</td>
<td>0.59 0.60</td>
<td>0.60 0.60</td>
<td>39.0 39.2</td>
<td>95.3 96.2</td>
</tr>
<tr>
<td>6 10</td>
<td>−0.02 0.01</td>
<td>0.52 0.54</td>
<td>0.52 0.54</td>
<td>30.2 31.6</td>
<td>64.7 65.0</td>
</tr>
</tbody>
</table>
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Three-way experimental results

Subsequently, the experiments were split according to the three-way experimental setup presented in Table 4.1. The following three categories, which correspond to cases AC, AD and BCD respectively, were used to a) assess how the diversity in the training dataset affects estimation, and b) investigate the effect of having a good or bad fit between the training and test sets.

1. **Homogeneous to correct (AC):** Tailored model to a specific population, assuming a good fit between model and test set. Aggregate results obtained by fitting the “young” and “old” models to the “young” and “old” test sets using LOO cross-validation.

2. **Homogeneous to wrong (AD):** Tailored model trained from a homogeneous population, but assuming a low fit between model and test set. Aggregate results obtained by fitting the “young” and “old” models to the “old” and “young” test sets, using independent validation (the training and test sets are by definition separate in this case).

3. **Heterogeneous (combined) to all (BCD):** Heterogeneous model targeted at a broader population, with higher diversity in the training set. Aggregate results obtained by fitting the “combined” model to the “young” and “old” tests. A combination of independent and LOO cross-validation is used, as defined in Table 4.4. Briefly, recall that the model was built using 30 “old” and 30 “young” femurs, chosen using stratified partitioning. Thus, half of the “young” and “old” test femurs which were not part of the training population were reconstructed using independent testing, whereas LOO cross-validation was used for the remaining femurs.

All error statistics of the 20- and 4-view experiments are collated in Table 4.8. In addition, results are illustrated in the usual ways in Figures 4.16–4.21. In order of appearance, these plot separately the following for each configuration: a summary of the mean, standard deviation and ROE errors (Figure 4.16), the ROE as a function of the initialisation ROE and the DRR orientation (Figure 4.16b) and the thickness estimation accuracy as a function of thickness (Figure 4.17). In addition, the following colour maps are included: mean thickness (Figure 4.17), mean error (Figure 4.19),
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Figure 4.16: (a) Thickness estimation accuracy (x-axis), precision (y-axis) and ROE (size of marker) for the homogeneous and heterogeneous models, when tested on different populations. (b) ROE per DRR view. In both figures, the darker markers correspond to the blind estimators (initialisation), whereas the brighter to the errors obtained after optimising 6 shape and 10 thickness PCs. The colors of the markers identify the experimental setup and are explained in the legend. The “homogeneous to correct” errors are obtained by averaging the results of fitting the “young” model to the “young” test set, and the “old” model to the “old” test set. In contrast, the “homogeneous to wrong” ones are obtained when fitting the “young” model to the “old” dataset and vice-versa. Finally, the “heterogeneous” values were calculated after fitting the “combined” model to all 120 “young” and “old” specimens. All plotted values are collated in Table 4.8.
Figure 4.17: DXA thickness against the bronze-standard, after fitting to 20 and 4 DXA views the mean (a,b,c,g,h,i) and optimised (d,e,f,j,k,l) homogeneous and heterogeneous models, according to the experimental scheme described in Table 4.1. The first column corresponds to case AC, the second to AD and the third to BCD. The optimiser was allowed to deform the mean model using 6 shape and 10 thickness PCs.
Figure 4.18: Bronze-standard mean cortical thickness across all examined femurs (a), mean DXA thickness for the homogeneous (second and third row) and heterogeneous (fourth row) models for 20-views (left column) and 4-views (right column).
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(a) mean error, 20 views, homogeneous to correct (AC)
(b) mean error, 4 views, homogeneous to correct (AC)
(c) mean error, 20 views, homogeneous to wrong (AD)
(d) mean error, 4 views, homogeneous to wrong (AD)
(e) mean error, 20 views, heterogeneous to all (BCD)
(f) mean error, 4 views, heterogeneous to all (BCD)

Figure 4.19: Mean cortical thickness error across all examined femurs.
standard deviation of the error (Figure 4.20) and RMS change compared to the blind estimator (Figure 4.21).

![Figure 4.20: Standard deviation error per vertex location across all examined femurs.](image)

4.7 Discussion

Estimation errors and their interpretation

The 20-view results in Figure 4.16 and Table 4.8 establish the limits of performance of the DXA statistical method. Approximately 0.4 mm of the error may be originating from the uncertainty of the bronze standard CT measurements, while the remainder can be reasonably ascribed to the necessary constraints of our approach.

An important observation relates to the way errors should be reported and interpreted. As revisited in the next chapter, a common observation in the relevant literature is the presentation of reconstruction accuracies only in absolute terms, and without a
Figure 4.21: Change of RMS error per vertex location (negative represents improvement) across all examined femurs. Note that (a–d) are compared against the homogeneous mean models, whereas (e) and (f) against the heterogeneous model.
reference to a comparative baseline. Judging from the present results, stating that
the estimation efficacy is 0.01±0.54 mm (sub-millimeter), without a reference to the
blind estimator errors, might incorrectly be interpreted as a significant accomplishment.
Knowing that the blind estimator has an efficacy of 0.03±0.60 mm provides a completely
different picture.

The colour maps verify that aggregating estimation performance into a few statisti-
cal error values may be misleading, and most likely not the best way to evaluate results.
Figure 4.21, which depicts if the RMS error improves or deteriorates per vertex loca-
tion, identifies the femoral regions where estimation is improved. In particular, and
as expected, thicker cortices tend to be predicted best, whereas problems arise when
measuring the medial aspect of the lesser trochanter. As mentioned before, due to the
convoluted cross-sectional shape of this region, multiple layers of cortex are frequently
superimposed in the projections. Hence, multiple solutions might similarly explain the
underlying data, as the optimiser may trade thicknesses between different layers. Oth-
wise, in the vast majority of the femoral surface the optimiser is unable to reduce
the error, perfectly illustrating the difficulty of the task at hand: the thickness variation
amongst all femurs is very small and the blind estimator manages to perform remarkably
well, leaving a very small margin of measurable improvement.

As far as the ROE is concerned, the results obtained are in line with what was
expected: as seen in Figure 4.15 and Tables 4.6 and 4.7, the optimiser manages to
further reduce it when provided with more PCs, except for very few cases (especially
in the 4-view configuration). The latter is observed when the dimensionality of the
problem is relatively high compared to the amount of observable information, which
results in the search function exploiting the parameter space in the wrong direction.
These observations lead to the following two conclusions: a) The DXA cost function
does not always agree with its CT counterpart, and b) the poor 4-view results are
generally not a consequence of the optimiser not sufficiently exploiting the parameter
space (i.e. getting trapped into a local minimum in the very flat energy landscape),
but rather the outcome of wrongly interpolating the sparse data due to inadequate
information. If a solution to these problems existed, then there would be an ≈ 0.2 mm
RMS improvement margin, as the upper-bound performance limit when using 6 shape
and 10 thickness PCs is approximately 0.30 mm RMS (Section 4.6.2).

Homogeneous vs. heterogeneous models

As expected, the experimental results demonstrate that exploiting the anatomical vari-
atations within the test sets leads to an improved performance. Although likely, it is
unclear whether this improvement can be completely attributed to the smaller errors of the tailored blind estimators, or whether some of the amelioration comes from the tailored PCs.

This observation touches on a point discussed in the literature review of model based reconstructions (Section 2.6). Reported reconstruction errors found in the literature should be interpreted with caution, as they might not reveal the full truth about their applicability. If the training/test sets are obtained from a homogeneous population, it is likely that the errors will not generalise well when applied to more diverse data. Relevant studies should always report the diversity between the test and training sets, and the fit between the two populations, something which is frequently omitted (Section 2.6).

Number of principal components

The use of a SSM and a STM is primarily justified by the desire to reduce the dimensionality of the problem. Especially when using only four views, the observable information guiding the optimiser is very sparse. Thus, to prevent over-fitting, it is necessary to trade some of the model complexity for more assumptions.

For all models examined herein, HPA determined that up to six shape and ten thickness PCs can be retained. However, it is possible that these are too many degrees of freedom, principally when using only four views. This is why Tables 4.6 and 4.7 present the errors when using a variable number of PCs, up to the aforementioned limit.

Yet, it was deduced that error statistics between them were marginally different. Having a greater model flexibility did not translate to better or worse thickness estimation, regardless of whether the optimiser was able to find slightly better solutions in terms of the ROE. Therefore, all subsequent experiments were performed using six shape and ten thickness PCs for consistency reasons.

Semi-manual initialisation of model position

Section 4.2 explains the process of creating the SSMs. The first step involves an automatic registration of a canonical femur to each training sample by means of a similarity transformation, followed by a Locally Affine Deformation (LAD). PCA is then performed on the resulting deformation fields, which are all expressed in the canonical morphology. Thus, by definition, all PCs are expressed relative to the mean model, and proper reconstructions rely on its correct positional initialisation.

For this reason, the statistical method is vulnerable to a poor semi-manual initialisation. Even if the optimiser deduces the correct weights for all PC, if the mean model’s starting position is not exactly the same as the one deduced by the similarity transfor-
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During the training phase, the nearest neighbour algorithm between CT estimates and DXA estimates is going to produce mismatches. Above all, if the semi-manual initialisation is far from correct, then the PCs will deform the model towards not statistically derived directions.

A possible solution to this problem would be to allow the optimiser to modify the seven parameters which define the spatial initialisation of the model (three for translation, three for rotation and one for scale). However, this would greatly increase the problem dimensionality, and would call for additional regularisation strategies, especially when one considers the very limited amount of available information from the DRR scans.

Yet, before trying to do so, it is important to quantify the potential performance gain. Table 4.9 presents the cortical thickness estimation efficacy of the statistical method when, instead of performing a semi-manual model initialisation, the proper registration matrices are used. The results show that the differences are minute, and not always positive. Therefore, we restrained from extending the optimisation parameters to include the initialisation of the model.
Table 4.9: **20-view and 4-view**, averaged DXA cortical thickness estimation errors when fitting the homogeneous and heterogeneous models to different test sets, according to the cases defined in Table 4.1. These results were obtained by initialising the position of the model using the proper registration matrices (i.e. the ones used during the training of the models), and not the semi-manual initialisation. The first two rows of each section correspond to the blind estimator errors, whereas the next two are obtained after optimising 10 thickness and 6 shape modes. The values in red (second and fourth row of each section) indicate how these results compare to the ones obtained when semi-manually initialising the position.

<table>
<thead>
<tr>
<th>modes</th>
<th>mean error (mm)</th>
<th>std. deviation ± (mm)</th>
<th>RMS (mm)</th>
<th>percentage error (%)</th>
<th>ROE (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>sh. th.</td>
<td>20 views</td>
<td>4 views</td>
<td>20 views</td>
<td>4 views</td>
</tr>
<tr>
<td>0 0</td>
<td>0.01</td>
<td>0.01</td>
<td>0.58</td>
<td>0.58</td>
<td>0.58</td>
</tr>
<tr>
<td></td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
</tr>
<tr>
<td>6 10</td>
<td>0.01</td>
<td>0.01</td>
<td>0.50</td>
<td>0.53</td>
<td>0.50</td>
</tr>
<tr>
<td></td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
</tr>
<tr>
<td>0 0</td>
<td>0.02</td>
<td>0.02</td>
<td>0.63</td>
<td>0.63</td>
<td>0.63</td>
</tr>
<tr>
<td></td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
</tr>
<tr>
<td>6 10</td>
<td>0.01</td>
<td>0.01</td>
<td>0.52</td>
<td>0.57</td>
<td>0.52</td>
</tr>
<tr>
<td></td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
</tr>
<tr>
<td>0 0</td>
<td>0.01</td>
<td>0.01</td>
<td>0.59</td>
<td>0.59</td>
<td>0.59</td>
</tr>
<tr>
<td></td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
</tr>
<tr>
<td>6 10</td>
<td>−0.03</td>
<td>0.02</td>
<td>0.53</td>
<td>0.54</td>
<td>0.53</td>
</tr>
<tr>
<td></td>
<td>−0.01</td>
<td>0.01</td>
<td>0.00</td>
<td>0.01</td>
<td>0.00</td>
</tr>
</tbody>
</table>
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Optimiser variants

The performances of the following optimiser variants were investigated:

1. Optimising both the shape and thickness PCs simultaneously (results presented in Section 4.6.3)
2. Optimising first the size (1\textsuperscript{st} shape PC), and then shape and thickness simultaneously
3. Optimising first all shape PCs and then shape and thickness simultaneously

All three scenarios performed almost identically to each other leading to, apart from very similar error statistics, very similar solutions in terms of the ROE. Case 1 was significantly faster than its alternatives and thus preferred. For brevity, the performance characteristics of cases 2 and 3 are omitted in this report.

Number of views

Although shape reconstruction studies have shown that adding a second view significantly improves reconstruction accuracy but adding further has little effect [143], we found that four views performed better than two views. In fact, when using only two views estimation efficacy deteriorated when compared to the blind estimators.

Computation time

Reconstruction times were significantly longer compared to the template method. They ranged from a couple of seconds per femur (4 views), up to \textit{circa} 10 minutes (20 views). The primary reason was the necessity to calculate the intersection cross-sections between the planes of the APPs and the model endocortical and periosteal surfaces (15 APPs \times number of views), which was computationally expensive. It is worth noting that this was the case despite performing the above step, and calculating each SAP independently in different threads (thus using both hyper-threaded CPU cores).
Chapter 5

Conclusions and future work

5.1 Comparison of Template and Statistical methods

The following two sections discuss the obstacles which prevent a straightforward comparison between the template and the statistical methods, together with a presentation of the proposed solutions. Subsequently, the error statistics of the algorithms are expressed in a common framework, compared and discussed.

Region of estimation

The femoral regions examined by each of the two methods differ (see Figures 5.1b and 5.1c). Specifically, the template method ignores the vast majority of the femoral neck (except its distal part) and the proximal part of the greater trochanter. On the other hand, the statistical method includes all of the femoral neck and greater trochanter. Differences exist also on the distal part of the proximal femur, where the template experiments include some of the femoral shaft, whereas the statistical method extends to just below the lesser trochanter.

This difference is expected to result in an unfair direct comparison, as one of the prevalent regions of high thickness and variability is the proximal part of the femoral shaft. The opposite holds for the femoral neck. For an illustration of the above points, please refer to the cortical thickness distribution plots (Figures 3.30d and 4.10l for the template and statistical methods respectively) and the blind estimator’s error colour maps (Figures 3.34 and 4.11f).

To allow for a fair comparison, two masks were created — one for the template method and one for the statistical — which spatially filtered the results. In that way, the error statistics were calculated by examining only the regions common to both methods.
Figure 5.1: In (a), the template method’s canonical morphology (red) is registered to that of the statistical method’s (green) by means of a similarity transformation followed by a LAD. This establishes a mapping between the vertices of the two surfaces, which allows the identification of the femoral regions for which estimation is performed using both methods. In (b) and (c), the common regions of evaluation are displayed in blue, whereas the regions unique to the statistical and template experiments respectively are shown in red.
To do so, the mean template shape was registered to the mean statistical model using a similarity transformation followed by a LAD (Figure 5.1a), and the masks were created according to the established vertex correspondences.

**Thickness measurement direction**

A straightforward comparison is still not possible even after spatially filtering the results, since each method defines thickness in a different direction. For the reasons explained in Section 3.5.3, the template method defines thickness on planes which are perpendicular to the DRR axis of rotation (by sampling the B-spline cross-sections). On the other hand, the statistical method measures thickness along the vertex normals (Section 4.3.1). Thus, they should be first projected along the same direction.

Estimating the template’s results along the vertex normals would require an interpolation between successive B-spline cross-sections, or an algorithm to non-linearly deform the mean template according to the optimised B-spline contours. On the other hand, projecting the statistical method’s estimates to the correct direction can be simply achieved using the algorithm presented in Section 3.5.3 and Figure 3.10. Briefly, the intersections between the endocortical and periosteal surfaces of the deformed statistical model and the planes of the APPs are calculated, and the resulting cross-sections are sampled in the required directions.

**Comparison**

Table 5.1 summarises the aggregated results of both methods: *global* errors are obtained before spatially filtering the results, *masked* errors are calculated only in the common regions of estimation, and *masked and projected* errors are also expressed along the same directions. In the latter case, the mean bronze-standard thickness is 2.18 mm for the template method which, as expected, is directly comparable to its 2.24 mm equivalent from the statistical approach. This discrepancy is not surprising, since, despite only averaging CT measurements lying on the common regions, the sampled cross-sections are unique to each method.

Measurement bias differences were evaluated using a two-tailed, two-sample *t*-test with unequal variances. Precision differences were tested using an *F*-test. Each approach was compared against its corresponding blind estimator and against all other methods. Significance was set at the conservative level of $p < 0.001$ to account for multiple comparisons. Strong significance ($p < 0.00001$) was obtained in all comparisons, apart from the bias difference between the template and statistical (homogeneous)
methods (p = 0.0687) when reconstructing from twenty views, and the bias difference between the homogeneous and heterogeneous experiments (p = 0.0011) when using four views.

In the light of these results, the following two conclusions can be made. First, both algorithms significantly improve both the accuracy and precision of their initialisations. Second, it is concluded that the template method is more precise than the statistical, irrespective of whether a homogeneous or a heterogeneous model is used. It is also shown that using a tailored model significantly improves estimation efficacy. However, it is worth noting the differences are very small — statistical significance is obtained due to the very high number of point thickness estimates compared.

One advantage of the template method, which might partially explain the above observations, is that it is free to deform any B-spline control point independently of all others. On the contrary, the statistical method’s objective is to find a combination of weighted PCs which best fits the data. A training cohort of 60 femurs is not guaranteed to capture the correct principal modes of variation of a broad target audience. A model built from a large set of femurs might reveal that capturing most of the intra subject variance requires an excessive number of PCs, thus rendering the reconstruction problem highly dimensional.

Furthermore, the statistical method is vulnerable to a poor semi-manual initialisation: the PCs rely on a proper fit of the mean model since they are expressed relative to it. This problem is exacerbated in the clinically relevant experiments, as fitting the model to just four DRRs is susceptible to errors. The template method can cope better with a poor initialisation, since each cross-section is independently deformed to fit the data.

Finally, one factor influencing the results is intra-operator variability, as the initialisation of both algorithms is performed using the semi-manual, silhouette-based registration. For example, this is why the blind estimator errors are not always identical between the twenty- and four-view experiments: initialisation in the latter case is more prone to errors.
Table 5.1: Comparison of template and statistical methods before (global) and after (masked) filtering the results to include only estimates in the common regions (blue areas in Figure 5.1). In addition, in the case of the statistical methods, the results are also tabulated as measured in the template DXA direction (masked & projected), to allow for a direct comparison with the template method. The column title abbreviations stand for: mean ± standard deviation thickness of bronze standard (CT), mean thickness of DXA method (DXA), mean thickness error (MEAN), standard deviation of error (STD), root mean squared error (RMS) and percentage error (PER).

<table>
<thead>
<tr>
<th>HETEROGENEOUS MODEL</th>
<th>20 VIEWS</th>
<th>4 VIEWS</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>CT</td>
<td>DXA MEAN STD RMS PERC</td>
</tr>
<tr>
<td>global blind est.</td>
<td>1.63 ± 1.02</td>
<td>1.66 0.03 ±0.59 0.60 39.0</td>
</tr>
<tr>
<td>optimised</td>
<td>1.63 ± 1.02</td>
<td>1.61 −0.02 ±0.52 0.52 30.2</td>
</tr>
<tr>
<td>masked blind est.</td>
<td>1.90 ± 1.09</td>
<td>1.93 0.03 ±0.61 0.61 32.0</td>
</tr>
<tr>
<td>optimised</td>
<td>1.90 ± 1.09</td>
<td>1.89 −0.01 ±0.55 0.55 29.1</td>
</tr>
<tr>
<td>masked &amp; projected</td>
<td>2.24 ± 1.15</td>
<td>2.26 0.02 ±0.68 0.68 26.8</td>
</tr>
<tr>
<td>optimised</td>
<td>2.24 ± 1.15</td>
<td>2.23 −0.01 ±0.62 0.62 21.2</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>HOMOGENEOUS MODEL</th>
<th>20 VIEWS</th>
<th>4 VIEWS</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>CT</td>
<td>DXA MEAN STD RMS PERC</td>
</tr>
<tr>
<td>global blind est.</td>
<td>1.63 ± 1.02</td>
<td>1.67 0.04 ±0.58 0.58 37.4</td>
</tr>
<tr>
<td>optimised</td>
<td>1.63 ± 1.02</td>
<td>1.64 0.01 ±0.50 0.50 30.1</td>
</tr>
<tr>
<td>masked blind est.</td>
<td>1.90 ± 1.09</td>
<td>1.92 0.02 ±0.60 0.60 31.6</td>
</tr>
<tr>
<td>optimised</td>
<td>1.90 ± 1.09</td>
<td>1.96 0.06 ±0.53 0.54 27.6</td>
</tr>
<tr>
<td>masked &amp; projected</td>
<td>2.24 ± 1.15</td>
<td>2.25 0.03 ±0.65 0.65 25.1</td>
</tr>
<tr>
<td>optimised</td>
<td>2.24 ± 1.15</td>
<td>2.24 0.00 ±0.59 0.59 20.6</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>TEMPLATE</th>
<th>20 VIEWS</th>
<th>4 VIEWS</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>CT</td>
<td>DXA MEAN STD RMS PERC</td>
</tr>
<tr>
<td>global blind est.</td>
<td>2.46 ± 1.28</td>
<td>2.38 −0.08 ±0.77 0.77 29.3</td>
</tr>
<tr>
<td>optimised</td>
<td>2.46 ± 1.28</td>
<td>2.47 0.01 ±0.59 0.59 22.2</td>
</tr>
<tr>
<td>masked blind est.</td>
<td>2.18 ± 1.12</td>
<td>2.13 −0.05 ±0.65 0.65 27.0</td>
</tr>
<tr>
<td>optimised</td>
<td>2.18 ± 1.12</td>
<td>2.18 0.00 ±0.50 0.50 20.1</td>
</tr>
</tbody>
</table>
5.2 Conclusions

The present work’s objective is to investigate the extent to which cortical thickness of the proximal femur can be measured from multi-view DXA scans. Strong evidence suggests that focal structural defects, such as cortical bone thinning, are a critical component in characterizing hip fragility. However, current risk assessment tools ignore them. Considering that hip fracture is the leading cause of acute orthopaedic hospital admission amongst the elderly, it is of paramount importance to develop new tools which can assist in patient assessment.

Cortical thickness can be measured using CT, but this is expensive and involves a significant radiation dose. The suggested methods herein work with DXA scans, the current standard in clinical practice. In that respect, the following sections present the contributions of this work, the primary challenges faced and some noteworthy observations relating to the relevant literature.

5.2.1 Contributions and main findings

Two alternative techniques, capable of extracting thousands of localised cortical thickness estimates across the proximal femur from multi-view DXA scans, were proposed, implemented and tested. To the author’s best knowledge, such algorithms have never been proposed in the past. Both were realised as an extension to the medical imaging software Stradwin. They were assessed on DRRs derived from CT data of 120 females as a surrogate for DXA scans: this allows their direct evaluation against the current state-of-the-art in cortical thickness estimation which works with CT data.

Template method

The first method relies on a data-driven optimiser which deforms a femoral template to fit an individual’s DXA scans, and operates in the trochanteric regions and the proximal part of the femoral shaft. The femur is modeled using a set of B-spline cross-sections which can be deformed independently of each other.

In a series of experiments involving 120 femurs, estimation errors were $0.01\pm0.59$ mm and $-0.05\pm0.67$ mm for the validation (twenty DXA scans) and clinical (four DXA scans) experiments respectively. The blind estimator’s error was $-0.08\pm0.77$ mm, which grants the algorithm a RMS error improvement of $0.18$ mm and $0.11$ mm respectively. The theoretical upper-bound performances, as derived from the models’ complexity (twenty and twelve control-point splines respectively), were $-0.02\pm0.26$ mm and $-0.03\pm0.41$ mm.
Statistical method

The second algorithm achieves the same task by optimising simultaneously a statistical shape and a cortical thickness model. It operates on the whole proximal femur, excluding the femoral head and extending to just below the lesser trochanter. We assessed the estimation efficacy of three separate models, trained using sixty femurs each, to evaluate (a) the effect of the structural diversity in the training set and (b) the possibility of improving performance by building a tailored model to a particular population. (a) was achieved by building a homogeneous and a heterogeneous model (selection was based on age, 18.4 years mean age difference between the groups), and (b) by fitting the homogeneous model to two populations: one akin to the training set, and one dissimilar. Six shape and ten thickness PCs were used throughout, according to HPA.

In a series of cross-validation experiments, estimation was best in terms of precision when the homogeneous model was fit to a population akin to the training set (0.01 ± 0.50 mm and 0.01 ± 0.52 mm for the twenty- and four-view experiments respectively), followed by the heterogeneous model (−0.02±0.52 mm and 0.01±0.54 mm). Estimation was worse when the homogeneous model was used to reconstruct a population dissimilar to the training set (0.01 ± 0.52 mm and 0.00 ± 0.55 mm). The corresponding blind estimator errors were: 0.04 ± 0.58 mm (homogeneous to similar), 0.03 ± 0.60 mm (heterogeneous) and 0.04 ± 0.64 mm (homogeneous to dissimilar). Thus, the algorithm achieved a RMS error improvement of 0.08 mm/0.06 mm, 0.08 mm/0.04 mm, and 0.12 mm/0.10 mm respectively. The upper performance bound based on the model complexity was calculated as 0.04 ± 0.29 mm.

Two-sample, two-tailed t-tests and F-tests revealed that both algorithms are significantly better than their blind estimator counterparts, both for the twenty-, and the four-view experiments. Similar tests show that the template method is significantly more precise than the statistical method, irrespective of which model is used. Finally the homogeneous model outperforms the heterogeneous. Note that the above errors for the two methods are not directly comparable as they are expressed in different thickness directions and correspond to distinct femoral regions. Please refer to Section 5.1 for a direct comparison.

A further contribution of this study relates to the presentation of the error statistics of both techniques using colour bone mapping. This provides a much better insight to the performance characteristics, since estimation can be examined as a function of location. It also reveals that assessing the algorithms based on the aggregated statistics alone
is not ideal, as the colour maps reveal regions where estimation is both improved and worsened compared to the blind estimator. Specifically, the following observations are made: estimation is best for thicker cortices, it is particularly troublesome in the medial aspect of the lesser trochanter where the cross-section shape is highly asymmetric, and remains unaltered (compared to the initialisation) for the vast majority of the remaining femur.

5.2.2 Challenges and noteworthy observations

A brief summary of the principal challenges faced during the course of this study follows. Where relevant, a short comment describes how other researchers have dealt with them in the past.

- The first challenge relates to the definition of cortex per se. Cortical porosity renders the endocortical surface ambiguous, if not impossible to uniquely identify, especially in femurs of the elderly. For this reason, some researchers have even proposed to define separately a transitional zone between the cortex and the trabeculum [169]. For good measure, defining the cortical boundaries when imaging in clinical resolution is even harder. Under the presence of imaging blur, thin, dense cortices appear almost indistinguishable from less dense, thicker ones. Sub-millimeter cortices may completely disappear. This has an effect on the results of this thesis: the bronze standard CT estimates are derived from clinical resolution CT scans, and hence some of the error in the techniques proposed herein may be attributed to its uncertainty. Additionally, defining the direction along which thickness should be measured is a non-trivial task and may not produce consistent results. Although measuring along the surface vertex normals is a convenient approach, it is possible for a line along these directions to never cross the endocortical surface.

- The second challenge relates to the proper presentation and interpretation of the results. As explained previously, resorting to a single value that encompasses the global performance characteristics might be misleading. In addition, it is imperative to provide a reference against which the results should be assessed. This can either be in the form of a naive estimator, such as the population mean, or at least by stating the variance of the test set. It is remarkable that from the relevant studies discussed in Section 2.6, only Kurazume et al. [88] compare against the blind estimator, and Gamage et al. [51] report the intra-test set variance. All others provide no reference whatsoever [1; 70; 71; 84; 91; 93; 94; 152; 164; 165]. It
is incorrect to claim good reconstruction accuracies without providing a baseline, since the blind estimator’s performance might be unexpectedly good, especially when examining a small, homogeneous population.

• A problem almost always mentioned in relevant studies is the limited amount of data available for evaluation and model construction. This leads to many adverse effects. First, examining a small population may induce results with high uncertainty margins. Second, as already said, there is a high chance of the intra-set anatomical diversity being small: if that is the case, results should be interpreted with caution, as they might not generalise properly. There have been numerous studies which reveal significant anatomical and structural discrepancies between people of different gender [27; 73; 139; 147], race [4; 105; 113; 114] and age [32; 73; 74; 107; 139; 147; 153] (for example in terms of geometry/size [105; 114; 147], BMD [73; 76; 105; 114; 147; 153] and cortical thickness [73; 105; 114; 147; 153]). Third, reconstructions employing statistical models are particularly prone to bias for two reasons. On one hand, if the training set is small it might not capture properly the statistics of the target population leading to poor results. On the other hand, if the training and test sets are drawn from a homogeneous population, there is a high chance of observing low, but unrealistic, errors. The authors should quantify the fit between the training and test sets, for the readers to critically assess how well the algorithms would generalise to unseen data. Once more, this is rarely the case in the studies examined herein [1; 70; 71; 88; 152; 164; 165] (see Section 2.6).

• Finally, the present work proves that measuring the cortex of the proximal femur from multi-view DXA scans is an extremely hard task, especially when a small number of projections are used. Many factors contribute to this conclusion. First, as examined in Section 2.3.3, there are large gaps in the Fourier space that are difficult to infer. In other words, the optimiser is faced with a very flat energy landscape which contains many ambiguous solutions that explain the data to the same degree. Second, a problem unique to this approach (and not present in algorithms operating on CT data) is the thickness and density trade-offs between the cortical and trabecular compartments. Projections of the femur superimpose these two structures, and it was deduced that arriving at a single plausible solution requires a regularisation of a) the cortical density, b) the imaging blur and c) the maximum deviation from the blind estimator. Third, the relatively small intra-subject variance renders the blind estimator a good enough fit over much of the proximal femur, allowing a very small margin of improvement only in the thicker
5.2.3 Clinical usefulness

The clinical usefulness of the proposed algorithms should be examined in relation to individual diagnosis or cohort studies. Possible applications of the latter include monitoring change in response to treatment, or comparing groups for structural differences.

As far as individual diagnosis is concerned, to detect focal cortical thinning the accuracy of the reconstruction algorithm should be less than the variability in the population. In our experiments, the variability in the population can be directly inferred from the errors of the blind estimator. This is because, by definition, the blind estimator assumes that all test specimens can be modelled by the mean shape and cortical distribution obtained by “averaging” a large number of femurs. Our experiments show that both the statistical and template methods significantly improve upon its estimation efficacy. However, before reaching a positive conclusion about the usefulness of these algorithms with respect to individual diagnosis, one should consider that the variability in fracture prevalent regions, i.e. regions where the cortex is particularly thin, is way less than the accuracy of either proposed methods. The primary reason for which they outperform the blind estimator is because they are capable of correctly measuring thicker cortices. Hence, we believe that the proposed techniques are unlikely to assist in individual diagnosis.

On the other hand, cohort studies benefit from the improved statistics obtained by examining a large number of femurs. In that way, cortical thickness differences between groups which are below the accuracy of the algorithms can be established with statistical significance. Estimation error statistics can be also improved by examining the overall cortical thickness of small patches, by averaging neighbouring point thickness estimates. This technique might be particularly useful when trying to detect cortical thinning in fracture prone regions.

5.3 Future work

- In the light of our results, measuring the cortex of the femoral neck and trochanteric regions from multi-view DXA scans is unlikely to assist in fracture risk assessment. However, the proposed algorithms might find applicability in the sub-trochanteric regions. The cortex is much thicker and remains unambiguous under the presence of imaging blur. Moreover, the cross-sectional shape is relatively symmetric and less convoluted, and thus it might be possible to accurately reconstruct it from
a small number of DXA views. It would be very interesting to examine whether such measurements can predict the ever-increasing occurrences of atypical fractures: these are thought to be associated with cortical thickening in the shaft region in response to pharmaceutical treatments [55; 98; 144; 145].

• To that end, the template method can be improved by employing surface models instead of a set of coplanar B-spline contours. This would require the development of more advanced algorithms evaluating the similarity between DXA scans and template DRRs in two dimensions. Doing so would feed the optimiser with more information. However, even if the optimisation remains driven by the similarity between APPs and SAPs, the added benefit of constraining the shape of neighbouring contours might reduce the amount of required regularisation.

• According to the conclusions of this thesis, a statistical method is less likely to help. Nevertheless, if one still wanted to investigate its performance on the femoral shaft, the following suggestions are made. First, models should be trained from larger populations: this might reveal that capturing enough of the variance requires a large number of PCs, thus rendering the problem highly complex. Second, model homogeneity and the effects of building tailored models should be further evaluated using populations of different ethnic, age and gender groups.

• These algorithms could be compared against an alternative technique based on the relatively novel field of compressed sensing. This might be possible provided that a suitable basis can be conceptualised, whereby the modeling of the femoral cortex can be performed using sparse components.

• Finally, it is suggested that some previously published model-based reconstruction methods should be re-evaluated, particularly those claiming good performance from a single DXA projection. It would be interesting to see whether they improve significantly on the blind estimator, and to quantify any performance gain.
Appendices
A Projection Theorem (aka. central-slice theorem)

The projection theorem states that “the Fourier transform of the projection of an N-dimensional function \( f(\mathbf{r}) \) onto an M-dimensional linear submanifold is equal to an M-dimensional slice of the N-dimensional Fourier transform of that function, consisting of an M-dimensional linear submanifold through the origin in the Fourier space which is parallel to the projection submanifold” [151; 167] (see Figure A.1 for a graphical illustration of the definition in two-dimensions). Hence, the inverse radon transform can be evaluated by simply calculating the inverse N-dimensional Fourier transform of the M-dimensional Fourier transform of the projections.

The mathematical proof for a 2D function \( f(\mathbf{r}) \) is straightforward, and can be easily generalised for higher dimensions. Without loss of generality, we work with the projection of \( f(\mathbf{r}) \) which is parallel to the x-axis [167]:

\[
p(x) = \int_{-\infty}^{\infty} f(x, y) \, dy
\]

The Fourier transform of \( f(x, y) \) is

\[
F(k_x, k_y) = \int_{-\infty}^{\infty} \int_{-\infty}^{\infty} f(x, y) e^{-2\pi i(xk_x + yk_y)} \, dx \, dy
\]

The slice \( s(k_x) \), passing through the origin of the Fourier space and parallel to the direction of projection is defined by

\[
s(k_x) = F(k_x, 0) = \int_{-\infty}^{\infty} \int_{-\infty}^{\infty} f(x, y) e^{-2\pi i x k_x} \, dx \, dy
\]

\[
= \int_{-\infty}^{\infty} \left[ \int_{-\infty}^{\infty} f(x, y) \, dy \right] e^{-2\pi i x k_x} \, dx
\]

\[
= \int_{-\infty}^{\infty} p(x) e^{-2\pi i x k_x} \, dx
\]

which by definition is the 1-dimensional Fourier transform of \( p(x) \), as required.
Figure A.1: Illustration of the projection theorem in two-dimensions. $F(k_x, k_y)$ is the 2D Fourier transform of $f(x,y)$. $p(x)$ is the 1D projection of $f(x,y)$ parallel to the $x$-axis. $s(k_x)$ is a 1D slice of $F(k_x, k_y)$, passing through the origin of the Fourier space and perpendicular to the projection direction. The projection theorem states that $s(k_x)$ is the 1D Fourier transform of $p(x)$. 
B Digitally Reconstructed Radiographs (DRRs)

We constructed DRRs from MDCT as a surrogate for DXA, as no femoral dataset scanned using both techniques was available during the course of this study. This approach is favoured by most researchers faced with the same problem [104]. The synthesised DXAs were constructed by performing an average compounding of all voxels between two parallel reslice planes through each femoral MDCT scan, in a direction perpendicular to them (see Figure B.1). DXAs differ from DRRs in their ability to subtract the contribution of any soft tissue by using two different X-ray energy beams. Hence, in an effort to minimize the discrepancy between them, all background voxels of the MDCT scans within the “compounded” region were replaced by their collective average value. Voxels were classified as background if they lay more than 3mm from the segmented femoral surface, first to account for segmentation errors, and second to allow for blurred cortices.

![Figure B.1: a) Each pair of green planes corresponds to a different DRR. Average compounding of voxels for the pair shown in red is performed in the direction of the arrow. All background voxels between the planes are replaced by a constant value, to better simulate DXA scans which subtract the contribution of soft tissue. b) An example of a typical DRR: this is a 0° (standard DXA) view — notice how the lesser trochanter is barely visible.](image)

The orientation of all DRRs was specified using their relative rotation compared to the routinely performed AP scan, which is the optimal scanning direction. Its proper acquisition requires the patient to fully flex the leg straight on a table, so that the shaft is parallel to the vertical axis of the picture. Moreover, a 15° – 25° internal rotation presents the long axis of the femoral neck perpendicular to the X-ray beam, resulting in the greatest area. Usually, an optimally imaged femur is associated with the lesser
trochanter being on the verge of unobstructed visibility [45; 97; 115]. Care was taken to synthesise the DRRs according to this specification.
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