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Abstract. A previously published and widely quoted paper, Price Dynamics in a Markovian Limit Order Market, has provided analytic solutions for many interesting quantities for the price dynamics of the limit order book. However, for unbalanced order flow cases, one of its major results, the price increase probability conditional on the state of the limit order book is found to be incorrect due to its citing an erroneous formula from another paper. We correct this error by proposing another analytical solution using the characteristic functions of probability distributions. The final analytical solution presented in this paper is of a simple form and easy to calculate.

Key words. limit order book, random walk, price dynamics, hitting probability

AMS subject classifications. 60J27, 60E10, 60K25

1. Introduction. The limit order book (LOB) is a depository of resting limit orders that provides liquidity allowing participants to trade in the market. Much effort has been put into trying to extract information from the LOB and predict the direction of price change in the short future.

A recent paper [2] showed that several interesting conditional probabilities, including the direction of the next price change conditional on the state of the LOB, can be obtained analytically using a simplified model for the LOB based on a previous model proposed in [4]. This simplified model can capture the dynamics of market orders and limit orders and their influence on price dynamics in a more analytically tractable way. The paper brought new insights into the LOB, helped people understand its dynamics [1],[8],[6], and inspired applications based on it, for example, building optimal trading strategies [9].

However, we find that one of its major results, Proposition 3, which provides the analytic solution to the conditional probability of price movement of the LOB when the order flow is unbalanced, is incorrect. This proposition itself is important because nowadays much attention has been focused on the study of the order flow imbalance (OFI) process, which is thought to be more sensitive to market information than the price [3][10]. And Proposition 3 gives the short term price dynamics of the LOB driven by this OFI process under the Markovian assumption in [2].

A numerical and mathematical proof for this mistake is provided in this correction note, as well as a corrected analytic formula for the conditional probability of the upward price movement.

1.1. Summary. The model presented in [2], denoted as Model 2013, has attracted broad attention since its publication due to its ability to capture many characteristics of the limit order book while being analytic tractability. In this correction note, we propose a correct
analytical solution to replace the original Proposition 3 in [2] for Model 2013, using a first
passage time approach. The correction takes the form of the inverse of a characteristic func-
tion, which is simple and can be evaluated fast and easily. The probability values obtained
using our solution are found to be consistent with values obtained using the Laplace transfor-
m (LT) methods used in another previous paper [4]. The first passage time argument itself
is standard and can be found in other literature [7]. The analytical solution presented here
has the advantage of simplicity, while the LT methods involve the usage of numerical inverse
Laplace transforms (ILT) and infinite continued fractions, which add significant complexity
in computation for real-world applications.

1.2. Outline. The paper is organized as follows. Section 2 illustrates where the error
occurs. Section 3 presents our analytic solution for the probability of upward movement in
the price in Model 2013 to replace the incorrect Proposition 3 in [2].

2. Problem.

2.1. Probability of mid-price increase. The conditional probability of a mid-price in-
crease can be reformulated into the probability of hitting the boundary in a 2-dimension
random walk problem (see section 3.3 of [2]). To give a more detailed description, mid-price
variations are driven by the four independent order flows listed below:

1. Limit orders at the ask arrive as a Poisson process with intensity \( \lambda_a \).
2. Market orders and cancellations at the ask arrive as a Poisson process with intensity
\( \mu_a + \theta_a \).
3. Limit orders at the bid arrive as a Poisson process with intensity \( \lambda_b \).
4. Market orders and cancellations at the bid arrive as a Poisson process with intensity
\( \mu_b + \theta_b \).

Limit orders increase the number of orders in the LOB, while market orders and cancellation
orders decrease the number of orders. If orders on either side (bid or ask) are depleted, then
the mid-price will change. With another parameter \( \Lambda = \lambda_a + \mu_a + \theta_a + \lambda_b + \mu_b + \theta_b \), the
dynamics of bid and ask queues, denoted as \( q_t \), may be then represented as follows:

\[
q_t = M_{N,t}, \quad \text{for } \Lambda = \lambda_a + \mu_a + \theta_a + \lambda_b + \mu_b + \theta_b.
\]

\( N_{At} \) is a Poisson process with intensity \( \Lambda \). \( (M_n, n \geq 0) \) is a random walk on \( \mathbb{N}^2 \) killed when it
hits the boundary, where the transition probabilities are

\[
p_{0,1} = \frac{\lambda_a}{\Lambda}, \quad p_{1,0} = \frac{\lambda_b}{\Lambda}, \quad p_{0,-1} = \frac{\mu_a + \theta_a}{\Lambda}, \quad p_{-1,0} = \frac{\mu_b + \theta_b}{\Lambda}.
\]

If at a given time \( t \), the limit order book has \( n \) orders at the bid side, and \( p \) orders at the
ask side, then Proposition 3 of [2] states that the probability \( p_{0p} (n, p) \) that, the next price
move is an increase can be obtained using the following equations:

\[
p_{\text{up}}(n, p) = 1 - \frac{1}{\pi} \left( \frac{\mu^a + \theta^a}{\lambda^a} \right)^p \frac{2[\lambda^a (\mu^a + \theta^a)]^{1/2}}{\mu^a + \theta^a + \lambda^a} \times \int_0^{\pi} \frac{2\lambda^b Z(t) - (\Lambda - 2[\lambda^a (\mu^a + \theta^a)]^{1/2} \cos(t))}{\frac{2[(\mu^a + \theta^a)\lambda^a]^{1/2}}{\lambda^a + \mu^b + \theta^b} \cos(t) - 1} \times \frac{Z(t)^n \sin(pt) \sin(t)}{\sqrt{(\Lambda - 2[(\mu^a + \theta^a)\lambda^a]^{1/2} \cos(t))^2 - 4(\mu^b + \theta^b)\lambda^b}} dt,
\]

where \((Z(t), t \geq 0)\) is defined for \(t > 0\) by

\[
Z(t) = \left\{ \Lambda - 2[(\mu^a + \theta^a)\lambda^a]^{1/2} \cos(t) - \sqrt{(\Lambda - 2[(\mu^a + \theta^a)\lambda^a]^{1/2} \cos(t))^2 - 4(\mu^b + \theta^b)\lambda^b} \right\} / 2\lambda^a.
\]

2.2. Comments on Model 2013. A final analytical solution for the probability of a price increase becomes possible using results related to the 2-D random walk theory. The final solution with such forms in (2.3) and (2.4) is easy to evaluate.

However, we find there are serious errors in its conclusion. The results obtained in [2] make us unable to use this random walk approach to obtain the correct probability of mid-price increase in the analytic form given. The errors were firstly observed by the authors when empirical simulations kept giving negative probabilities, indicating that analytic results in these equations have not been derived correctly. After further research we found that the non-convergent term, \(\left( \frac{\mu^a + \theta^a}{\lambda^a} \right)^p\) in (2.3), comes from another incorrectly-derived theory published in another paper, thus making it difficult to correct by just simply replace it with a correct equation. The incorrectly-derived theory which [2] cited tried to obtain its conclusion by generalizing an already-solved Riemann-boundary value problem for non-negative mean drift cases of the 2-D random walk (see [11]) to negative-drift 2-D random walk cases (see the Proof of Theorem 6 of [13]). It seems that such a generalization can not be obtained as claimed, since it produces negative values for probability functions. Thus we have to work it out using an alternative way, via characteristic function of probabilities.

Some parameter errors possibly caused by typos also exist in Proposition 3 of [2], shown here as in (2.3) and (2.4). But they are of little importance compared with the fundamental error.

2.3. Discussion of mathematical reasons for the error. The drifts for two random walks in the x and y-axis are defined as \(\sum_{-1 \leq i,j \leq 1} ip_{i,j}\) and \(\sum_{-1 \leq i,j \leq 1} jp_{i,j}\) respectively. For positive-drift and zero-drift cases, we have \(\frac{p_{-1}}{p_{0,1}} \leq 1\). However, for negative-drift cases, we have \(\frac{p_{0,-1}}{p_{0,1}} \geq 1\) since \(\sum_{-1 \leq i,j \leq 1} jp_{i,j} = -p(0,-1) + p(0,1) < 0\) using the fact that \(p_{i,j} = 0\) except for \(p_{0,1}, p_{0,-1}, p_{-1,0}\) and \(p_{1,0}\). Therefore, for negative-drift cases, Theorem 6 of [13] can not stand because of the non-convergent term of \(\left( \frac{p_{0,-1}}{p_{0,1}} \right)^{j_0/2}\) in the hitting probabilities \(h^{i_0,j_0}(x = 1)\) generated by \(h^{i_0,j_0}(x)\). The derivation of equation (3.10) of [13] is based on
the strict condition that it is an non-negative drift random walk case, and can not be easily
generalized by just choosing a different w function.

And for the case in which the authors in [2] try to apply this result, we can see that
\( \frac{p_{0,-1}}{p_{0,1}} = \frac{\sigma^2 + \theta^2}{\sigma^2} > 1 \), which is a negative-drift case. Therefore, the authors in [2] cited a result
which does not hold, as was claimed, in negative-drift cases, and thus they obtained a wrong
analytic result.

3. Corrected analytical solution using characteristic functions. In this section, we pro-
pose another approach using characteristic functions of the probability of interest to obtain
the probability of mid-price increase. The approach taken in this section is standard can be
found in literature such as [7].

3.1. Theoretic solution. Using the same framework as proposed in [2], we consider the
price dynamics as a simple random walk in the quarter plane with four probabilities \( p_{0,1},
\quad p_{0,-1}, \quad p_{-1,0}, \) and \( p_{1,0} \) defined as in (2.2). What we are interested in is the probability of point
starting at \((x_0, y_0)\) hitting the X-axis earlier than the Y-axis following the simple random walk
mentioned above. Then the process of the point’s x-value and the process of its y-value will
be independent. It hits the X-axis first if its y-value goes to 0 first. So, let \( T_X (x_0) \) be the time
its x-value starting at \( x_0 \) goes to 0 and let \( T_Y (y_0) \) be the time its y-value starting at \( y_0 \) goes
to 0. Therefore the problems will be solved if we know the probability distribution of \( T_X (x_0) \)
and \( T_Y (y_0) \); in this case we can then obtain the probability distribution of \( T_Y (y_0) < T_X (x_0) \).

In order to work out the distribution of \( T_Y (y_0) \), we look at its characteristic function, i.e.
\( \Phi(u) = E(\exp{iut}) \) for some real \( u \). We can get the probability density function from
this characteristic function by Fourier Transform. Let \( t_Y (1) \) be the time the y-value hits 1,
\( t_Y (2) \) be the time the y-value hits 2 and so on. Note that \( t_Y (2) - t_Y (1) = t_Y (3) - t_Y (2) \), ...
are all independent and identically distributed with each having the same distribution as \( T_Y (1) \).
Moreover \( T_Y (y_0) = t_Y (y_0) - t_Y (y_0 - 1) + t_Y (y_0 - 1) - t_Y (y_0 - 2) +...+ t_Y (1) - t_Y (0) \), and by
above definitions we have \( T_Y (1) = t_Y (1) - t_Y (0) \). So,

\[
E \left( \exp{iut} \right) = E \left( \exp{iut} [t_Y (y_0) - t_Y (y_0 - 1) + t_Y (y_0 - 1) - t_Y (y_0 - 2) +...+ t_Y (1) - t_Y (0)] \right)
\]

\[
= E \left( \exp{iut} [t_Y (y_0) - t_Y (y_0 - 1)] \right) \cdots E \left( \exp{iut} [t_Y (1) - t_Y (0)] \right)
\]

\[
= E \left( \exp{iut} \right)^{y_0}.
\]

Now that the problem reduces to finding the unknown variable \( X \) where \( X = E \left( \exp{iut} \right) \).
Use \( Z_y (u) \) to denote this value here, i.e., \( Z_y (u) = X \). Then we can work out the expectation
of \( \exp{iut} \) conditional on the first y-jump time happens at \( t \). The probability density for
the jump time is then \( [p_{0,-1} + p_{0,1}] \exp{-[p_{0,-1} + p_{0,1}]t} \). If the jump happens at time \( t \), with probability
\( \frac{p_{0,-1}}{p_{0,-1} + p_{0,1}} \) it jumps up, and in which case the expectation of \( \exp{iut} \) will be \( \exp{iut} X^2 \).
With probability \( \frac{p_{0,1}}{p_{0,-1} + p_{0,1}} \) it jumps down and then \( T_Y (1) = t \). So we derive

\[
X = \int_0^\infty \left( p_{0,-1} + p_{0,1} \right) \exp{-[p_{0,-1} + p_{0,1}]t} \left( \frac{p_{0,1}}{p_{0,-1} + p_{0,1}} \exp{iut} X^2 + \frac{p_{0,-1}}{p_{0,-1} + p_{0,1}} \exp{iut} \right) dt.
\]
To obtain $X$, the above integral can be solved explicitly, so we have

$$
X = \frac{(p_{0,-1} + p_{0,1})}{(p_{0,-1} + p_{0,1}) - iu p_{0,-1} + p_{0,1}} \frac{p_{0,1}}{X^2} + \frac{(p_{0,-1} + p_{0,1})}{(p_{0,-1} + p_{0,1}) - iu p_{0,-1} + p_{0,1}} \frac{p_{0,-1}}{X^2}.
$$

(3.3)

This is a quadratic function of $X$. To find which of the two possible roots is for $X$, we can use the condition when $u = 0$, then $X = 1$ to determine it. Thus we can obtain the following result:

$$
Z_y (u) = X = 1 - \sqrt{1 - 4 \frac{(p_{0,-1} + p_{0,1})}{(p_{0,-1} + p_{0,1}) - iu p_{0,-1} + p_{0,1}} \frac{p_{0,1}}{X^2} + \frac{(p_{0,-1} + p_{0,1})}{(p_{0,-1} + p_{0,1}) - iu p_{0,-1} + p_{0,1}} \frac{p_{0,-1}}{X^2}}.
$$

(3.4)

Similarly, we can obtain the value of $E \left( \exp^{iuT_X(1)} \right)$, denoted as $Z_x (u)$. By replacing $p_{0,-1}$ and $p_{0,1}$ with $p_{-1,0}$ and $p_{1,0}$ in the right side of (3.4), we can obtain similar results for $Z_x (u)$:

$$
Z_x (u) = 1 - \sqrt{1 - 4 \frac{(p_{-1,0} + p_{1,0})}{(p_{-1,0} + p_{1,0}) - iu p_{-1,0} + p_{1,0}} \frac{p_{1,0}}{X^2} + \frac{(p_{-1,0} + p_{1,0})}{(p_{-1,0} + p_{1,0}) - iu p_{-1,0} + p_{1,0}} \frac{p_{1,0}}{X^2}}.
$$

(3.5)

Substituting the above result into (3.1), we have the following:

$$
E \left( \exp^{iuT_Y(y_0)} \right) = (Z_y (u))^{y_0}.
$$

(3.6)

And similarly we can have

$$
E \left( \exp^{iuT_X(x_0)} \right) = (Z_x (u))^{x_0}.
$$

(3.7)

The characteristic function of $T_Y (y_0) - T_X (x_0)$ can be obtained so far:

$$
E \left( \exp^{iu[T_Y(y_0) - T_X(x_0)]} \right) = (Z_y (u))^{y_0} (Z_x (-u))^{x_0}.
$$

(3.8)

Thus the probability distribution of $T_Y (y_0) - T_X (x_0)$ can be derived:

$$
p(T_Y (y_0) - T_X (x_0)) = \frac{1}{2\pi} \int_{-\infty}^{\infty} E \left( \exp^{iu[T_Y(y_0) - T_X(x_0)]} \right) \exp^{-iut} du
$$

$$
= \frac{1}{2\pi} \int_{-\infty}^{\infty} (Z_y (u))^{y_0} (Z_x (-u))^{x_0} \exp^{-iut} du.
$$

(3.9)

Also by the inversion theorem of Gil-Pelaez [5], we can obtain the cumulative function of $T_Y (y_0) - T_X (x_0)$ from its characteristic function. Here we use a particular form of this inversion theorem, which is given by equation (3.9) of [12]:

$$
p(T_Y (y_0) - T_X (x_0) \leq x) = \frac{1}{2} - \frac{1}{2\pi} \int_{-\infty}^{\infty} \exp^{-iux} [(Z_y (u))^{y_0} (Z_x (-u))^{x_0}] du.
$$

(3.10)
Recall that what we are interested in is the probability of the random walk hitting the X-axis before the Y-axis, which equals the probability of \( p(T_Y(y_0) - T_X(x_0) \leq 0) \). Thus by evaluating the equation above at \( x = 0 \), we get the following result:

\[
 p(T_Y(y_0) - T_X(x_0) \leq 0) = \frac{1}{2} - \frac{1}{2\pi} \int_{-\infty}^{\infty} \frac{(Z_y(u)y_0)(Z_x(-u)x_0)}{iu} \, du
\]

(3.11)

with \( Z_y(u) \) and \( Z_x(u) \) defined in (3.4) and (3.5).

Thus we have derived the probability of mid-price increase starting at \( x_0 \) and \( y_0 \) orders at the bid and ask sides, respectively. Let the price-increase probability be \( p_{inc}(x_0, y_0) \), then

\[
 p_{inc}(x_0, y_0) = p(T_Y(y_0) - T_X(x_0) \leq 0) = \frac{1}{2} - \frac{1}{\pi} \int_{0}^{\infty} \frac{\Im(Z_y(u)y_0)(Z_x(-u)x_0)}{u} \, du,
\]

(3.12)

with \( Z_y(u) \) and \( Z_x(u) \) defined in (3.4) and (3.5). This is our final result for the price increase probability \( p_{inc}(x_0, y_0) \).

The integration part of (3.12) can be evaluated easily using numerical integration methods.

4. Conclusion. In this paper we showed some errors made in Proposition 3 of [2] in trying to obtain an explicit solution of the probability of a mid-price increase given the state of the order book under an unbalanced order flow. Some of the errors can be easily corrected. However, a serious error occurs in the proof, on which the whole of Proposition 3 falls, and which occurs due to the citing of incorrect results from another paper [13].

To solve the problem, we demonstrated an explicit solution using characteristic functions of these conditional probability distributions. The solution obtained in our approach has a simple form and can be evaluated easily and fast. Therefore, this solution can be used to calculate the probabilities of the dynamics of price increase in the model described in [2]. This formula can be used as the foundation of empirical studies of the LOB as well as further theoretic research on price dynamics of the LOB driven by OFI under certain assumptions.
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