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INTRODUCTION

Part I of this dissertation is concerned with the problem of the magnetic field dependence of the surface impedance of superconductors, with particular reference to tin. In chapter 1 the predictions of the simple theory for the behaviour of the surface impedance for different frequencies and field configurations are described and compared with the results of previous experiments. Chapter 2 deals with the experimental side of the present work, where a frequency of 170 Mc/s was used, and in chapter 3 the results obtained are discussed. In chapter 4 the attempts which have been made to account theoretically for the experimental observations are reviewed.

Part II of the dissertation is concerned with another problem in superconductivity, namely the behaviour of superconducting systems partitioned by thin barriers of substances which in bulk are not superconducting. The theory of such systems is developed, the consequences investigated in some detail and the present experimental situation reviewed.

\[ \nabla \times \mathbf{E} + \frac{\partial \mathbf{B}}{\partial t} = 0 \]

where \( \nabla \times \mathbf{E} \), \( \nabla \cdot \mathbf{B} \), \( \mathbf{J} \), \( \mathbf{E} \), and \( \mathbf{B} \) are the curl, divergence, current density, electric field and magnetic field respectively of the superconducting electrons. From (1) and Maxwell's equations can be deduced the penetration equation

\[ \nabla^2 \mathbf{B} = \frac{\mathbf{J}}{\mu_0} \]

which shows that \( \mathbf{J} \) falls off exponentially with distance from the surface in a characteristic distance \( \lambda \), the penetration depth given by

\[ \lambda = \frac{\mu_0}{\mathbf{n}_{\mathbf{E}} \mathbf{E}} \]
Chapter 1. General background.

(i) The penetration depth

One of the most basic properties of superconductors is the Meissner effect, discovered in 1933 by Meissner and Ochsenfeld, who showed that pure superconductors in a magnetic field behave as if the magnetic induction \( \mathbf{B} \) in their interior is zero. This observation suggested the question of how fast a magnetic field applied to the surface of a superconductor falls off with distance from the surface. An answer to this question was provided by the theory of F. and H. London (1935). This theory assumed the existence in a superconductor of 'superconducting electrons' which under the influence of an electric field accelerate freely without encountering resistive forces. The basic equation of the Londons' theory for superconductors in equilibrium is the following:

\[
\mathbf{c} \times \nabla \mathbf{J} + \nabla \mathbf{B} = 0
\]  \( (1) \)

where \( \mathbf{\Lambda} = m/n_{s} e^{2} \), \( m \), \( n_{s} \) and \( e \) being the mass, number density and charge respectively of the superconducting electrons. From (1) and Maxwell's equations can be deduced the penetration equation

\[
\nabla^{2} \mathbf{B} = \mathbf{B}/\lambda^{2}
\]  \( (2) \)

which shows that \( \mathbf{B} \) falls off exponentially with distance from the surface in a characteristic distance \( \lambda \), the penetration depth, given by

\[
\lambda = \left( \frac{mc^{2}}{4n_{s} me^{2}} \right)^{\frac{1}{2}}
\]  \( (3) \)
In the general case when the Londons' equations may not be obeyed, it is convenient to define the penetration depth as

\[ \lambda = \frac{\int H(z)dz}{H(0)} \]  

(4)

where \( H(z) \) is the field at a depth \( z \) below the surface. When the Londons' equations are valid, \( H(z) = e^{-\frac{z}{\lambda}} H(0) \), so this definition reduces to the previous one.

(ii) **Temperature dependence of the penetration depth**

Originally the Londons identified \( n_s \) with \( n \), the number density of conduction electrons, which occurs in the discussion of such normal state properties as the conductivity and the Hall effect. This predicted a penetration depth of the order of \( 10^{-6} \) cm. When measurements of the penetration depth were carried out it was found to be considerably greater, indicating that \( n_s \) is much smaller than \( n \). Furthermore, it was found that as one approaches the transition temperature \( T_c \) the penetration depth tends to infinity, so that \( n_s \) tends to zero at \( T_c \).

The Londons' theory may be combined with the two-fluid model of Gorter and Casimir (1934), according to which a superconductor consists of an equilibrium mixture of two fluids, composed of 'superconducting electrons' and 'normal electrons' respectively. \( n_s \) is then the number density of the superconducting component (alternatively it may be thought of as an order parameter, in the sense of the Landau theory of phase transitions (Landau and Lifshitz 1959)), and \( T_c \) is the point at which \( n_s \) becomes zero and the characteristic
superconducting properties disappear (through $\Lambda$ becoming infinite).

(iii) Field dependence of the penetration depth.

It is to be expected that the proportion of superconducting electrons will be a function not only of temperature, as in section (ii), but also of magnetic field. We know in particular that application of fields greater than the critical field causes a superconductor to change into the normal state ($n_s = 0$). One would therefore expect that in fields less than the critical field $n_s$ might be reduced in the penetration region, with a corresponding increase in the penetration depth.

A more sophisticated argument giving rise to the same conclusion is due to H. London (unpublished, see Pippard 1950), and is as follows. If we ignore the penetration region, and suppose that the specimen has such a shape that demagnetizing effects can be ignored, then the magnetization per unit volume of a superconductor, $M$, is $H/4\pi$, where $H$ is the applied field. The effect of the finite distance of penetration of the field is to reduce $M$ slightly. Since the penetration depth increases with temperature, it follows that $(\partial M/\partial T)_H$ is negative. By a Maxwell relation it follows that $(\partial S/\partial H)_T$ is positive, so that the entropy of the superconductor increases with $H$. This entropy increase is presumably associated with a decrease in $n_s$, since the entropy of the normal state ($n_s = 0$) is known from specific heat measurements to be greater than that of the superconducting state ($n_s > 0$).
(iv) **The Ginzburg-Landau theory**

A theory which makes detailed predictions of the field dependence of the penetration depth is the Ginzburg-Landau theory (Ginzburg and Landau 1950). This differs from the two-fluid model in using a complex order parameter $\psi$. $|\psi|^2$ is proportional to $n_s$ of the two-fluid model, and the appearance of an order parameter with phase as well as amplitude reflects the wave nature of the electron in quantum theory, which manifests itself on a macroscopic scale in superconductivity.

The Ginzburg-Landau theory (hereafter referred to as the G-L theory) proceeds by applying the variational principle to a suitable thermodynamic potential (Gibbs free energy). The main advance of the G-L theory is the inclusion of a term $\frac{1}{2m} \left( -i\hbar \nabla - \frac{e^*}{c} A \right) \psi^2$ containing the magnetic vector potential $A$, where according to Gor'kov (1959) $e^*$ is twice the electronic charge. The equilibrium state of the system in the G-L theory is obtained by minimizing the Gibbs free energy with respect to variations of both $\psi$ and $A$. Equations are then obtained from which the properties of a superconductor in a magnetic field can be deduced. In weak fields these reduce to the London's equations.

The G-L equations at a given temperature involve only two adjustable parameters, which can be determined from two experimental parameters such as the critical field $H_c$ and the small field penetration depth $\lambda(0)$. From these may be derived the important
dimensionless quantity

\[ \kappa = \beta \frac{e^*}{\mu_0} H_c \lambda^2(0) \]  

Experiment shows that for pure tin \( \kappa = 0.16 \) (Lynton 1962). The G-L equations make the following predictions for the field dependence of \( \lambda \) (Ginzburg and Landau 1950, Sharvin and Gantmakher 1961):

\[ \lambda(H) = \lambda(0) \left( 1 + \alpha \frac{H}{H_c} \right)^2 + \beta \left( \frac{H}{H_c} \right)^4 + \ldots \]  

where

\[ \alpha = \frac{K(\kappa + \sqrt{2})}{\delta(\kappa + \sqrt{2})^2} \]  

and

\[ \beta = 0.047 K^2 (1 - 5.1 \kappa + 7 \kappa^2) \]  

for \( \kappa \ll 1 \). For Sn, \( \beta \) is very small and the quadratic approximation for \( \lambda(H) \) should be quite good for all fields up to the critical field.

It should be noted in particular that since \( \alpha > 0 \) the increase in \( \lambda \) with increasing \( H \) expected from simplified arguments is confirmed by the G-L theory.

(v) The surface impedance

There exist no methods using only static fields capable of measuring the penetration depth of a superconductor with sufficient accuracy to give useful information about its field dependence, and generally methods using high frequency fields are employed. These measure a quantity known as the surface impedance, defined as the electric field at the surface divided by the total current crossing unit length of surface in a direction parallel to the electric field. These two quantities will in general not be in phase, so that the surface impedance \( Z \) is in general complex. Its
real and imaginary parts are known as the surface resistance $R$ and surface reactance $X$ respectively. The surface inductance $L$ may be defined by the familiar relation $X = \omega L$, where $\omega$ is the angular frequency.

These quantities may be related to the penetration depth in the following way. Suppose that the surface of the specimen is in the $xy$ plane, with the electric field and currents in the $x$ direction and the magnetic field in the $y$ direction. We have from the Maxwell relation curl $E = -\frac{1}{c} \frac{\partial H}{\partial t}$:

$$E_x(0) = -\frac{i \omega}{c} \int_0^\infty H_y(z) \, dz$$  \hspace{1cm} (9)

and from the relation curl $H = 4\pi j / c$ (ignoring displacement currents):

$$H_y(0) = -\frac{4\pi}{c} \int_0^\infty j(x) \, dx$$  \hspace{1cm} (10)

It follows from the definition of $Z$ that

$$Z = \frac{E_x(0)}{\int_0^\infty j(x) \, dx} = \frac{-\frac{i \omega}{c} \int_0^\infty H_y(z) \, dz}{-\frac{4\pi}{c} H_y(0)} = \frac{4\pi i \omega \lambda}{c^2}$$ \hspace{1cm} (11)

where

$$\lambda = \frac{\int_0^\infty H_y(z) \, dz}{H_y(0)}$$

as in (4), but the $H_y$ may now be complex. In general $\lambda$ will also be complex, though it is clear that in the limit $\omega \to 0$ it will simply reduce to the static penetration depth defined earlier. Clearly, then, measurements of the surface impedance at sufficiently low frequencies can be used to give information about the penetration depth.

(vi) Effects of non-linearity; the quasi-static limit

Experimentally a situation in which a small alternating magnetic
field is superimposed on a steady field is often used. If non-linearity is present the steady and alternating fields cannot be considered in isolation and the results of the preceding section must be modified. It should be noted in passing that from definition (4), a field-dependent penetration depth implies the existence of non-linearity. We shall, however, concern ourselves only with the case in which the alternating fields are so small that we need consider only quantities which are of first order in them (though quantities of higher order in the static fields will have to be taken into account), and ac surface impedance can be defined as usual.

In this section we shall consider only the quasi-static limit, in which the frequency of the alternating fields is assumed to be so low that the superconductor is at each instant in the equilibrium state corresponding to the particular magnetic field present at its surface at that instant.

Following Ginsburg and Landau (1950), we neglect anisotropy effects, so that \( \lambda \) may be written as a function of \( H(0) \equiv H_0 \), so that

\[
\int_0^\infty H(z) \, dz = H_0 \lambda(H_0)
\]

(12)

for quasi-static fields, \( \lambda \) being the field-dependent static penetration depth. For small variations \( \delta H_0 \)

\[
\int_0^\infty \delta H(z) \, dz = \lambda(H_0) \delta H_0 + \delta H_0 \lambda'(H_0) \delta H_0
\]

(13)

(note the distinction between \( \delta H_0 \) and \( \delta H_0 \), \( \delta H_0 \) being the change in the amplitude of \( H_0 \)).
In the present case we may regard the oscillating component of the field as a small variation \( \delta H \). The surface impedance is then given by the following modification of (11):

\[
Z = 4\pi i \alpha / c^2
\]  

(11')

where now \( \alpha = \int_\infty^r \frac{\delta H(z) dz}{\delta H_0} \)  

(14)

Let us now consider two special cases: (i) \( \delta H_0 \perp H_0 \) and (ii) \( \delta H_0 \parallel H_0 \), which for experimental reasons are known as the longitudinal and transverse cases respectively. In the longitudinal case we have \( \delta H_0 = 0 \), and we obtain from (13) and (14) simply

\[
\tilde{\lambda}(H_0) = \lambda(H_0) \quad \text{(longitudinal)}
\]  

(15)

In the transverse case all magnetic fields lie in a fixed plane, so that (13) reduces to

\[
\int_\infty^r \delta H(z) dz = \left( \lambda(H_0) + H_0 \lambda'(H_0) \right) \delta H_0
\]

from which we deduce

\[
\tilde{\lambda}(H_0) = \lambda(H_0) + H_0 \lambda'(H_0) \quad \text{(transverse)}
\]  

(16)

This formula is valid for any penetration law and assumes only isotropy and the quasi-static approximation. A more general relation can be derived if anisotropy is present.

A case of particular interest is when \( \lambda \) depends parabolically on \( H_0 \) (as will always be the case for small fields). Assuming

\[
\lambda(H) = \lambda(0) \left[ 1 + a(H/H_c)^2 \right]
\]

we have

\[
\lambda(H) + H \lambda'(H) = \lambda(0) \left[ 1 + 3a(H/H_c)^2 \right]
\]

so that as pointed out by Ginzburg and Landau the field dependence of the surface impedance in the transverse case should be three times...
as great as in the longitudinal case in the quasi-static limit. It should be noted that this derivation makes no assumptions as to the detailed form of the penetration law.

(vii) Frequency-dependent effects

This difference between the longitudinal and transverse cases in the quasi-static limit results from the fact that in the transverse case the fields are changing in magnitude and consequently the order parameter also changes. Naively one would expect that the change in the order parameter might be some kind of relaxation process, and that with increasing frequency the order parameter would become less able to follow the changes in magnitude of the field. At high frequencies the order parameter would not change at all and the surface impedance would be the same in a given static field whatever was the direction of the oscillating field. Thus \( \frac{\delta Z_T}{\delta Z_L} \), the ratio between the field dependences in the transverse and longitudinal cases would change smoothly from 3 in the quasi-static limit to 1 at high frequencies.

(viii) Previous experimental results

The experimentally observed results on the field dependence of the surface reactance in superconducting tin are not at all in accordance with the simple picture derived in the last section. Observations have been made at various frequencies, 9.4 Gc/s by Pippard (1950), 3 Gc/s by Richards (1962), 1 Gc/s by Spiewak (1959) and 2 Mc/s by Sharvin and Gantmakher (1961).
Sharvin and Gantmakher observed values of $\xi Z$ in fair agreement with the G-L theory, and also a value of $\xi E T / \xi Z_L$ consistent with the quasi-static value of 3. The observations at higher frequencies have been summarized by Pippard (1961), essentially as follows:

(i) In the longitudinal case $\delta X$ is normally positive at all temperatures, as in the quasi-static limit.

(ii) In the transverse case $\delta X$ is positive for low temperatures (say below 0.7 $T_c$). Close to $T_c$ $\delta X$ is negative at the lower frequencies and becomes positive as the frequency is increased.

It follows that at moderately high frequencies and close to $T_c$, $\delta X_T / \delta X_L$ may actually be negative, showing that our picture of the last section is considerably oversimplified. It is clear that a significant change in the behaviour of $\delta X_T$ occurs between the frequencies 2 Mc/s and 1 Gc/s, and even for frequencies as low (compared, say, to the gap frequency) as 1 Gc/s the quasi-static approximation has broken down completely.

(ix) The present experiment

The object of the present experiment, suggested by Professor Pippard, was to start to fill in the previously mentioned gap in frequency, a factor of 500, between 2 Mc/s and 1 Gc/s. The frequency chosen was 170 Mc/s, and measurements were made of the field dependence of the surface reactance of superconducting tin over a wide range of temperatures in both the transverse and the longitudinal configurations.
(1) The resonance method

The essentials of the method employed to measure changes of surface impedance in the present experiment were suggested by Professor Pippard and are described in a paper by him (Pippard 1947). The basis of the method is to make a specimen of the substance under investigation in such a way that it will resonate electromagnetically at the frequency of interest (typically the specimen might be in the form of a resonant transmission line). Changes in the surface impedance of the specimen affect the boundary conditions satisfied by the electromagnetic field at its surface and hence its resonant frequency. More precisely, an increase in the surface reactance (assumed inductive) decreases the resonant frequency and an increase in the surface resistance decreases the $Q$ of the resonance. Assuming that there are no other important resonances nearby and that the fractional frequency change is small, the change in frequency can be taken as proportional to the change in surface reactance.

In order to make the sensitivity of the method as great as possible the specimen must be in the form of a wire. In fact the fractional change in frequency is then of the order of the change in penetration depth divided by the diameter of the wire, so the diameter of the wire must be as small as possible. Its length is governed by the fact that the lowest frequency resonance of a conductor has a free space wavelength of the order of twice its
greatest linear dimension.

(ii) The transmission method for determining resonant frequency

The resonant frequency was determined by the transmission method, the details of which can be seen from the photograph of fig. 2. The specimen is held inside a metal can into which two transmission lines go (in the photograph the can is removed to show details of the interior). The outer conductors of the transmission lines are connected to each other directly via the top of the can, and the inner conductors are joined by a loop of wire inside the can. An oscillator is connected to one transmission line and a matched detector to the other, the matching being adjusted so that in the absence of the specimen all the power is transmitted to the detector and none reflected back to the oscillator. When the specimen is in position and the oscillator is near the resonant frequency the specimen is set into oscillation, and some power is absorbed and some reflected, so that the power transmitted to the detector drops. An attenuator is placed between the oscillator and the specimen to prevent the oscillator being pulled by the reflected wave. In the ideal case a symmetrical resonance curve of power transmitted against frequency is obtained, but if the matching is not perfect an unsymmetrical resonance curve is obtained in general. Changes in the surface reactance will to a good approximation merely displace the whole resonance curve in frequency, if as in the present instance the frequency is so low that most of the losses are due to causes
other than the specimen. The effects of small changes in $Q$ can be partly eliminated by the observational technique described later (section vi).

(iii) The apparatus: the cryostat

The details of the cryostat design were worked out in conjunction with Professor Pippard and Mr. P. Sadler, and the construction was carried out by Mr. W. Undrill of the Mond Laboratory workshop. The essential parts are the two transmission lines for carrying the rf signal, the specimen holder, and a screening can to prevent loss of power from the specimen by radiation and to allow the specimen to be at a different pressure from the helium bath. In addition a tube was provided to allow specimens to be inserted from the top of the cryostat, which also allowed the separation between the specimen and the coupling loop to be varied during an experiment. The design of the lower part of the cryostat can be seen from the photograph (fig 2), and the diagram of fig. 3. The coaxial lines each consisted of a 3mm. O.D. copper-nickel tube outer conductor and an inner conductor of 26 S.W.G. Eureka wire. The wire was supported in the tube by some of the polythene insulator obtained from a commercial coaxial cable. The polythene was cut up into short lengths to avoid difficulties due to contraction and was threaded on to the wire before being inserted into the tube. The polythene was prevented from falling out at the bottom by a piece of polystyrene, which also served to support the inner conductor. The two lines were made separately and the inner wires soldered
together afterwards to make the coupling loop. At the top of each transmission line was a socket which would accept a standard G.E.C. plug; this was a design of Mr. Sadler's using a tapered PTFE washer as a vacuum seal. The tube for inserting the specimen was an 18 mm. O.D. copper-nickel tube. The specimen was held on the end of a long 5 mm. tube which at the top end passed through an O-ring seal and at the bottom end had attached two sets of brass spring fingers which bore against the inside of the 18 mm. tube. At the bottom of the tube holding the specimen was inserted a short length of copper wire, which could be bent in order to align the specimen correctly for insertion in the tube (a system invented by Chambers (unpublished)). The screening can was made from 30 mm. O.D. copper-nickel tube electroplated on the inside with copper to reduce resistive losses. The coaxial lines and the specimen insertion tube were soldered into a brass top plate, which rested via an O-ring seal on top of an assembly which could be connected to the laboratory vacuum line, a booster pump, a small rotary pump, or the helium return line (fig. 1). Provision was made for pumping the specimen space and for filling the specimen space with helium from the helium bath. The pressure in the specimen space could be read with a mercury manometer and the bath pressure by either a mercury manometer, a differential oil gauge or a McLeod gauge. Specimen temperatures were obtained from the bath pressure, an estimated hydrostatic correction of 0.45 mm. of mercury being added to those obtained above the lambda-point.
All soldered joints near the specimen had to be made of non-superconducting solder to avoid interference with the magnetic field. Hard solder was used for all joints except that holding the screening can, which it was foreseen might have to be removed later. For this joint a zine-cadmium alloy was used as solder. To avoid damage to the coaxial lines while this joint was being made, a water trough could be filled with cooling water which could be incorporated into the design and the heating was done electrically.

Thermal contact between the specimen and the helium bath was obtained by admitting into the specimen volume 1 cm. pressure of helium before cooling. The helium bath was contained in a glass Dewar surrounded by a liquid nitrogen shield. A temperature of 0.8 °K could be reached using the booster pump.

(iv) The apparatus 2: external circuitry.

The experimental arrangement in its final form is shown in the block diagram, fig. 4. In this section the arrangement used initially will be described.

Much of the equipment was that used previously for penetration depth measurements by McLean. We refer to McLean (1960) for fuller details not given here. The rf signal was generated by a triode oscillator constructed by McLean using a CV 273 triode with coaxial lines shorted by movable spring fingers as the frequency determining resonant elements. Coarse control of the frequency could be obtained by moving the spring fingers, while fine control could be obtained
by inserting metal or silica rods into the resonant line. The output was taken from one of the lines by variable capacitative coupling. The filament voltage was obtained from an accumulator and the HT supply from a stabilized power pack. Two-stage RC and LC filters of standard design in a screening can were used to prevent trouble due to power getting back along the supply lines. By careful setting of all the controls (grid voltage, feedback, length of coaxial lines) it was possible to get the oscillator to oscillate stably at the required frequency, with a drift which settled down eventually to a value of the order of 5 cycles/sec².

The frequency of the output was measured by a Beckmann/Berkeley pulse counter model 7370 together with a model 7572 heterodyne frequency converter, which together displayed the output in digital form. Both models were controlled by the same thermostatically controlled crystal oscillator with a stability of ± 3x10⁻⁷ per week.

The oscillator was connected to the input line of the cryostat by attenuating cable, which was also used between the oscillator and the frequency meter, the object in both cases being to prevent reflected signals.

The output from the cryostat was taken to an adjustable matching device and then to a rectifier consisting of a point-contact diode inserted in the inner conductor of the transmission line. The output from the rectifier was then taken, in the preliminary experiments, to a galvanometer.

A pair of Helmholtz coils was mounted on a Dexion framework
to provide horizontal (transverse) magnetic fields and a solenoid was used to provide vertical (longitudinal) fields. The field distributions were measured and found to vary by less than 5% over the specimen region. Each magnet had a resistance of the order of an ohm. The magnets were powered by a 25 volt battery supply and the current was controlled by series rheostats. In the preliminary experiments, the current was measured directly by a sub-standard ammeter. The earth's field was not compensated.

(v) Specimen preparation

As mentioned in section (i), the specimen must be in the form of a thin wire about half a wavelength long, or in the present case about 90 cm. The only suitable method for making and supporting wires of the necessary thinness is to cast them into fused silica capillary tubes and to leave them in the tubes during the experiment. Silica is suitable for this purpose because of its low electromagnetic losses and because tin contracts more than silica on cooling and does not stick to it, so that specimens prepared in this way have surface properties similar to those of unsupported specimens, as shown by Pippard (1950).

The first problem was to make capillaries of sufficient length. Capillaries are normally made by heating ordinary tubing in a flame while holding both ends till the viscosity of the quartz becomes very low, removing it from the flame and pulling sharply. The length of capillary required in the present case prevented this method on account of two factors, the length of the experimenter's
arms and the length to which the tube could be pulled before it got too cool to be stretched any further. The following method of making capillaries was accordingly devised. The top of the tube was held vertically in a clamp at a height of about six feet, and a weight of about \( \frac{1}{2} \) kg. was clamped to the bottom of the tube, leaving a gap of a few centimetres in between. To heat up the necessary volume of silica an oxy-acetylene torch fitted with a jet of size no. 10 or larger was used. This was directed at the region between the clamps while the weight at the bottom was held in the free hand. When the silica was almost molten the flame was removed and the weight immediately released and allowed to fall into a bucket of sand, drawing out the tube into a capillary in the process. Some practice was necessary to get suitable results; if an insufficiently hot flame was used the weight would not fall far enough, and if an insufficiently great region was heated up the resulting capillary would have an extremely fine bore, though there seemed to be no danger of the tube closing up completely. By this method capillaries of length about 130 cm. and bore of the order of 0.1 mm. could be made.

The long capillaries then had to be bent to a suitable compact shape which would go into the cryostat. An important factor in determining the shape was the necessity of being able to separate out the longitudinal and transverse field cases. Since the currents flow along the axis of the wire the rf field is transverse to the wire, so that the longitudinal and transverse field cases defined
in chapter 1 actually correspond to steady fields longitudinal and transverse to the wire in this case. Professor Pippard drew attention to a paper by Tapp (1932) describing a method for making helices from silica fibres. With a helical wire of small pitch angle the more interesting transverse field case can be realized approximately when the steady field is parallel to the axis of the helix, while with the field at right angles to the axis the field will be transverse in some places, longitudinal in others and in between the field will have components in both directions.

Attempts were made to apply the Tapp method to the production of helical capillaries. Essentially the principle was to wind the capillaries on to a graphite rod with a small flame playing on the point where the capillary first made contact with the rod, in order to bend the capillary. A miniature oxy-coal gas burner was made for this purpose. The rod was caused to move along its axis as it rotated by attaching it to a threaded rod rotating in a fixed mount. The capillary was guided in its approach to the rod by two slots and tensioned by friction or gravity. The main difficulty with this method was that the capillary tended to bend in polygons rather than smooth curves, and to become very fragile at the corners of the polygons. The maximum number of turns obtained by this method before the capillary stretched and snapped or met some other disaster was about ten, and was generally less. This was less than half of the length required, and various modifications tried met with no greater success.
In view of the difficulties involved in this method it was
decided to leave the helical geometry for the time being and try
a different one. This was essentially a zig-zag shape bent into
a cylinder, and one such specimen can be seen in fig. 5. The
production of such a shape involved only making a number of 180°
bends in the capillary. One advantage of this shape is that apart
from the bends all the wire is in one direction only, so that the
transverse and longitudinal field cases can be investigated separately.
However, there is the disadvantage that the length of the zig-zag
needs to be considerably greater than half the free space wavelength
at the resonant frequency. The reason for this is that adjacent
sections of the zig-zag carry currents in opposite directions, which
tends to decrease the magnetic energy for given currents and hence
the self-inductance, while they carry charges of the same sign, which
increases the electrostatic energy for given charge distribution
and hence decreases the self-capacitance. The net effect is that the
resonant frequency for a specimen of given length is increased.
Estimates were made of the magnitude of this effect by using the
variational principle to determine the frequency of resonance.
If we assume the current distribution along the wire in a normal
mode to be \( j(x) \) then the charge distribution (out of phase by \( \pi/2 \))
is given by the continuity equation to be \( \frac{d}{dx} q(x) \), \( q(x) \) being the frequency
of the mode. At one point in the cycle the energy is entirely
magnetic, the current being at its peak, and a quarter of a cycle
later the energy is entirely electrostatic, the charge density being
To view the variations in the field strength, it is necessary to know the energy content of the field. This can be done by treating the sections of the zig-zag as infinitely long, each one carrying a uniform charge density or current. For \( j(x) \) was assumed a Fourier series containing terms up to the fourth order, all except two vanishing by symmetry. The effect of the screening can be taken into account by the method of images.

The calculation showed that increases in length of the order of 50% would be required to make a specimen of the same resonant frequency as one which was half a free space wavelength long. The length would of course depend to a small extent on the diameter of the specimen and the number of sections of the zig-zag. To check this prediction a test specimen (fig. 6) was made up from some 0.005" niobium wire kindly provided by Dr. B. Abrahams. The wire was threaded through holes in two PTFE discs on a silica rod and held at the ends with araldite. The resonant frequency, measured in a liquid helium run, was about 10% less than the predicted value.

In deciding the length of capillary to be used for the real specimen to give the required resonant frequency, allowance was made for the dielectric nature of the silica, and on the strength of the result obtained with the test specimen a length of about 105 cm was decided on. It was also decided to make the specimen with 12
sections of zig-zag, this being a compromise between the necessity
of keeping the specimen short so that it should be in a fairly
homogeneous field, and the difficulty of making a specimen with
a larger number of sections.

The silica capillary was supported in triangular slots on the
edge of three mica discs of diameter 15 mm, spaced 3 cm. apart on
a 2 mm. silica rod, allowing just over 1 mm. clearance in the
specimen insertion tube. Before the discs were attached to the
rod one end of the rod was enlarged by heating in a flame and the
other end inserted into a brass sleeve just large enough to take
the main part of the rod. A 6 BA threaded rod was then screwed
into the sleeve and held by a locknut. When the specimen had been
made the silica rod was held firmly in the sleeve with black wax
and the threaded rod used to attach the specimen to the specimen
holder.

The adhesive used for attaching the mica discs to the central
rod and the capillary to the mica discs was araldite I. This had
two advantages compared to the usual two-tube form. In the first
place it is better able to withstand the temperatures involved in
filling the capillaries with molten tin. Secondly, as will be seen,
it's method of application made it possible to cure all the 36 joints
together instead of separately as would have been necessary using
two-tube araldite.

In the first attempts to make zig-zag specimens flat zig-zags
were first made, using the miniature flame to make the bends. This
operation proved to be fairly straightforward, but difficulty
was experienced making the zig-zag lie on the surface of a cylinder
while sticking it into the slots on the mica discs. It was then
realized that it would be much simpler to do the bending and
sticking operations in a single operation. To facilitate the
operation, a jig was constructed (Fig. 7) which allowed the specimen
to be rotated about its axis and about a line at right angles to the
axis. It should be explained at this point that araldite I is
a wax-like solid with a low melting point, which is cured by
heating. Since the adhesive is solid at room temperature the joints
have a certain amount of strength even before the adhesive is
cured, although of course the adhesive becomes liquid again when
it is heated for the curing process.

The specimens were made in the following way. First the mica
discs were stuck to the silica rod and the joints cured. The
specimen was then placed in the jig and the capillary rested in
the slots in the mica discs, and fixed temporarily with araldite I
as described above, using a miniature soldering iron run at
reduced voltage to apply the adhesive. The capillary was then bent
in the miniature flame, the specimen being rotated so that gravity
would cause the capillary to fall into the next set of slots. The
capillary was then stuck to the next set of slots and the process
continued as before.

When this process was finished the specimen was placed in an
oven to cure the joints. The capillaries were held in the slots
during this process by wrapping fine wires round them, the wires being kept in tension by attaching weights to their ends. The final step in preparing the specimens was to fill the capillaries with tin. In principle, the method was the following. One end of the capillary was sealed up. The capillary was evacuated and the open end immersed in molten tin. Nitrogen at atmospheric pressure was then used to force the molten tin into the capillary.

The experimental details were as follows. The tin used (Johnson Matthey spec. pure) was heated to red heat in a rotary pump vacuum to outgas it and reduce the danger of getting breaks due to bubbles in the column of tin in the capillary. The tin was bent into a ring and placed in the bottom of a metre long pyrex tube which had a small pip on the end to contain the tin after melting. The specimen was attached to a long rod going through a rubber bung at the top of the tube. The bung was also fitted with a tube for evacuating the system. A few inches of the open end of the capillary were left protruding beyond the specimen and, as suggested by Professor Pippard, the end was bent into such a shape as would prevent it being pulled against the side of the pyrex tube by the force due to the incoming tin.

The specimen having been positioned with the open end of the capillary in the pip, the tube was evacuated and clipped off. It was then placed vertically with its lower end in a furnace, which had been previously set to a temperature about 20°C above the melting point of tin. When the tin had melted and gone into the pip nitrogen was admitted into the tube. After allowing a few
minutes for the capillary to fill, the specimen was withdrawn slightly so that its end was clear of the tin, and the tube was removed from the furnace. At the first attempt a good specimen was obtained, all but about 1 cm. of the capillary being filled with a continuous length of tin. The protruding end of the specimen was broken off before the specimen was mounted.

(vi) **The preliminary experiments and the consequent modifications**

The first task was to find the resonant frequency of the specimen. This was originally done by using the fine tuning control of the oscillator and systematically covering the whole frequency range by setting the coarse controls suitably. The resonance showed itself as a sharp drop in output on the galvanometer.

This process took a few hours, but was later speeded up by using a Marconi signal generator no. TF 801D/1 lent by Dr. Dobbs as the oscillator. This could be tuned through the frequency range in a few minutes without the output power fluctuating violently as would have happened using the coarse control on the McLean oscillator. To make the detector fast enough to respond to the sudden change in output on going through the resonance, the attenuating cable was dispensed with, thus making the output large enough to be detented on an oscilloscope.

Trouble was experienced at the beginning due to short circuits in the transmission lines down to the cryostat. This was traced to damage caused to the polythene and polystyrene during the operation of soldering on the screening can. This difficulty was overcome by replacing the polythene in the relevant parts by pyrex.
and the polystyrene by araldite.

The method of measuring changes in resonant frequency of the sample was the following. The changes of resonant frequency on applying a magnetic field were so small (usually less than 1 kc/s or about 1% of the width of the resonance) as to make it unsatisfactory to proceed by plotting out complete resonance curves. Instead, the oscillator was set to a frequency on one side of the resonance, and the magnetic field switched on and off several times while noting down the galvanometer deflection, if necessary adjusting the oscillator tuning control to compensate for drift. These amplitude changes were then related to changes in resonant frequency by plotting a resonance curve at fixed magnetic field. To allow for possible changes in surface resistance the measurements were repeated on the other side of the resonance curve. Changes in surface resistance produce contributions of opposite sign in the two cases, and so averaging will largely eliminate the effects, in any case small, of surface resistance changes.

One disadvantage of the cryostat design manifested itself when the resonance had been found; the galvanometer spot showed violent jerky, irregular movements about the scale, making it difficult to estimate what to take as its mean position. This effect only occurred on resonance, indicating that it was due to fluctuations in resonant frequency, presumably due to motion of the specimen relative to the screening can. This effect was enhanced by the eccentric position of the specimen in the screening
can and by the lack of symmetry of the specimen about its axis (since the ends of the capillary define a preferred direction). These asymmetries allow changes of frequency which are first order in the displacement. The largest bursts of activity, corresponding to frequency changes of some kilocycles per second, could be clearly identified with events such as slamming doors in the vicinity, people walking in the corridor or noisy machines being used in the construction of the new practical classes nearby. The other troublesome disturbances were probably due to similar causes of intensity too small to be noticed by other means, rather than to the boiling of the nitrogen or the vibrations of the pump, which would have caused effects similar to random noise.

The exact way in which vibrations affected the output power did not become clear until the output was plotted on a pen recorder (figs. 8, 9). It will be seen from these traces that the disturbances tend to be in one direction only, and that their magnitude and sign vary in a similar manner to the second derivative of the amplitude with respect to frequency. This indicates that the measuring device is not responding to the fast vibrations of the specimen, but is acting as a square law detector, owing to the non-linearity of the amplitude-frequency curve. Therefore the noise can be reduced by working near the point of inflection of the resonance curve, and by broadening the resonance curve by coupling the specimen more strongly.
The effects of the external vibrations could probably have been made negligible if the specimen could have been fixed rigidly against the screening can. However, this was not very feasible with the present design, adopted to avoid the necessity of frequent soldering and unsoldering of the screening can, in which the specimen was inserted from the top of the cryostat. Failing this, various other devices were tried to reduce the vibration of the specimen. The screening can was supported in the helium dewar by spring fingers. The copper wire link to the specimen mentioned in section (iii) was stiffened with araldite once it had been bent into the correct position, and the effect of replacing the spring fingers supporting the specimen in the specimen insertion tube by a kinematic slide was noted but found to be negligible. A device invented by Preston-Thomas (1949) to prevent the nitrogen bubbling was made, but this was not very successful since it tended to block up when the nitrogen evaporated after a run. Finally, the only measure which had any significant effect was to work at night. Apart from the period when the porter made his nightly tour of the laboratory, there were few large disturbances then.

Improvements were also made to the detection side of the experiment. A twin-channel recording milliammeter was used to record the information obtained, and allow a less subjective separation of the signal from the noise. Into one channel was fed the output signal amplified by a galvanometer amplifier. A filter was placed between the crystal detector and the amplifier, just
as was used in the power supply to the oscillator, to prevent variable amounts of rf power being reflected back from the amplifier to the detector. To the other channel was connected a signal derived from the magnet current. The recorder was oil damped with a time constant of a few seconds. Readings were taken as before by switching the magnet on and off several times. Some trouble was had near the transition temperature owing to drifts in temperature of the bath, so an Adkins temperature stabilizer (Adkins 1961) was fitted. This type of stabilizer detects changes in the bath temperature by means of a differential oil manometer, and controls the temperature by altering the current through a heater at the bottom of the cryostat.

A few observations were made by this method, but it was soon decided to replace the recording milliammeter by a Moseley servo-controlled X-Y recorder. One advantage of doing this was that the whole behaviour of penetration depth as a function of field could be displayed by varying the field with the rheostats while plotting output power directly against magnet current. The signal corresponding to the magnet current was in this case obtained from the voltage developed across a shunt in series with the magnet. Further, the X-Y recorder had such a fast response time that it was possible to draw complete plots in between major disturbances affecting the specimen. It was also possible to compensate for the component of the earth's field in the direction of the magnet's field by plotting the behaviour with both directions of field and making use of the symmetry of the curve to find the point corresponding to zero total
A typical X-Y recorder plot, including traces giving the relation between output and oscillator frequency, is shown in fig. 9.

(vii) Miscellaneous observations and calibrations

Critical field curve

The critical field of the specimen was measured at various temperatures by setting the oscillator so that the specimen was in the centre of the resonance, and measuring output as a function of applied longitudinal field, the coupling to the loop being made fairly strong. When the specimen became normal the Q of the resonance dropped, causing the output to increase. There was a tendency for supercooling to occur, and for the transition to occur in a series of steps, but there was a fairly well defined field maximum transition in increasing fields, and this was taken as defining the critical field.

Critical temperature and transition width

The critical temperature of the specimen was obtained from the critical field curve as the temperature where the critical field extrapolated to zero. To find the width of the transition, the range of fields over which the transition took place at constant temperature was estimated from the curves used to find the critical fields close to the critical temperature, and this range was then converted to a value of the broadening of the critical temperature in zero field, using the slope of the critical field curve near the transition point.
Constants relating magnetic fields and currents through the magnets

The fields corresponding to a given current in the magnets were found by comparison with a standard solenoid made by Dr. Faber. A search coil connected to a ballistic galvanometer was used to compare the magnetic fields.

Constant relating resonant frequency changes to changes in penetration depth

The resonant frequency changes observed in the experiment are proportional to the changes in penetration depth, the constant of proportionality depending on the detailed geometry of the system. In the past, methods of varying degrees of sophistication have been used to determine this constant, but here we have adopted a fairly simple approach, as follows. Resonance curves were plotted in zero field at different temperatures (a typical plot is shown in fig. 8). At such low frequencies as those used in the present experiment the penetration depth in zero field is proportional to 

\[ z \propto (1-(T/T_c)^{1/2})^{-2/3} \]

over a fairly wide range of temperatures. This is confirmed by the experimental plot of resonant frequency against 

\[ z (\text{fig. 10}) \]

By extrapolating the linear portion of the curve to 

\[ z=0 \]

the frequency corresponding to zero penetration depth was found. The experimental curve was then used to find the frequency change corresponding to the penetration depth at any temperature. The method described was used to present all the experimental results as fractional changes in penetration depth at the temperature concerned.

Residual resistivity ratio

The residual resistivity ratio of the specimen was measured by
breaking the capillary at the ends of the specimen and soldering
leads to it. The specimen was connected in series with a standard
resistor and the voltages appearing across each were compared at
room temperature and liquid helium temperature by means of a
potentiometer, the currents being reversed to allow for thermal e.m.f's.
Chapter 3. Results and discussion

(1) Specimen characteristics

The characteristics of the specimen are given in the following table.

<table>
<thead>
<tr>
<th>Material</th>
<th>Johnson Matthey 'spec. pure' tin</th>
</tr>
</thead>
<tbody>
<tr>
<td>Total length</td>
<td>105 cm.</td>
</tr>
<tr>
<td>Room temperature resistance (291°K)</td>
<td>9.10 ohms</td>
</tr>
<tr>
<td>Residual resistance (4.2°K)</td>
<td>1.232 milliohms</td>
</tr>
<tr>
<td>Residual resistivity ratio</td>
<td>7390</td>
</tr>
<tr>
<td>Mean diameter</td>
<td>0.0144 cm.</td>
</tr>
<tr>
<td>Relaxation time (4.2°K)</td>
<td>1.55 x 10^{-10} sec.</td>
</tr>
<tr>
<td>Mean free path (4.2°K)</td>
<td>0.0034 cm.</td>
</tr>
<tr>
<td>Transition temperature</td>
<td>3.715°K</td>
</tr>
<tr>
<td>Transition width (field)</td>
<td>2.2 gauss</td>
</tr>
<tr>
<td>Transition width (temperature)</td>
<td>0.015°K = 0.004 T_c</td>
</tr>
<tr>
<td>Critical field curve</td>
<td>see fig. 11</td>
</tr>
<tr>
<td>Resonant frequency</td>
<td>174 Mc/s</td>
</tr>
</tbody>
</table>

The determination of most of the quantities in table I has been described already. The mean diameter was determined from the room temperature resistance, assuming a resistivity of 1.4 x 10^{-5} ohm cm. (from the Chemical Rubber Publishing Company Handbook of Chemistry and Physics 1962-3). The relaxation time and mean free path at helium temperature were obtained from the observed resistivity and data for tin given by Fawcett (1960).
The crystal orientation of the specimen was not measured, but owing to its shape it is unlikely that solidification would have proceeded gradually from one end to the other, and so the specimen probably consisted of a large number of differently oriented crystals of length of the order of 1 cm.

(ii) The field dependence of the penetration depth

The experimental results are tabulated in tables II and III (next page). The magnetic fields are given in gauss and the frequency changes $\Delta\nu$ in kc/s. The results are displayed graphically in figs. 12-15. In figs 12 and 13 the fractional penetration depth change $\Delta\lambda/\lambda$ is plotted against the reduced magnetic field $H/H_c$ for various temperatures in the transverse and longitudinal cases, and in figs. 14 and 15 $\Delta\lambda/\lambda$ is plotted as a function of reduced temperature for various values of $H$, using interpolated values of $\Delta\lambda/\lambda$ obtained from the curves of figs. 12 and 13. For clarity some curves have been omitted from fig. 12, but fig 14 contains the points derived from the omitted curves as well. In fig. 14 temperature has been plotted on a logarithmic scale to expand the region near $T_c$.

(iii) Errors

Almost certainly the main source of error in the experiment was that caused by the irregular mechanical disturbances to the specimen mentioned in chapter 2, section vi. The pen recorder trace reproduced in fig. 9 was taken at a temperature where the change in
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Note  In tables II and III the left hand column is the temperature in degrees Kelvin. The pairs of numbers to the right are the experimental observations, the upper member of the pair being the field in gauss and the lower member the observed resonant frequency change in kc/s.

Table II  Transverse field

<table>
<thead>
<tr>
<th>Temperature</th>
<th>Field</th>
<th>Frequency change</th>
</tr>
</thead>
<tbody>
<tr>
<td>3.686</td>
<td>0.14</td>
<td>0.28</td>
</tr>
<tr>
<td></td>
<td>0.43</td>
<td>0.57</td>
</tr>
<tr>
<td></td>
<td>0.71</td>
<td>0.85</td>
</tr>
<tr>
<td>3.679</td>
<td>0.06</td>
<td>0.26</td>
</tr>
<tr>
<td></td>
<td>0.70</td>
<td>1.02</td>
</tr>
<tr>
<td></td>
<td>1.32</td>
<td>1.64</td>
</tr>
<tr>
<td></td>
<td>1.88</td>
<td>2.06</td>
</tr>
<tr>
<td>3.664</td>
<td>0.09</td>
<td>0.34</td>
</tr>
<tr>
<td></td>
<td>0.74</td>
<td>1.15</td>
</tr>
<tr>
<td></td>
<td>1.63</td>
<td>1.97</td>
</tr>
<tr>
<td></td>
<td>2.28</td>
<td></td>
</tr>
<tr>
<td>3.647</td>
<td>0.24</td>
<td>0.65</td>
</tr>
<tr>
<td></td>
<td>1.07</td>
<td>1.48</td>
</tr>
<tr>
<td></td>
<td>1.79</td>
<td></td>
</tr>
<tr>
<td>3.637</td>
<td>0.12</td>
<td>0.46</td>
</tr>
<tr>
<td></td>
<td>0.88</td>
<td>1.15</td>
</tr>
<tr>
<td></td>
<td>1.50</td>
<td>1.72</td>
</tr>
<tr>
<td>3.610</td>
<td>0.04</td>
<td>0.14</td>
</tr>
<tr>
<td></td>
<td>0.27</td>
<td>0.42</td>
</tr>
<tr>
<td></td>
<td>0.56</td>
<td>0.71</td>
</tr>
<tr>
<td></td>
<td>0.86</td>
<td>0.98</td>
</tr>
<tr>
<td></td>
<td>1.08</td>
<td>1.14</td>
</tr>
<tr>
<td>3.584</td>
<td>0.04</td>
<td>0.10</td>
</tr>
<tr>
<td></td>
<td>0.18</td>
<td>0.27</td>
</tr>
<tr>
<td></td>
<td>0.35</td>
<td>0.42</td>
</tr>
<tr>
<td></td>
<td>0.50</td>
<td>0.57</td>
</tr>
<tr>
<td>3.558</td>
<td>1.4</td>
<td>2.8</td>
</tr>
<tr>
<td></td>
<td>4.3</td>
<td>5.7</td>
</tr>
<tr>
<td></td>
<td>7.1</td>
<td></td>
</tr>
<tr>
<td>3.520</td>
<td>1.4</td>
<td>2.8</td>
</tr>
<tr>
<td></td>
<td>4.3</td>
<td>5.7</td>
</tr>
<tr>
<td></td>
<td>7.1</td>
<td>8.5</td>
</tr>
<tr>
<td></td>
<td>9.9</td>
<td>11.4</td>
</tr>
<tr>
<td>3.479</td>
<td>2.8</td>
<td>5.7</td>
</tr>
<tr>
<td></td>
<td>8.5</td>
<td>11.4</td>
</tr>
<tr>
<td></td>
<td>14.2</td>
<td>17.0</td>
</tr>
<tr>
<td></td>
<td>0.03</td>
<td>0.08</td>
</tr>
<tr>
<td></td>
<td>0.08</td>
<td>0.13</td>
</tr>
<tr>
<td></td>
<td>0.15</td>
<td>0.18</td>
</tr>
<tr>
<td></td>
<td>0.21</td>
<td>0.22</td>
</tr>
<tr>
<td></td>
<td>0.21</td>
<td></td>
</tr>
<tr>
<td>3.414</td>
<td>2.8</td>
<td>5.7</td>
</tr>
<tr>
<td></td>
<td>8.5</td>
<td>11.4</td>
</tr>
<tr>
<td></td>
<td>14.2</td>
<td>17.0</td>
</tr>
<tr>
<td></td>
<td>19.9</td>
<td></td>
</tr>
<tr>
<td></td>
<td>0.00</td>
<td>0.00</td>
</tr>
<tr>
<td></td>
<td>-0.01</td>
<td>-0.05</td>
</tr>
<tr>
<td></td>
<td>-0.10</td>
<td>-0.18</td>
</tr>
<tr>
<td></td>
<td>-0.27</td>
<td>-0.38</td>
</tr>
<tr>
<td></td>
<td>-0.53</td>
<td></td>
</tr>
<tr>
<td>3.050</td>
<td>5.7</td>
<td>11.4</td>
</tr>
<tr>
<td></td>
<td>17.0</td>
<td>22.7</td>
</tr>
<tr>
<td></td>
<td>28.4</td>
<td>34.1</td>
</tr>
<tr>
<td></td>
<td>39.8</td>
<td>45.4</td>
</tr>
<tr>
<td></td>
<td>0.00</td>
<td>-0.01</td>
</tr>
<tr>
<td></td>
<td>-0.05</td>
<td>-0.10</td>
</tr>
<tr>
<td></td>
<td>-0.18</td>
<td>-0.27</td>
</tr>
<tr>
<td></td>
<td>-0.38</td>
<td>-0.53</td>
</tr>
</tbody>
</table>
Table II (continued)

<table>
<thead>
<tr>
<th></th>
<th>2.47</th>
<th>1.97</th>
<th>1.65</th>
<th>1.26</th>
<th>1.19</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>8.5</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
<td>17</td>
</tr>
<tr>
<td></td>
<td>17.0</td>
<td>-0.01</td>
<td>-0.03</td>
<td>-0.03</td>
<td>34</td>
</tr>
<tr>
<td></td>
<td>25.6</td>
<td>-0.04</td>
<td>-0.11</td>
<td>+0.03</td>
<td>51</td>
</tr>
<tr>
<td></td>
<td>34.1</td>
<td>-0.08</td>
<td>-0.24</td>
<td>+0.08</td>
<td>68</td>
</tr>
<tr>
<td></td>
<td>42.6</td>
<td>-0.13</td>
<td>-0.51</td>
<td>+0.16</td>
<td>85</td>
</tr>
<tr>
<td></td>
<td>51.1</td>
<td>-0.20</td>
<td>-0.21</td>
<td>+0.21</td>
<td>102</td>
</tr>
<tr>
<td></td>
<td>59.6</td>
<td>-0.42</td>
<td>-0.42</td>
<td>+0.21</td>
<td>119</td>
</tr>
<tr>
<td></td>
<td>68.2</td>
<td>-0.64</td>
<td>-0.64</td>
<td>+0.15</td>
<td>128</td>
</tr>
<tr>
<td></td>
<td>76.7</td>
<td></td>
<td></td>
<td></td>
<td>160</td>
</tr>
</tbody>
</table>

Table III  Longitudinal field

<table>
<thead>
<tr>
<th></th>
<th>3.662</th>
<th>3.473</th>
<th>3.041</th>
<th>2.076</th>
<th>1.046</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>0.85</td>
<td>4.2</td>
<td>7.6</td>
<td>15</td>
<td>19</td>
</tr>
<tr>
<td></td>
<td>1.69</td>
<td>8.4</td>
<td>15.2</td>
<td>30</td>
<td>38</td>
</tr>
<tr>
<td></td>
<td>2.54</td>
<td>12.7</td>
<td>22.8</td>
<td>46</td>
<td>57</td>
</tr>
<tr>
<td></td>
<td>3.38</td>
<td>16.9</td>
<td>30.4</td>
<td>61</td>
<td>76</td>
</tr>
<tr>
<td></td>
<td>4.23</td>
<td>21.1</td>
<td>38.0</td>
<td>91</td>
<td>114</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>45.6</td>
<td>106</td>
<td>133</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>53.2</td>
<td></td>
<td>152</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>0.00</td>
<td>-0.03</td>
<td>-0.04</td>
<td>-0.06</td>
<td>-0.01</td>
</tr>
<tr>
<td></td>
<td>-0.02</td>
<td>-0.08</td>
<td>-0.06</td>
<td>-0.08</td>
<td>-0.02</td>
</tr>
<tr>
<td></td>
<td>-0.11</td>
<td>-0.16</td>
<td>-0.06</td>
<td>-0.08</td>
<td>-0.04</td>
</tr>
<tr>
<td></td>
<td>-0.35</td>
<td>-0.34</td>
<td>-0.11</td>
<td>-0.13</td>
<td>-0.02</td>
</tr>
<tr>
<td></td>
<td>-0.79</td>
<td>-0.34</td>
<td>-0.17</td>
<td>-0.19</td>
<td>-0.19</td>
</tr>
</tbody>
</table>

The errors in temperature determination above 20°C, where the
pressure was determined from the pressure derivative, would be
important only near Tc. Any systematic errors would affect the determi-
nation of Tc in the same way, and hence not affect 20°C. Without such errors,
penetration depth was large, and most traces had considerably worse signal to noise ratio than fig. 9. The values of $\Delta \nu$ given in Table I were derived not from the recorder traces themselves but from hand-drawn smooth curves drawn on top of the traces following the general trend of the traces but with the noise removed. Traces where the noise was so great that the location of such a curve was doubtful were discarded. The procedure described is somewhat subjective, but in view of the non-random nature of the noise probably gave better results than an exact integration procedure would have done. However, since the points of the curves of figs. 12 and 13 have themselves been derived via hand-drawn curves, no information can be deduced from the accuracy with which they lie on the curves drawn. This comment is not applicable to figs. 14 and 15, since there the points on a given curve correspond to different temperatures and involve independent calculations from a set of different recorder traces. Therefore an estimate of the random errors can be obtained from the scatter of the points in figs. 14 and 15. This indicates that the absolute error in $\Delta \lambda/\lambda$ should be generally less than 0.2% in the transverse case and 0.1% in the longitudinal case, the corresponding relative errors being of the order of 15%.

The errors in temperature determination above 1.5°K, where the pressure was determined from the mercury manometer, would be important only near $T_c$. Any systematic errors would affect the determination of $T_c$ in the same way, and hence not affect $T/T_c$, while random errors
are small compared with the width of the transition in zero field. Temperature determinations below 1.5°K using the McLeod gauge are liable to be too great by an amount of the order of 0.1°K, owing to the presence of a leak which was not noticed at the time in the connection to the McLeod gauge.

The broadening of the transition \( \Delta T_c/T_c = 0.004 \) should not be important except for the two highest temperatures at which observations were carried out. These observations appear only in fig. 14, and it can be seen that the points for the temperatures concerned do indeed deviate appreciably from the curve.

The earth's magnetic field is approximately a quarter of that corresponding to the width of the transition, and should therefore not have had an important effect on the results. The errors in field determination and the inhomogeneities of the field over the specimen were both small compared with the errors in the determination of \( \Delta l \).

Various other possible sources of error were investigated. A trace was taken in the usual way with the specimen off resonance, using somewhat greater magnetic fields and sensitivities than those used during the penetration depth measurements, and it was found that the magnetic field had no detectable effect on the amplitude of the output of the oscillator. It also had no significant effect on its frequency.

Another possible source of error would occur if the magnetic
field could exert a mechanical force on the superconducting specimen and displace it relative to the screening can, thus altering the resonant frequency. To investigate this possibility, the Helmholtz coils were moved from their symmetrical position so as to create a strongly inhomogeneous field near the specimen, and the effect on the recorder trace noted. There was no appreciable effect apart from a small change in the scale of the X axis due to the change in the field at the specimen, indicating that magnetic forces on the specimen were not a significant source of error.

Another source of error which must be considered is that at the ends of the zig-zag the current is flowing in a different direction to that elsewhere, causing a mixing of the longitudinal and transverse field configurations. One observed effect of this was that the $Q$ of the resonance decreased sharply at fields of the order of $\frac{1}{2}H_c$ in both the longitudinal and transverse field configurations. However, from the short length of the end sections one would estimate that the error introduced by them in fields smaller than those required to produce the sharp decrease in $Q$ would be less than five per cent, except possibly in the longitudinal case near $T_c$, where an appreciable reduction in the observed value of $\Delta\lambda/\lambda$ might result.

Finally, there is the question of whether the surface of the specimen was suitable for this type of experiment. Not very much can be said on this point, but as will be seen later the observations in the longitudinal field case are in fair quantitative agreement with the predictions of the G-L theory, which increases confidence
in the validity of the observations in the transverse case (where agreement with the G-L theory is not expected). Sharvin and Gantmakher (1961) found that straining their specimens considerably increased the value of $\alpha$ (eqn. 6, chapter 1), but this may not be a relevant point here as they were using a considerably different frequency.

In summary, it would appear that the results obtained should show the correct general behaviour of the penetration depth in a magnetic field, but that the vibratory disturbances to the specimen have prevented results more accurate than about 15% from being obtained.

(iv) Discussion of the results

Longitudinal field

It will be seen from fig. 15 that the value of $\Delta \lambda/\lambda$ for given longitudinal $h$ is not strongly temperature dependent, changing by only a factor of 2 over the temperature range covered. The effect tends to become less as the transition temperature is approached. Assuming a value for $\chi$ of 0.16, the prediction of the G-L theory has been plotted in fig. 13, and it is seen that it is in fair agreement with the experimental results. These conclusions are in agreement with those found at 2 Mc/s for their good specimens by Sharvin and Gantmakher (1961). However, it should be pointed out that the region of validity of the G-L theory for tin is quite small (i.e. $T/T_c \gg 1-\chi^2$). See, for example Gor'kov 1960), so that agreement would be expected only for the curve $T/T_c = 0.986$ in any...
case. The region where the G-L theory is not valid has, it is believed, not been investigated theoretically.

Transverse field

In the transverse field case there is no resemblance at all between the predictions of the G-L theory and the experimental results. For example, for h=0.4, the G-L theory predicts a $\Delta \lambda / \lambda$ of 2.3% (allowing for the averaging effect discussed in the appendix, which increases $\Delta \lambda / \lambda$ by a factor 2), while the maximum observed at any temperature is 1.1%. More significantly, the maximum value of the ratio in the transverse and longitudinal cases is only 0.6 times that expected in the quasi-static limit (6, allowing for the averaging effect). Furthermore, for temperatures above about 0.93 $T_c$ and below about 0.45 $T_c$, $\Delta \lambda / \lambda$ even has the wrong sign. These observations are in disagreement with those at 2 Mc/s, where the G-L theory gives good agreement with experiment as in the longitudinal case, but are more similar to those obtained at higher frequencies (1 and 3 Gc/s). However, at the higher frequencies the low temperature sign reversal of $\Delta \lambda / \lambda$ does not occur and the high temperature sign reversal occurs at a lower temperature (of the order of 0.75 $T_c$ as opposed to 0.93 $T_c$). These differences could possibly be due to anisotropy effects.

One observation which may be important in testing any theory which may be proposed to explain the experiments is the detailed shape of the $\Delta \lambda / \lambda$ against $H$ curves (figs. 12 and 13). In the longitudinal case these are roughly parabolic (as predicted by the G-L
theory), as also in the transverse case in the region defined approximately by \(0.5 T_c < T < 0.85 T_c\). At low temperatures in the transverse case there is an \(H^4\) term in \(\Delta \lambda / \lambda\) sufficient to cause its sign to change from negative to positive as \(H\) is increased.

More interesting, however, is the behaviour near \(T_c\). At temperatures near 0.97 \(T_c\) the behaviour is quite well approximated by the law \(\Delta \lambda / \lambda \propto |H|\). This relation implies that the quadratic approximation, \(\Delta \lambda / \lambda \approx \left\{ 1 + a(\lambda / H_c) \right\} \), must break down in very small fields. Indeed, the breakdown occurs at such a low field that it is best seen not in the plotted curves but in the original recorder traces. Fig. 9, taken at 0.972 \(T_c\), is a good example. Owing to the noise on the recorder traces it is difficult to tell exactly where the quadratic approximation breaks down, but the following observations can be made:

(i) As \(T\) is reduced the range of \(H\) over which the quadratic approximation is valid becomes less, the corresponding field \(H\) being roughly constant and of the order of 0.5 gauss.

(ii) At the temperature where the effect is most pronounced (\(\sim 0.97 T_c\)) the quadratic approximation is valid only over a range \(|H| < 0.1\) or less.

(iii) The effect is visible in traces taken down to 0.937 \(T_c\), but at lower temperatures becomes lost in the noise.

The effect observed cannot be explained as due to the earth's magnetic field, whose only effect would be to tend to smear out such an effect if it existed. A similar remark would apply to explanations...
based on inhomogeneities of the specimen or the field, and it does not appear possible either to explain the effect as due to the presence of normal regions. It is, of course, possible that smearing out of the effect has occurred in the present case, and that the field concerned is even smaller than 0.5 gauss.

The same effect has also been observed at higher frequencies, though not so clearly, since observations were not made in very small fields, as they were in the present experiment. In particular, the curves plotted by Spiewak (1958) at 3.320°K and by Richards (1962) at 0.894 T_c are similar to the curve of fig. 9.

It would clearly be desirable for the effect in small fields to be investigated further, using compensating coils for the earth's field and a detection system which measured $\frac{d\lambda}{dH}$ or $\frac{d^2\lambda}{dH^2}$ directly.

(v) **Summary of the discussion of results**

(i) In a longitudinal field $\Delta\lambda/\lambda$ is always positive and is roughly in accordance with the G-L theory.

(ii) In a transverse field $\Delta\lambda/\lambda$ is negative at low temperatures and near $T_c$, and positive otherwise. The observations bear no relation to the predictions of the G-L theory, but are in many ways similar to those at higher frequencies.

(iii) There is evidence that in the transverse case near $T_c$ the quadratic approximation for the dependence of $\lambda$ on $H$ breaks down in very small fields, of the order of 0.5 gauss.
Appendix  The unconvolution of the integrals occurring in
the transverse field configuration

When a transverse field $H$ is applied to a cylindrical superconducting wire the field at a point on its surface is $2H\sin\phi$, where $\phi$ is the angle between the field direction and the radius vector to the point. This local field $h$ (we abandon previous notation for this appendix) is position-dependent and in general different from $H$, so that when one measures a field-dependent quantity such as the penetration depth, which in a local field $h$ has a value $f(h)$, what one obtains is not $f(H)$ ($H$=applied field) but an average over the surface of the cylinder

$$\overline{f}(H) = \frac{2}{\pi} \int_0^{\pi/2} f(2H\sin\phi) \, d\phi$$

(1)

where it is assumed that $f$ depends on the magnitude of $h$ only and not on its direction.

It is easily verified that if $f(h)$ has the form $a+bh^2$ then $\overline{f}(H)$ is $a+2bH^2$, a fact we have used previously in this chapter. In general, however, $f$ will be a more complicated function and the question arises how $f$ can be found if $\overline{f}$ is known (the unconvolution problem), and whether the solution is unique. This problem has not in general been attempted in the past, in the belief that its solution would involve a tedious trial and error procedure. The object of this appendix is to show that such a procedure is not necessary. A simple analytic solution will be derived and applied to an experimental curve.

Consider the expression
\[ I(H) = \int_0^H f(\eta) d\eta \]
\[ = H \int_0^H f(H \cos \theta) \sin \theta \, d\theta \quad \text{(putting}\ \eta = H \cos \theta) \]
\[ = \frac{2H}{\pi} \left\{ \int_0^{\pi/2} d\phi \int_0^{\pi/2} f(H \cos \theta) \sin \theta \, d\theta \right\} \]
\[ = \frac{2H}{\pi} \left\{ \int_0^{\pi/2} \int_0^{\pi/2} \sin \theta \, d\theta \, d\phi \cdot f(H \cos \theta) \right\} \]
\[ = \frac{2H}{\pi} \int f(H \cos \theta) \, dS \]

where the last integral is over an octant of a unit sphere and \( \theta, \phi \) are polar coordinates.\(^*\)

Going over now to Cartesian coordinates
\[ x = r \sin \theta \cos \phi \]
\[ y = r \sin \theta \sin \phi \]
\[ z = r \cos \theta \]
we obtain
\[ I = \frac{2H}{\pi} \int f(Hz) \, dS \]

whence by symmetry we deduce
\[ I = \frac{2H}{\pi} \int f(Hy) \, dS \]

Writing as an ex-mathematican to physicists, I suppose it is necessary here for me to interject the remark that the sphere has no physical significance whatever. This appendix may serve as a good example of the fact that out of mathematical abstraction may come results which are useful to the physicist (as it is hoped fig. 16 will demonstrate).
Combining this result with the definition of \( I(H) \), we obtain

\[
I(H) = \frac{dI}{dH} = \frac{1}{H} \int_{0}^{\pi/2} \tilde{f} \left( \frac{2H \sin \theta}{\sin \phi} \right) \sin \phi \, d\phi
\]

which provides an explicit solution to the unconvolution problem. If \( \tilde{f} \) is known for fields up to \( H_0 \), equation (2) gives \( f \) uniquely for fields up to \( 2H_0 \). In particular, although one can carry out measurements in a transverse field only up to about \( \frac{1}{2}H_0 \), information can be obtained about the local behaviour in all fields up to \( H_0 \).

Equation 2 was tried out on the values of \( \Delta x/\lambda \) from the observations in a transverse field at 0.341 \( T_0 \) (curve (i) of fig. 16). Curve (ii) is the \( \Delta x/\lambda \) curve obtained by substituting in eqn. (2). Finally, the values of \( \Delta x/\lambda \) obtained were substituted back in eqn. (1), giving curve (iii). It will be observed that the agreement between (i) and (iii) is quite good, considering the rather crude methods which were used to perform the integrations.

I am indebted to Mr. N. Th. Varopoulos for drawing my attention to the fact that a problem to which the present one can be transformed was solved by the mathematician Abel in the nineteenth century. Abel's work appears not to have been used previously in connection with the present problem.

In view of the fact that the unconvolution process in this and other cases investigated produced no important changes in the general shape of the curves, it was decided that it was not worth doing a systematic unconvolution of all the results. In any case, any
The theoretical formula can be convoluted to compare with the experimental results more quickly than the experimental results can be unconvoluted to compare with the theory, as the former operation need be done only once to deal with all the results.

Firstly there is the theory of Dreselmaekers and Dreselmaekers (1940). This theory assumes a simple two-fluid model, with the superfluid obeying the London equation and the normal fluid being described by the Boltzmann equation allowing for the effect of the magnetic field in bending the orbits of the normal electrons. Some features of the observations can be explained qualitatively, but the theory has the following defects:

(i) A detailed fit of the theory to the observations requires the effective mass of the normal electrons to be taken by a factor of nearly $10^3$ in some cases than it is in the normal state (Richardson 1943).

(iii) The theory does not account for the fact that the large deviations from the G-L theory are confined to the transverse data.

(iii) The theory does not account for the small-field breakdown of the quadratic approximation for $\lambda$.

(iv) The anomalous effects at low temperatures observed in the present experiment cannot be explained in the theory since at such low temperatures the number of normal electrons is negligible.

(v) The theory does not explain the observation of a dependence of the effects of impurities (Richardson 1943).

In turn, part of the theory of London (1936) is that it assumes that at a critical pressure and temperature that of second order in superfluid helium might be observed in these solutions to such a
In this chapter the theories which have been put forward to attempt to explain the anomalous (negative) sign of $\Delta \lambda/\lambda$ will be described.

Firstly there is the theory of Dresselhaus and Dresselhaus (1960). This theory assumes a simple two-fluid model, with the superfluid obeying the London's equation and the normal fluid being described by the Boltzmann equation, allowing for the effect of the magnetic field in bending the orbits of the normal electrons. Some features of the observations can be explained qualitatively, but the theory has the following defects:

(i) A detailed fit of the theory to the observations requires the effective mass of the normal electrons to be less by a factor of nearly $10^3$ in some cases than it is in the normal state (Richards 1962).

(ii) The theory does not account for the fact that the large deviations from the G-L theory are confined to the transverse case.

(iii) The theory does not account for the small-field breakdown of the quadratic approximation for $\lambda$.

(iv) The anomalous effects at low temperatures observed in the present experiment cannot be explained on the theory since at such low temperatures the number of normal electrons is negligible.

(v) The theory does not explain the observations of Richards on the effects of impurities (Richards 1962).

We turn next to the theory of Bardeen (1958). Bardeen assumed that a wave disturbance analogous to that of second sound in superfluid helium might be possible in superconductors. In such a
wave the oscillating quantity would be not the total density of electrons as in plasma oscillations but instead the temperature and the order parameter $n_s$. Since in the surface impedance experiments a transverse magnetic field but not a longitudinal one causes oscillations in $n_s$ (chapter 1), second sound can be excited in the former case but not the latter. By some mechanism not specified in detail by Bardeen, this might cause the anomalous sign of $\Delta \lambda / \lambda$ in the transverse case. In addition, the effects might be larger near $T_c$ owing to the larger number of normal electrons present there, while the effect of adding impurities might be to damp out the second sound waves, thus explaining the observations of Richards.

Although some type of collective excitation similar to second sound may be responsible for the effects observed, it does not seem likely that the type occurring in helium can occur under the conditions of the experiments. In second sound in helium the normal fluid undergoes 'hydrodynamic flow'. By this is meant that there is local equilibrium, with non-zero mean velocity of the excitations of the normal fluid, caused by excitation-excitation collisions, which do not alter the total momentum of the normal fluid. Under the conditions of the experiments on surface impedance, the electron-electron collision relaxation time is long compared with the relaxation time for the decay of a normal current through collisions of the normal electrons with the boundaries of the specimen or with impurities. Hence hydrodynamic flow of the normal electrons is not possible. Furthermore, in the Bardeen theory, the
wavelength of the second sound is supposed to be of the order of the penetration depth. This is considerably shorter than the mean free path in the experiments on pure tin, so that again the conditions for treating the motion of the normal electrons as hydrodynamic flow are violated.

The question arises as to whether a different type of second sound can exist, in which the extreme opposite condition, mean free path $\gg$ wavelength is satisfied. This type of second sound would bear the same relation to the other kind as that of zero sound to ordinary sound in fluids. The possibility has been investigated independently by Thouless (1960) and by Josephson (unpublished), who arrived by different methods at essentially the same dispersion relation. This is very complicated and has not so far been analysed in detail. However, the following conclusions can be stated:

(i) The velocity of such a disturbance if it existed would be of the order of the Fermi velocity, i.e. of the order of $10^4$ times as great as that of Bardeen's type of second sound.

(ii) The dispersion equation has no phonon-like solutions at any temperature, with the possible exception of a region close to $T_c$ (a published statement to the contrary by Thouless and Tilley has since been withdrawn following the discovery of a numerical error).

The situation close to $T_c$ has not hitherto been investigated.

It can be seen from the above that so far there is no satisfactory theory to account for all the observations and their complicated dependence on all the parameters involved. Possibly some combination
of the ideas of the Bardeen and Dresselhaus theories may solve the problem, but it seems likely that a new idea may be necessary before a full explanation is obtained.

(1) Introduction

The characteristic features of transconductive systems, the Meissner effect, zero resistivity, quantized persistent current, in macroscopic time and quantized flux lines, are the consequences of a long-range ordering process of an essentially quantum nature.

Part II of this dissertation deals with the properties of superconducting systems partitioned by thin barriers of insulating material in bulk are not superconducting. Such systems have been the subject of much recent experimental work. In such systems, very high dielectric barriers (separating a superconductor from a normal metal) have little effect. We shall deal with such questions as the following: What effect does a barrier have in the superconducting long-range order? What happens to the macroscopic coherence of a superconducting barrier when the barrier thickness approaches the limit of behavior possible?

What distinguishes superconducting systems from all other systems is a special amount of the coherence length associated with the ordering process. In some systems, the coherence length is very, very large, but in others it is very small. This is an important feature of the way these new superconducting systems work. It is important for the superconducting behavior of a material because changing the barrier thickness is the way which determines the range of coherence length in the superconducting system.
Part II

SUPERCURRENTS THROUGH BARRIERS

(i) Introduction

The characteristic features of superconducting systems, the Meissner effect, zero resistivity, quantized persistent currents in macroscopic rings and quantized flux lines, are the consequences of a long-range ordering process of an essentially quantum nature. Part II of this dissertation deals with the properties of superconducting systems partitioned by thin barriers of substances which in bulk are not superconducting. Such systems have become the subject of much recent experimental work, in connection with both dielectric barriers (tunnelling) and barriers of normal metals (proximity effects). We shall deal with such questions as the following: What effect does a barrier have on the superconducting long-range order? What happens to the characteristic features of a superconductor as the barrier is made thicker? Are new types of behaviour possible?

What distinguishes superconducting systems from all other systems is a special property of the parameter which describes the ordering process. In normal systems the order parameter (e.g. spin density in a ferromagnetic system) can be uniquely defined irrespective of the gauge chosen for the electromagnetic potentials. This is not so for the order parameter $\psi$ of a superconductor, which changes under a gauge transformation in the same way as do wave functions in elementary quantum mechanics:
where $\mathcal{A}$ and $A$ are the scalar and vector electromagnetic potentials respectively, $X$ is the scalar function of position defining the gauge transformation and $e^*$ is a constant having the dimensions of electric charge. Since there exists a particular gauge transformation (with $X$ independent of position and time) which multiplies $\psi$ by a constant phase factor and leaves the electromagnetic potentials unchanged, it follows that the phase of $\psi$ is not a physically meaningful quantity; it is only the phase differences between its values at different points of space that are important. The theory of Ginzburg and Landau (1950) assumed an order parameter of this type. It can be shown that the theory leads to a Meissner effect, and to quantized persistent currents and flux lines (Ginzburg and Landau (1950), Abrikosov (1957), Keller and Zumino (1961)). It was shown by Gor'kov (1959) that the existence of an order parameter with the properties postulated follows from the microscopic theory of superconductivity, with $e^*$ equal to $2e$, the charge of the Cooper pairs present in the superconducting state. It will not be necessary in setting up the phenomenological theory of barriers to consider the exact meaning of the order parameter, and so we shall not deal with this question here.

After these preliminaries let us return to consideration of the properties of barriers. We have seen that the ordering process
consists of a long-range correlation of the phase of \( \psi \). If now a barrier divides a superconductor into two parts, it is clear that if it is thick enough it will prevent the phase correlations getting across it. It should therefore be possible in that case to vary the phases of \( \psi \) in the two parts independently of each other.

Consider now the opposite extreme of a very thin barrier, which we can think of as being a two-dimensional array of impurity atoms. As its thickness tends to zero we approach a situation in which there is no barrier at all. In the absence of a barrier \( \psi \) must vary continuously with position; it is not possible to draw a plane dividing the superconductor into two parts and to alter the phases of \( \psi \) in the two parts independently, as this would introduce a discontinuity in \( \psi \) in crossing the plane.

We see that as the barrier is changed from a very thick one to a vanishingly thin one the system loses the degree of freedom corresponding to the ability to alter the phases independently as just described. By what mechanism can this loss take place? The answer is the following very simple one. The free energy of the system contains a contribution from the barrier region which depends on the relative phases of the values of \( \psi \) on the two sides of the barrier, and whose magnitude becomes greater as the barrier is made thinner. With very thick barriers the free energy contribution from the barrier is negligible and the phases are able to vary arbitrarily with respect to each other. As the barrier is made thinner, however, the barrier energy begins to exert an influence
and the phases become effectively locked together.

A change in behaviour as a function of barrier thickness which is more directly related to experiment is the question of whether a barrier can pass supercurrents, i.e. currents at zero applied voltage. In the limit of a vanishingly thin barrier supercurrents must be able to flow just as in the bulk metal, while thick barriers do not transmit supercurrents. In practice it is observed that tunnelling specimens of resistance less than about an ohm almost invariably show critical supercurrents of the order of milliamps, while specimens of resistance greater than about 10 ohms show no detectable currents at zero voltage. Before discussing the relationship between this observation and the phase locking, it will be convenient to consider the relationship between long-range order and zero resistivity in superconductors in general.

Let us consider in the first place a normal metal in a state not too far removed from equilibrium (e.g. a wire fed from a current generator). It is then possible to define approximately a local chemical potential for electrons (the Fermi level). Quasi-particles continuously move about from one part of the metal to another, tending to produce an equilibrium state with the same chemical potential everywhere. However, since the quasi-particles move only a short distance between collisions, it is quite possible to have a situation where there is local equilibrium everywhere without general equilibrium, i.e. the chemical potential can change slowly with position. Furthermore, it is only in non-equilibrium
states that non-zero currents can occur, since only then is there anything to determine in which direction the currents should flow. This situation can be avoided in the case of the superconductor, as we shall see, by assuming that the time dependence of the order parameter is related to the local chemical potential. The exact form of the relation can be obtained by extending a basic result of the Gor'kov (1958) theory, according to which the order parameter of a superconductor in equilibrium at a chemical potential \( \mu \) is everywhere proportional to \( e^{-2i\mu t/\hbar} \). The natural extension of this result to non-equilibrium situations is that the rate of change of the phase of the order parameter at any point is equal to \( \frac{2}{\hbar} \) times the local chemical potential. This assumption is consistent with the gauge transformation (1). From it one can deduce that in a steady state there can be no potential differences in a superconductor if long range phase correlations are present in \( \psi \), since a difference in the potential at two points would result in the phase relationship between the values of \( \psi \) at the two points changing with time.

The possibility of deriving zero resistance from long range order in this way is confined to superfluid systems, since only in these does the order parameter transform under gauge transformations in such a way as to allow a suitable expression for the chemical potential to be obtained. It should be noted also that the existence of a position-dependent order parameter permits currents to occur even when the chemical potential is independent of position, since their magnitude and direction can be determined by the details of the spatial variation of the order parameter.
Returning now to the effects of phase locking in barriers, by a similar argument we see that if there is phase locking zero voltage supercurrents of magnitude determined by the phase relationships between the values of $\psi$ on the two sides of the barrier may occur, but if the phases are not locked then the usual mechanism for maintaining the potential of the superconductor the same everywhere is absent, and only resistive currents can flow across the barrier.

(ii) Basic phenomenological formulae

In this section we shall derive a set of phenomenological formulae with which to investigate the macroscopic properties of barriers. While in the derivation of these formulae from microscopic theory it may well be necessary to consider the full details of how quantities such as $\psi$ vary as one goes through the barrier, it is clear that as far as macroscopic phenomena are concerned the problem is essentially a two-dimensional one, and we must first consider what set of physical quantities is necessary to specify the problem. In the first place let us consider the following set:

(i) the order parameters on each side of the barrier.

(ii) the currents and magnetic fields in the neighbourhood of the barrier.

(iii) the potential difference across the barrier.

A difficulty arises in connection with the quantities (ii), since owing to the smallness of the penetration depth these quantities
should be regarded as varying in three dimensions. To avoid excessive complications we shall here deal only with situations where the regions on each side of the barrier extend away from the barrier for distances large compared with the penetration depth, and that magnetic fields if they are present are appreciable only in the neighbourhood of the barrier. In this case we can assume that the magnetic fields are parallel to the barrier and are determined uniquely, according to some penetration law, by the field in the barrier itself. This device reduces the problem back to two-dimensional form, since only the field in the barrier need appear in the equations. Generalization to the case of thin films separated by a barrier could be obtained by including also the fields at the outside edges of the films, but we shall not attempt this here.

For our purposes the set of quantities (i) is more than we require. We shall be interested here only in small magnetic fields and currents, which do not appreciably affect the magnitude of the order parameter but only its phase. Furthermore, only differences in the phase of the order parameter are physically meaningful. It follows that the effects of the order parameter in the neighbourhood of a point of the barrier can enter only through the difference between the values of its phase on the two sides.

For simplicity we shall assume that the barrier is flat and occupies the plane z=0. The quantities required to specify the problem are now
(i) \( \phi(x,y,t) \equiv \arg \psi(x,y,0^+,t) - \arg \psi(x,y,0^-,t) \), the change in the phase of \( \psi \) as one crosses the barrier from negative \( z \) to positive \( z \),

(ii) \( H_x(x,y,t) \) and \( H_y(x,y,t) \), the components of the tangential magnetic field in the barrier,

(iii) \( V(x,y,t) \equiv \frac{1}{\varepsilon_0} \mu(x,y,0^+,t) - \mu(x,y,0^-,t) \), the potential difference across the barrier,

and (iv) \( j_z(x,y,t) \), the current through unit area of barrier.

We must now derive equations relating these quantities. Firstly, from Maxwell's equations we have

\[
\frac{\partial H_y}{\partial x} - \frac{\partial H_x}{\partial y} = \frac{4\pi j_z}{c} + \frac{1}{c} \frac{\partial D_z}{\partial t} \tag{2}
\]

The displacement current term must be included since there may be large electric fields in the barrier. An expression for it may be found by regarding the barrier as a capacitor. Since the normal component of \( D \) in the region between the plates of a capacitor is equal to \( 4\pi \) times the charge per unit area on its plates, the displacement current may be expressed in terms of \( C \), the self-capacitance of the barrier per unit area, and the potential difference \( V \) across it, giving the result

\[
\frac{\partial H_y}{\partial x} - \frac{\partial H_x}{\partial y} = \frac{4\pi C}{c} \frac{\partial V}{\partial t} = \frac{4\pi j_z}{c} \tag{3}
\]

Next we must find equations giving the time and spatial variations of \( \phi \). Firstly, from the relation assumed (section (i)) between the chemical potential and the rate of change of the phase of \( \psi \), which may be written as
we obtain the equation
\[
\frac{\partial \text{arg } \psi}{\partial t} = -\frac{2eV}{\hbar}
\]  
(4)

To derive a formula for the spatial variation of \( \phi \) is rather more difficult. The problem was first solved by Anderson (private communication), who pointed out that the situation was similar to those occurring in the phenomena of interference between electron beams in the presence of a magnetic field (Ehrenberg and Siday 1949) and of flux quantization in superconductors. By using gauge invariance he was able to prove the following result (Anderson and Rowell 1963, Anderson 1963): consider two points \( P \) and \( Q \) on opposite sides of the barrier and outside the region of the magnetic field, joined by two curves crossing the barrier at different points \( A \) and \( B \). The difference between the phases of \( \phi \) at \( A \) and \( B \) is proportional to the flux enclosed between the two curves, one flux quantum \( h\phi/2e \) corresponding to a phase difference of \( 2\pi \). This result may also be obtained directly from the Ginzburg-Landau equations, by similar calculations to those used by Keller and Zumino (1961) in their treatment of flux quantization. In differential form the result may be written:
\[
\frac{\partial \phi}{\partial x} = \frac{2ed}{\hbar c} H_y 
\]

\[
\frac{\partial \phi}{\partial y} = -\frac{2ed}{\hbar c} H_x 
\]
(6)

In deriving the exponential properties of barriers we neglected only the term in (3). In practice, it is necessary to include exponential terms as well. Here the effective thickness of the region of magnetic field.
near the barrier, i.e. \( \int_{-\infty}^{\infty} H(z) dz \) where \( H(z) \) is equal to \( \lambda_1 + \lambda_2 + t \), where \( \lambda_1, \lambda_2 \) are the penetration depths on each side of the barrier and \( t \) is the barrier thickness.

One more equation is needed to complete the description of the system, namely an expression for the current through the barrier, \( j_z \). This can only be obtained from basic theory, which we defer to section (vi), but the most important features can be deduced from general considerations. Firstly we recall that in the situation where phase locking occurs there is a zero voltage supercurrent through the barrier which is determined by the phase difference.

We may therefore write in this case:

\[
  j_z = j_z(\varnothing) \tag{7}
\]

where \( j_z \) must of course be a periodic function owing to the nature of \( \varnothing \).

In the more general case (\( V \) non-zero and \( \varnothing \) time-dependent) we must expect that extra terms will have to be added to the right-hand side of (7). One such term will be the term corresponding to the ohmic currents across the barrier, which will be a function of \( V \).

In the case in which \( V \) is constant and the transmission coefficient through the barrier for quasi-particles is assumed to be small compared to unity, \( j_z \) is given (Josephson 1962) by an expression of the form

\[
  j_z = j_1(V) \sin \varnothing + \{ \sigma_0(V) + \sigma_1(V) \cos \varnothing \} V \tag{8}
\]

In deriving the macroscopic properties of barriers we shall keep only the term in (8) corresponding to zero-voltage supercurrents, on the grounds that this term should be the chief factor in determining
the basic properties, though it must be borne in mind that we are thereby leaving out of consideration all damping effects, which are due to the terms omitted. We shall therefore replace (8) by the relation

\[ j_z = j_1 \sin \varphi \]  

(9)

with a constant \( j_1 \). Equations (3), (5), (6) and (9) are the required set of equations for providing a complete phenomenological description of the behaviour of barriers. From them can be derived an equation involving only \( \varphi \):

\[
\nabla^2 \varphi - \frac{1}{v^2} \frac{\partial^2 \varphi}{\partial t^2} = \lambda^{-2} \sin \varphi
\]

(10)

where

\[
v = c/(4\pi d)\frac{1}{\lambda}
\]

(11)

\[
\lambda = (\varepsilon c^2/8\pi j_1 d)^{\frac{1}{2}}
\]

(12)

and \( \nabla^2 \) is the two-dimensional operator \( \frac{\partial^2}{\partial x^2} + \frac{\partial^2}{\partial y^2} \). Since (10) is a non-linear partial differential equation, it will not be possible to obtain the general solution, and we shall confine ourselves to considering important limiting cases.

(iii) **Thermodynamics**

In this section we shall derive a relationship between the supercurrent through a barrier under equilibrium conditions and the free energy associated with the barrier. This can be used to investigate the stability of time-independent solutions of the equations derived in the last section. The proof given here is based on a *gedankenexperiment*, in the spirit of classical thermodynamics. A more mathematical type of proof has been given by
Anderson (1963). Since we expect both the free energy associated with the barrier and the current density through it to be determined by the local value of $\phi$, it will be sufficient in deriving the relationship between them to consider a barrier so small that the spatial variations of $\phi$ over it may be neglected. Let us consider two systems $A$ and $B$, which are identical except for the fact that $A$ contains a barrier and $B$ does not, i.e. $B$ is a single superconducting region. Suppose that $A$ and $B$ are connected to generators supplying an identical current $I$ to each. The free energies of $A$ and $B$ will be functions $F_A, F_B$ respectively of $I$. If $I$ is changing voltages $V_A, V_B$ will appear across $A$ and $B$. Equating the free energy changes to the work done by the generators, we obtain

$$\frac{d F_i}{dt} = V_i I dt \quad (i=A \text{ or } B)$$

so that

$$d(F_A - F_B) = (V_A - V_B)I dt.$$

Now since $A$ and $B$ are identical except for the barrier, $F_A - F_B$ is simply $F$, the free energy associated with the barrier, and $V_A - V_B$ is equal to $V$, the voltage across the barrier.

Hence

$$dF = V I dt = \frac{K}{2e} \frac{d\phi}{dt} I dt = \frac{K}{2e} I d\phi$$

so that

$$I = \frac{2e}{K} \frac{dF}{d\phi}$$

Expressing (13) in terms of quantities per unit area, we obtain the more generally valid result

$$J_z = \frac{2e}{K} \frac{dF}{d\phi}$$

where $f$ is the barrier free energy per unit area. In the special
case of eqn. (9), therefore, we obtain for the barrier free energy per unit area:

\[ f = -\frac{\hbar}{2e} j_1 \cos \phi + \text{const.} \]  

(15)

(iv) Equilibrium properties

If \( \phi \) is independent of time, (10) reduces to

\[ \nabla^2 \phi = \lambda^{-2} \sin \phi \]  

(16)

This equation was first derived by Anderson (private communication) and by Ferrell and Prange (1963).

If the transverse dimensions of the barrier are small compared with \( \lambda \), one solution of (16) has \( \phi \) approximately constant. It then follows from (9) that \( j_z \) is also constant over the barrier, and takes its maximum value \( j_1 \) when \( \phi \) is equal to \( \pi/2 \). In this case \( j_1 \) therefore has the interpretation of the critical supercurrent per unit area of barrier.

Interference of supercurrents

A more general solution of (16), obtained by neglecting the right-hand side, and valid when \( j_1 \) and consequently \( \lambda^{-2} \) is small, is

\[ \phi = \frac{2e d}{\hbar c} (H_x x - H_y y) + \alpha \]

where \( H_x, H_y \) and \( \alpha \) are constants. From (6) we see that this is a solution with a constant field \( (H_x, H_y, 0) \) in the barrier. This is the solution which will be set up when an external field \( (H_x, H_y, 0) \) whose direction lies in the plane of the barrier, is applied to the barrier. The total current through the barrier is then given by
\[ I = \int j_1 \sin \phi \, dS = \text{Im} \left[ \int j_1 \exp \left\{ i \left( \frac{2i \epsilon d}{\mu_c} (H_y x - H_x y) + \alpha \right) \right\} \, dS \right] \]

\[ = \text{Im} \left[ e^{i \alpha} \int j_1 \exp \left\{ \frac{2i \epsilon d}{\mu_c} (H_y x - H_x y) \right\} \, dS \right] \]

where \( \text{Im} \) denotes the imaginary part and the integrals are taken over the barrier. The critical supercurrent through the barrier is given by the maximum value of this expression with respect to changes in \( \alpha \), and is

\[ I_c = \left| \int j_1 \exp \left\{ \frac{2i \epsilon d}{\mu_c} (H_y x - H_x y) \right\} \, dS \right| \quad (17) \]

The integral occurring in (17), regarded as a function of a two-dimensional vector \( (H_x, H_y) \), is simply the Fourier transform of \( j_1 \) with suitable scaling factors and rotated through a right angle. This fact allows us to make the following observation: the square of the critical current through the barrier, regarded as a function of the magnetic field applied to the barrier, is similar in functional form to the Fraunhofer diffraction pattern of an aperture having the same shape as the barrier and transmission coefficient everywhere proportional to \( j_1 \). The field dependence of the critical current has been studied experimentally in two cases. For a rectangular barrier (17) predicts a critical current for fields parallel to an edge of the barrier of the form \( \left| (\sin \phi)/\phi \right| \), with minima occurring when the flux enclosed by the barrier is a non-zero multiple of the flux quantum. Behaviour of this type has been observed by Rowell (1963). The second case is the analogue of the interference pattern produced by two coherent point sources, and has been investigated by Jaklevic et al. (1964), whose experimental...
arrangement consisted of two tunneling barriers connected in parallel. The critical current of the combination was found to be approximately a periodic function of the applied field. It is interesting to note that according to (17), the critical current of the barriers connected in parallel is in general less than the sum of the critical currents which each barrier would have if measured by itself. As pointed out by Jaklevic et. al., their experiment shows that the range of the superconducting long-range order is at least as great as the separation of the two barriers, which in one case was as great as 3.5 mm.

The Meissner effect and the mixed state

Another case of interest occurs when $\phi$ is everywhere small, so that in (16) $\sin \phi$ can be replaced by $\phi$. (16) then reduces to

$$\nabla^2 \phi = \lambda^{-2} \phi$$

This is simply the London's equation in two dimensions, and implies that in small magnetic fields there will be a Meissner effect, i.e. currents and magnetic fields will be confined to a region near the edge of the barrier and will fall off with distance from the edge as $e^{-r/\lambda}$. Anderson (private communication) and Ferrell and Prange (1963) have pointed out that this effect will reduce the critical current even in zero magnetic field below the value corresponding to a current density of $j_1$ per unit area.

For typical barriers used in tunneling experiments $\lambda$ is of the order of 1 mm.

Let us now consider qualitatively what will happen in the general
case, given by equation (16). It is clear that the Meissner effect will be destroyed in sufficiently large fields, just as in bulk superconductors, because the exclusion of the magnetic field increases the Gibbs free energy of the system, and in sufficiently large fields this increase cannot be compensated by the lowering of barrier energy obtained by having $\mathcal{O}$ everywhere small in the interior of the barrier. The situation when the Meissner effect has been destroyed is analogous to that occurring in the mixed state of type II superconductors, and the transition to the mixed state will occur when it becomes energetically favourable for a single quantized flux line to enter the barrier. As shown by Abrikosov (1957) in the case of type II superconductors, the critical field is simply related to the Helmholtz free energy per unit length of a flux line. This energy is calculated in the appendix, and the corresponding critical field shown to be

$$H_{c1} = \left(32 \mu j_1/\pi d \right)^{\frac{1}{2}}$$

(19)

This is typically of the order of a gauss.

Ferrell and Prange (1963) have investigated the one-dimensional form of equation (16) and in particular have found the maximum field at the edge of the barrier for which a solution with a Meissner effect (field decaying exponentially at large distances from the edge) is possible. This field they find to be $(\pi/2)H_{c1}$, i.e. greater than the thermodynamic transition field. The solutions with $H > H_{c1}$ must be metastable. The explanation for their existence, as in the case of type II superconductors (Bean and Livingston 1964),
is that there is an attractive force between a flux line and the edge of the barrier, so that a flux line has to overcome a potential barrier before it can get into the interior of the barrier. Similarly, metastable solutions corresponding to the mixed state can occur in all applied fields down to zero field.

We have so far assumed the barrier to be homogeneous. Let us now consider briefly the effects of inhomogeneities. As in the case of type II superconductors inhomogeneities will tend to pin the flux lines (Anderson 1962), and this will lead to the possibility of supercurrents being carried by the interior of the barrier as well as by its edge, the Lorentz force on the flux line being balanced by the pinning force. A particular example of this is the supercurrent carried by a superconducting bridge across the barrier.

(v) Non-equilibrium properties

In this section we shall confine ourselves to the case of dielectric barriers, since in the case of normal metal barriers the damping effects due to shunting of the supercurrents by normal currents will be very important and cannot be neglected.

Non-equilibrium properties of barriers can be classified into two types, according to whether there is a dc voltage across the barrier or not. According to (5), in the former case $\phi$ will increase progressively with time, so that oscillatory effects will occur through oscillations in $\sin \phi$ and hence in $j_z$, even in the absence of applied oscillating fields. In the latter case $\phi$ will
oscillate about a mean value, and these oscillations will be damped out by resistive effects unless they are sustained by applied oscillating fields.

The non-equilibrium properties of barriers are described by equation (10): 

\[ \nabla^2 \phi - \frac{1}{\nu^2} \frac{\partial^2 \phi}{\partial t^2} = \lambda^2 \sin \phi \]

In the limit of zero supercurrents, i.e., \( \lambda^2 \to 0 \), this reduces to the two-dimensional wave equation. This corresponds to the fact that in this limit the barrier is behaving as a transmission plane (two-dimensional transmission line), the velocity of propagation being \( v \). We shall now consider the properties which depend specifically on the existence of supercurrents.

A. No dc voltage

We shall deal only with the situation in which \( \phi \) undergoes small oscillations about the solution \( \phi = 0 \), corresponding to zero and the barrier is uniform, magnetic field and current. In this case we may replace \( \sin \phi \) by \( \phi \), obtaining the equation

\[ \nabla^2 \phi - \frac{1}{\nu^2} \frac{\partial^2 \phi}{\partial t^2} = \lambda^2 \phi \]  

(20)

On substituting into (20) the plane wave solution \( \phi = \exp \left( i (w t - k x) \right) \), we obtain the dispersion relation, illustrated in Fig. 17,

\[ \left( \frac{w}{w_0} \right)^2 = (k \lambda)^2 + 1 \]  

(21)

where \( w_0 = \nu / \lambda \).

\( w_0 \) is typically a few \( \text{GHz} \). It follows from (21) that waves cannot be propagated for \( w < w_0 \). In the static limit \( k \) tends to \( i / \lambda \). This

Fig. 17 Frequency dependence of the wave number \( k \) and the edge impedance \( Z \) for small amplitude electromagnetic waves propagating along a barrier in the absence of steady fields and currents.
is merely a restatement of the Meissner effect. For \( w \gg \omega_0 \) the propagation velocity tends to \( v \), its value in the absence of supercurrents.

A case of some interest is that for which \( w = \omega_0 \) and \( k = 0 \). In this case the phase is the same over the whole barrier, and so by (6) there are no magnetic fields. This type of disturbance is in effect a plasma oscillation, reduced in frequency to the microwave region owing to the small density of charge carriers in the barrier, and localized in the barrier owing to its frequency being below the plasma cut-off frequency in the bulk superconductor.

In the \( k = 0 \) case, in which \( \phi \) is independent of position, we may drop the assumption of \( \phi \) being small, and obtain the pendulum equation (Anderson 1963)

\[
\frac{d^2 \phi}{dt^2} + \omega_0^2 \sin \phi = 0 \tag{23}
\]

As mentioned previously, in the absence of dc voltages oscillatory disturbances can be set up only if they are excited externally, for example by applying ac voltages across the edge of the barrier. It is therefore of interest to calculate the impedance presented to a source connected across the edge of the barrier, i.e. the voltage across the barrier divided by the current flowing across the edge. The latter is related to the magnetic field in the barrier by Maxwell's equations, so that using equations (5), (6) and assuming for \( \phi \) the plane wave solution, valid in the case of a semi-infinite barrier, we obtain for the edge impedance per unit length
\[ Z = \frac{4\pi d_0}{k c^2} \]  

(24)

The variation of \( Z \) with frequency is shown in fig. 17. Below \( \omega_0 \), \( Z \) is purely inductive, while above it \( Z \) is purely resistive. This is due to the fact that only above \( \omega_0 \) can travelling waves carry energy away from the barrier.

Owing to the smallness of \( d \), \( Z \) is normally very small (\( < 10^{-3} \text{ ohm cm.} \)), but it is larger near \( \omega_0 \), by an amount depending on the damping of the plasma type oscillation.

The phenomena discussed here could probably be observed in a barrier in the form of a thin-film transmission line, it being necessary of course to ensure that the power applied was not so great as to cause the breakdown of the linear approximation (20).

The separation into normal modes of the type discussed here of the thermal and zero-point fluctuations of \( \phi \) could be used as the starting point of a calculation of their magnitude, a quantity which would determine whether the phase locking discussed in section (i) would occur. Detailed calculations have hitherto not been performed (see, however, Anderson and Rowell (1963), Anderson (1963) and Josephson (1964) for a qualitative discussion).

B. **Finite dc voltage**

In this case \( \phi \) increases progressively with time, so that the approximation that \( \phi \) is small can no longer be made. In general (10) can only be solved numerically, and the solutions may be expected to have very complicated behaviour, as is confirmed by experimental results (Fiske 1964, Eck et. al. 1964, and various unpublished...
observations. For small \( j_1 \), however, (10) may be solved approximately by an iterative procedure, thus allowing the main features of the solutions to be seen. To do this we write (10) as two equations:

\[
\nabla^2 \phi - \frac{1}{v^2} \frac{\partial^2 \phi}{\partial t^2} = \frac{j_z}{j_1^2/2}
\]

(25)

\[
j_z = j_1 \sin \phi
\]

(26)

As a zero order approximation we may solve (25) with the appropriate boundary conditions, putting the right-hand side equal to zero. These boundary conditions will depend on the dc voltage and on what oscillatory fields if any are being applied to the barrier. The value of \( \phi \) obtained can then be substituted into (26) to obtain a value of \( j_z \) which is used as the right-hand side of (25) in the next approximation, and so on. We shall now consider separately the cases with an applied oscillating field present or absent.

(a) No oscillating field applied

In this case an appropriate zero order solution of (25) (Eck et al. 1964) is

\[
\phi_0 = \frac{2e\phi}{\mu_c} (H_x x - H_y y) + \frac{2e}{\mu} Vt + \alpha
\]

(27)

giving

\[
j_z = j_1 \sin \left[ \frac{2e\phi}{\mu_c} (H_x x - H_y y) + \frac{2e}{\mu} Vt + \alpha \right]
\]

(28)

where \( V \) is the dc potential difference and \( (H_x, H_y, 0) \) is the steady magnetic field. We see that the supercurrent oscillates with angular frequency \( \omega = 2eV/\mu \) (the ac supercurrent), and that if the magnetic field is non-zero the current distribution varies as in a travelling wave, with velocity \( Vc/|H|d \). The value (28) of \( j_z \) must now be substituted into (25) to give a first order correction term \( \phi_1 \) to \( \phi \).
\( \phi_1 \) will oscillate with the frequency \( \omega \) of the driving term \( j_z \). We shall not here attempt any detailed calculations, but only note two qualitative features. Firstly, \( \phi_1 \) may be expected to be large when \( \omega \) is near a resonant frequency of the barrier, i.e. a frequency at which the homogeneous equation

\[
\nabla^2 \phi + \frac{\omega^2}{\nu^2} \phi = 0
\]

(29)

has a non-zero solution satisfying appropriate boundary conditions. Secondly, \( \phi_1 \) may also be expected to be large when the ratio between the potential difference and the magnetic field is such that the waveform of the ac supercurrent (cf. also sub-section (b)).

Experimental evidence for the occurrence of both types of oscillation by Eck et al. (1964) are from these calculations it can be seen that the excess dc current arises from a distortion of the waveform of the ac supercurrent (cf. also sub-section (b)).

The existence of the \( \phi_1 \) term will show itself experimentally as a modification of the dc current-voltage characteristics of the barrier. However, the equations set up in section (ii) are not sufficient in themselves to treat these modifications. This is because of our neglect of dissipative processes. If a barrier has a dc potential across it and a dc current through it, energy is being continuously supplied to the barrier, and a steady state situation can occur only if there is some mechanism present for dissipating the energy. We may turn this argument round and obtain a qualitative picture of the behaviour of the dc characteristics by noting that any dissipative process must lead to a dc current through the barrier in order that energy can be conserved. The rate of dissipation will be greater when large oscillating electromagnetic fields are present, i.e. when \( \phi_1 \) is large for either
of the reasons considered previously (the $\varnothing_0$ term gives rise only
to dc fields when substituted into (5) and (6)). In both these cases
the condition for $\varnothing_1$ to be large is one which involves the voltage
across the barrier, so that the current-voltage characteristics
should show a resonant peak at a particular voltage or voltages.
This has been confirmed by detailed calculations in one particular
case by Eck et al. (1964), and from these calculations it can be
seen that the excess dc current arises from a distortion of the
waveform of the ac supercurrent (cf. also sub-section (b)).
Experimental evidence for the occurrence of both types of
resonant process has been obtained. Fiske (1964) has observed
step-like characteristics with rapid rises of current at voltages
which are independent of magnetic field, though other features of
the characteristics are strongly field-dependent just as is the
value of the critical zero-voltage supercurrent. The excess currents
observed by Fiske are probably due to the excitation of standing
waves in the barrier at characteristic resonant frequencies given
by (29). The negative resistance portions of the resonant peaks
were presumably unstable under the conditions of the experiment
and were not observed.

Eck, Scalapino and Taylor (1964) have obtained evidence for the
occurrence of the other type of resonant process. They observed
characteristics with a resonant peak at a field-dependent voltage
given, to within experimental error, by the velocity matching
condition $Vc/(|H|d) = v$.

One further case of interest is that of zero magnetic field and
a uniform barrier, which reduces as in the zero-voltage case to the pendulum equation (23). It is clear that in this case there can be no resonant type of behaviour (remember that we are now dealing with solutions in which $\phi$ increases progressively with time). This conclusion depends specifically on our assumptions of zero magnetic field and barrier uniformity, which allow equation (10) to be reduced to an ordinary differential equation. Some experimental support for it is provided by the observation that when barriers are made by a method which gives good uniformity of barrier thickness the step-like structure often becomes more pronounced in a magnetic field.

For completeness it should be noted that a more complicated type of behaviour is also possible (Shapiro 1963), in which the barrier voltage jumps back and forth between two different values at a rate determined by the external circuit parameters. This behaviour may be due to a negative resistance region of the characteristic, as suggested by Shapiro, or to the fact that the load line of the barrier may not intersect its dc characteristic (as happens in the neon-tube time base).

(b) Oscillating fields applied

When both dc voltages and oscillating fields are applied together to a barrier a new possibility arises; the ac supercurrent resulting from the dc voltage may become locked to the oscillations of the applied field. This can happen only if the ratio between the two frequencies is a simple rational number. If locking of
the ac supercurrent to an applied field of fixed frequency occurs then the dc component of the current is free to vary, since the system has available one degree of freedom corresponding to the possibility of altering the phase relationship between the two oscillations (a specific example will be considered later), while on the other hand the dc component of the voltage is fixed by the voltage-frequency relation (5), since the mean value of d\$\phi$/dt is fixed by the frequency of the field to which the ac supercurrent is locked. This situation is analogous to that occurring in the discussion of the dc supercurrent (section (i)), where the voltage was fixed at zero while the current could vary over a finite range. In the present case the dc characteristics will have a number of constant-voltage regions at finite voltages as well as at zero voltage. The voltage of these regions should be exactly constant as far as the present theory goes, being determined only by the frequency of the applied oscillating field, while in the case of Fiske's experiments the voltage is determined by the frequency of a resonance, which must have a finite width. From a more practical viewpoint we may say that a barrier whose phase oscillations are locked to those of an external oscillator of fixed frequency should behave as a perfect voltage stabilizer, i.e. within limits changing the current through it has no effect at all on the voltage. Pippard (private communication) has pointed out that this property might be used for an accurate determination of the constant h/e on which the voltage-frequency relationship depends.
We shall now make a quantitative analysis in the case where spatial variations may be neglected and \( j_1 \) is small. Since \( j_1 \) is small, we may assume that the supercurrent has no influence on the voltage across the barrier, which is therefore simply the sum of the applied dc and oscillating potentials:

\[
V = V_0 + V_1 \cos \omega t
\]  
(30)

From (5) we therefore obtain

\[
\phi = (2eV_0/\hbar)t + (2eV_1/\hbar\omega) \sin \omega t + \alpha
\]

so that

\[
j_z = j_1 \sin \left\{ (2eV_0/\hbar)t + (2eV_1/\hbar\omega) \sin \omega t + \alpha \right\}
\]

\[
= j_1 \sum_{n=-\infty}^{\infty} \left[ J_n(2eV_1/\hbar\omega) \sin \left( (n\omega + 2eV_0/\hbar)t + \alpha \right) \right]
\]

(32)

where \( J_n \) is the Bessel function of order \( n \). We see that if \( 2eV_0/\hbar\omega \) is an integer \( n \) then \( j_z \) will have a non-zero mean value which depends on the constant of integration \( \alpha \):

\[
\overline{j_z} = (-1)^n J_n(2eV_1/\hbar\omega) \sin \alpha = (-1)^n J_n(n\omega/V_0) \sin \alpha
\]

(33)

\( \overline{j_z} \) can therefore be either in the direction of the applied dc potential or against it, and to conserve energy power must accordingly be supplied to or absorbed from the applied oscillating field. \( \overline{j_z} \) can vary between the limits \( \pm j_1 J_n(2eV_1/\hbar\omega) \), so that the size of the step at dc voltage \( n\omega/2e \) is equal to \( 2j_1 J_n(2eV_1/\hbar\omega) \), and there varies in an oscillatory manner with the amplitude of the oscillating component of the field \( V_1 \) (cf. the situation in photon assisted single-particle tunnelling (Tien and Gordon 1963)).

The predicted behaviour of the dc characteristics of barriers in a microwave field, including the possibility expected from (33)
of dc currents flowing in the reverse direction to the applied voltage, has been observed by Shapiro (1963) and Shapiro et al. (1964). However, in real barriers additional contributions to the current not considered here shift the constant-voltage steps so that they are not symmetrical about zero current as predicted by (33).

(vi) Microscopic theory

The tunnelling Hamiltonian method

The basic problem of the microscopic theory is the derivation of the relation between \( J \) and \( \phi \). One method, particularly useful for dielectric barriers, is the tunnelling Hamiltonian method of Cohen, Falicov and Phillips (1962). In this method it is assumed that the Hamiltonian of the system can be written in the form

\[
H = H_1 + H_2 + H_T
\]

(34)

where \( H_1 \) and \( H_2 \) are the Hamiltonians for the regions on the two sides of the barrier and \( H_T \) is a term describing tunnelling across the barrier, assumed to be of the form \( \sum T_{lr} a_l^\dagger a_r \), where \( a_l \) and \( a_r \) are electron annihilation operators for states on opposite sides of the barrier and \( H_T \) is the tunnelling matrix element. The tunnelling Hamiltonian approximation is equivalent to the assumption that tunnelling is an instantaneous process during which the effects of interactions may be ignored.

Since the effects of tunnelling are included entirely in the term \( H_T \), it is reasonable when calculating the tunnelling current to regard this term as a perturbation. For calculating the zero-voltage current the simplest method is to calculate the free energy
of the barrier by perturbation theory and use (14) to derive the
supercurrent (Anderson 1963). For calculating the current at
non-zero voltage one must use time-dependent perturbation theory.
At \( t = -\infty \) the system is assumed to consist of two independent
subsystems each in equilibrium at different potentials with a
definite (time-dependent) value of \( \phi \). The perturbing term \( H_T \) is
supposed to be switched on adiabatically and the barrier current
resulting is calculated. A calculation in which it was assumed
that the Hamiltonians \( H_1 \) and \( H_2 \) could be approximated by those of
non-interacting quasi-particles has been given by Josephson (1962).
In this calculation there are certain difficulties in the formalism
due to the fact that the usual simplification of measuring all
energies relative to the Fermi energy cannot be made since the Fermi
level is not the same on both sides of the barrier. This difficulty
is related to the fact that \( \phi \) is time dependent. One way of avoiding
it, which has the advantage of not being limited to the weak coupling
limit in which independent quasi-particles exist, is to express the
correlation functions which enter into the formula for the tunnelling
current in terms of Green's functions (Ambegaokar and Baratoff 1963).
Two terms are found, one which involves the normal single-electron
Green's functions (G functions) and is the same as the expression
found for quasi-particle tunnelling by Schrieffer et. al. (1963),
and one which involves the Gor'kov F functions and is a periodic
function of \( \phi \). This latter term averages out to zero for non-zero
potential differences, so that in an experiment measuring the dc
current-voltage characteristics the formula of Schrieffer et. al. gives the correct result in the approximation used by Ambegaokar and Baratoff. The term involving $F$ functions gives rise to the ac and dc supercurrents, and may be regarded as the contribution from the tunnelling of 'Cooper pairs'. The Cooper pair state (Cooper 1956, Gor'kov 1958) is a boson state of charge 2e whose occupation number is macroscopic. Its existence in superconducting systems is implied by the long-range order of the phase of the order parameter. The energy of the Cooper pair state is twice the Fermi energy, and there is a single state only when the order parameter has phase coherence over the whole of the region which is superconducting. When a finite voltage is applied across a barrier, the time-dependence of $H$ implies that phase coherence is present only in each of the sub-regions on either side of the barrier, and instead of a single Cooper pair state there is one state for each side of the barrier. These have different energies owing to the potential difference across the barrier, so that the processes involving tunnelling of Cooper pairs across the barrier are virtual processes. These virtual processes constitute the ac supercurrent. Real processes involving the tunnelling of Cooper pairs, in which the existence of a dissipative process, or the possibility of interaction with photons from a microwave field, allows the energy balance to be kept, are also possible, and have

---

An instructive analogy can be found in the behaviour of lasers. When a laser oscillates in a single mode, i.e. a single photon state has macroscopic occupation number, the electromagnetic field has phase coherence over the whole volume of the laser. In this analogy the photons and electromagnetic field of the laser correspond to the Cooper pairs and the order parameter of the superconductor.
been discussed from a different viewpoint in section (v) B.

The magnitude of the zero-voltage supercurrent has been calculated by Anderson (1963) at absolute zero and by Ambegaokar and Baratoff (1963) for finite temperatures. An important result of the calculation is that the supercurrent terms are of the same order of magnitude as the quasi-particle currents occurring at voltages of the order of the energy gap.

The Gor'kov method

It is possible to calculate the zero voltage supercurrent in a way that avoids completely the tunnelling Hamiltonian method and describes propagation through the barrier in terms of Green's functions. This method has the advantages that it shows precisely the factors determining the magnitude of the supercurrent, it indicates the relation between supercurrents through barriers and the usual kind of supercurrent, and it is not restricted to dielectric barriers. The method is based on that used by Gor'kov (1959) to derive the Ginzburg-Landau equations from microscopic theory.

We shall use in our proof the statistical Green's functions $G$ and $F^+$, defined by

$$G(r, r'; \tau) = \langle T(\psi(r, \tau)\psi^\dagger(r', \tau)) \rangle$$

$$F^+(r, r'; \tau) = \langle T(\psi^\dagger(r, \tau)\psi(r', \tau')) \rangle$$

where $T$ is the time-ordering operator and for any operator

$$A(\gamma) = e^{i\gamma A} e^{-i\gamma}$$

For simplicity we shall use units in which $\hbar = 1$, Boltzmann's constant = 1
and energies are measured from the Fermi level (so that \( \mu = 0 \)).

G and \( F^+ \) may be expressed in the usual way as Fourier series:

\[
G(r, r', \gamma') = T \sum_\omega e^{-i\omega(\gamma - \gamma')} G_\omega(r, r')
\]

(37)

the sum being taken over the values \( \omega = \omega_n \equiv (2n+1)\pi T \) for integral \( n \),

T being the temperature and \( G_\omega \) being given by the relation

\[
G_\omega(r, r') = \int_0^{1/T} G(r, r', \gamma) e^{\omega \gamma} d\gamma
\]

(38)

with similar relations for \( F^+ \). Taking as the single-particle Hamiltonian (including self-energies but ignoring interactions)

\[
H = \frac{1}{2m} \left( i \nabla + \frac{e}{c} A(r) \right)^2 + V(r)
\]

(39)

we may write the Gor'kov equations in the form

\[
(i\omega - H)(G_\omega(r, r')) + \Delta(r) F^+(r, r') = \delta(r-r')
\]

(40)

\[
(i\omega - H^*)(F^+_\omega(r, r')) - \Delta^*(r') G^\omega_-(r', r) = 0
\]

(41)

\( H^* \) being the operator obtained from \( H \) by the replacement \( i \rightarrow -i \).

\( \Delta(r) = gT \sum_\omega F_\omega(r, r') \) is the energy gap parameter, \( g \) being the interaction constant.

Using the Green's function for non-interacting particles

\( \tilde{G}_\omega(r, r') \), which satisfies the equations

\[
(i\omega - H) \tilde{G}_\omega(r, r') = \delta(r-r')
\]

(42)

\[
(i\omega - H^*) \tilde{G}_\omega(r, r') = \delta(r-r')
\]

(43)

(40) and (41) can be converted into the integral equations

\[
G_\omega(r, r') = \tilde{G}_\omega(r, r') - \int \tilde{G}_\omega(s, r) \Delta(s) F^+(s, r') ds
\]

(44)

\[
F^+_\omega(r, r') = \int \tilde{G}_\omega(s, r') \Delta^*(s) G^-\omega(s, r) ds
\]

(45)
Equation (45) is slightly different from Gor'kov's equation, being obtained from it by interchanging $G$ and $\widetilde{G}$. This form will be more convenient for our purposes. Obtaining a different equation was the result of using an equation for $F^+$ derived from the equation of motion for $\Psi^+(r')$ rather than the one for $\Psi^+(r)$.

$F^+$ may now be eliminated from (44) and (45), giving the result

$$G_\omega(r,r') = \widetilde{G}_\omega(r,r') - \int \int G_\omega(r,s) \Delta(s) G^*_- (s',s) \widetilde{G}^*_{\omega}(s',r') \, ds \, ds'$$

(46)

The expectation value of the current density,

$$j(r) = \langle \{ \frac{ie}{m} (\nabla_{r'}, - \nabla_{r}) \delta_{r',r} - \frac{2e^2}{mc} A(r) \} \Psi^+(r',0) \Psi(r,0) \rangle$$

(47)

may now be found by expressing it in terms of $G$ (equation 35), as follows:

$$j(r) = \left\{ \frac{ie}{m} (\nabla_{r}, - \nabla_{r}) \delta_{r,r} - \frac{2e^2}{mc} A(r) \right\} G(r,0; r',0+)$$

(48)

Note that in (47) and (48) is included a factor 2 due to summation over spins. If in the right-hand side of (48) we replace $G$ by $\widetilde{G}$, we obtain the current density for a non-interacting system, which is zero in equilibrium. Hence (48) remains true if in it we replace $G$ by $G - \widetilde{G}$, and using (37) and (46) we obtain

$$j(r) = T \sum_{\omega} \left\{ \frac{ie}{m} (\nabla_{r}, - \nabla_{r}) \delta_{r,r} - \frac{2e^2}{mc} A(r) \right\} G_{\omega}(r,0; s',0') \, ds \, ds'$$

$$= \int \int K(r,s,s') \Delta(s) \Delta^*(s') \, ds \, ds'$$

(49)

(50)

where

$$K(r,s,s') = T \sum_{\omega} G_{\omega}^{-}(s',s)$$

$$\times \left\{ \frac{ie}{m} \left[ G_{\omega} (r,s) \nabla G_{\omega} (s',r) - \nabla G_{\omega} (s',r) G_{\omega} (r,s) \right] - \frac{2e^2}{mc} A(r) \widetilde{G}_{\omega} (r,s) \widetilde{G}_{\omega} (s',r) \right\}$$

(51)
(49) is valid at all temperatures and assumes only the validity of
the Gor'kov equations. As a first approximation, valid near $T_c$
where $\Delta$ is small, we may replace $G$ by $\tilde{G}$. $K$ then becomes independent
of $\Delta$ and (49) reduces to Gor'kov's result. Gor'kov derived the
Ginzburg-Landau equations from it by assuming $\Delta$ to be slowly varying
with position and expanding $\Delta$ in a Taylor series about the point $r$.
If we are calculating the current at a point in a barrier this
approximation is clearly not a good one. However, since $K$ has a
range of the order of a coherence length and the important variations
in $\Delta$ take place over a much smaller range, i.e. the barrier thickness,
we may make a different approximation, namely that in the neighbour-
hood of $r$ $\Delta$ takes different constant values $\Delta_1$ and $\Delta_2$ on the two
sides of the barrier. (50) then reduces simply to the form
\[
j(r) = \sum_{i,j} K_{ij} \Delta_i^* \Delta_j \quad (i,j = 1,2)
\]
(52)
Further, no supercurrent can flow across the barrier unless both
sides are superconducting, so that the right-hand side of (52)
must vanish if either $\Delta_1$ or $\Delta_2$ is zero. Hence $K_{11}=K_{22}=0$. If
time-reversal symmetry is present $j$ must change sign when $\Delta$ is
replaced by $\Delta^*$. In addition $j$ must be real. $j$ therefore reduces
to the form
\[
j(r) = iK(\Delta_1^* \Delta_2 - \Delta_2^* \Delta_1)
\]
(53)
where $K$ is real. Putting $\phi = \arg \Delta_2 - \arg \Delta_1$ and $j_1 = iK|\Delta_1| |\Delta_2|$;
this reduces to (9).

More light is thrown on the factors determining the magnitude of
the supercurrents if we calculate instead of the current density the
total current through the barrier. Let \( S \) be a surface whose intersection with the superconductor lies inside the barrier, and which divides space into two parts \( V_1 \) and \( V_2 \). If \( n \) is a unit vector normal to \( S \) pointing into \( V_2 \), the total current through the barrier is

\[
I = \iint_S \hat{n} \cdot \mathbf{j}(r) \, dS = \iint_{V_1} \Delta^{(s)}(s') J\Delta^{(s)}(s') \, dV
\]

(the suffix \( r \) denotes that the surface integral is taken with respect to the point \( r \)). The quantity \( \iint_{V_2} K(r,s,s') \, dS \) can be calculated by using the identity

\[
\nabla_r \left\{ ie \int \left\{ \tilde{G}_\omega(r,s) \nabla'_\omega(s',r) - \tilde{G}_\omega'(s',r) \nabla'_\omega(r,s) \right\} - \frac{2e^2}{mc} A(r) \tilde{G}_\omega(r,s) \tilde{G}_\omega(s',r) \right\}
\]

\[
= 2ie \left\{ \tilde{G}_\omega(r,s) \delta(r-s') - \tilde{G}_\omega'(s',r) \delta(r-s) \right\}
\]

This identity can be proved by direct computation using equations (39), (42) and (43), but it is more instructive to derive it from the law of conservation of charge, as follows. Consider two single-electron states \( |s\rangle \) and \( |s'\rangle \), with wave functions

\[
\psi_s(r) = \tilde{G}_\omega(r,s)
\]

\[
\psi_{s'}(r) = \tilde{G}_\omega(s',r)^* \]

respectively. Note that \( \psi_s \) and \( \psi_{s'} \) are ordinary functions of the position coordinate \( r \) and not field operators. From (42) and (43) they satisfy the equations

\[
H_r \psi_s(r) = i\omega \psi_s(r) - \delta(r-s)
\]

\[
H_r \psi_{s'}(r) = -i\omega \psi_{s'}(r) - \delta(r-s')
\]

Now if \( H_r \) is a charge-conserving Hamiltonian and \( \rho(r) \) is the charge density operator then
so that
\[
\nabla_r \langle s'|j(r)|s \rangle = -i \langle s'|H_r \rho(r) - \rho(r)H_r|s \rangle
\]
\[= \omega \langle s'|\rho(r)|s \rangle + i \langle \xi_s'|\rho(r)|s \rangle - \omega \langle s'|\rho(r)|s \rangle - i \langle s'|\rho(r)|s \rangle
\]
from (57),
\[= i \langle \xi_s'|\rho(r)|s \rangle - i \langle s'|\rho(r)|\xi_s \rangle
\]
where \(\xi_s\), \(\xi_s\), are the states with wave functions \(\xi(s-r), \xi(s-r')\)
respectively. If we now substitute the expressions
\[\langle i|j(r)|k \rangle = -\frac{ie}{2m} (\psi_i^*(r) \nabla_r \psi_i(r) - \psi_i(r) \nabla_r \psi_i^*(r)) - \frac{\hbar^2}{2m} A(r) \psi_i^*(r) \psi_i(r)
\]
and use the definitions (56), then (59) reduces to (55).
Using the identity (55), we obtain
\[
\int \{ K(r,s,s'), n \} ds_r = \int \nabla_r K(r,s,s') dr
\]
\[= 2ieT \sum \omega \int_{V_1} \{ g \omega (r,s) g(r-s) - \xi \omega (r,s) g(r-s) \} dr
\]
\[= 2ieT \sum \omega \int_{V_1} \{ g \omega (s',s) g(s,s) \} \{ n(s') - n(s) \}
\]
where \(n\) is a function which is equal to 1 in \(V_1\) and 0 in \(V_2\). Noting
that the function \(n(s') - n(s)\) is zero unless \(s\) and \(s'\) are on
opposite sides of \(S\), we finally obtain
\[I = 2ieT \left( \int_{s' \in V_1, s \in V_2} - \int_{s \in V_1, s' \in V_2} \right) ds \; ds'
\]
\[= \sum \omega (s', s) g \omega (s', s) \Delta(s) \Delta^*(s')
\]
(60)
It will be observed that (60) has the desirable property that the
expression for the current through S contains only Green's functions representing propagation through S (i.e. with s and s' on opposite sides of S). In addition it is gauge-invariant.

The diagram representation and its physical significance

Equation (60) may be given physical significance by representing it by Feynman diagrams (fig. 18). In the diagrams the directed lines represent single-particle Green's functions, one line representing a G function and the other a \( \tilde{G} \) function, and they are labelled by the frequency which occurs as a suffix to the Green's function. A dot at a vertex represents a factor \( \Delta^+ \) or \( \Delta \) according to whether two directed lines emerge from or go into the vertex, and the sum of the frequencies labelling the two lines at a vertex must be zero. The dashed line represents the barrier, and takes into account the factor \( n(s') - n(s) \). More precisely, one must multiply each diagram by a factor proportional to the number of electrons which the diagram shows crossing the barrier (i.e. 0, 2, 0, -2 respectively for the diagrams of fig. 18). The quantity which a diagram represents must be integrated with respect to the coordinates of the vertices and summed with respect to frequency in the usual way, and the sum over all diagrams is a quantity proportional to the barrier current. Physically, we may say that the diagrams represent the following process: a Cooper pair scatters at s', propagates to s and then scatters again. If in going from s' to s it crosses the barrier, this process contributes to the barrier supercurrent. From this we see that the existence of an interaction in the barrier
itself is not a necessary condition for supercurrents to be able to flow through the barrier. It help in understanding the processes involved.

Processes involving more than two Cooper pairs can also occur, and it is these processes which require one of the Green's functions to be a \( G \) instead of \( \tilde{G} \). In fact, if an expression for \( G \) in terms of \( \tilde{G}, \Delta \) and \( \Delta^* \) is obtained by iterating (46) and substituted into (60) the resulting expression is represented diagrammatically by an infinite set of connected diagrams, a typical one being that of fig. 19, which represents a process involving four electrons crossing the barrier and four scattering processes involving the superconducting interaction. In these diagrams all directed lines are \( \tilde{G} \) functions.

If one examines the foregoing explanation of the processes occurring more closely some rather curious features emerge. For example, Feynman diagrams normally represent probability amplitudes for processes and one would therefore have expected the current through the barrier to have been the square of the modulus of the sum of the Feynman diagrams instead of just the sum. A similar feature has also been noted in previous analyses (Josephson 1962, Ferrell and Prange 1963), and it is responsible for the fact that supercurrents through barriers, which are due to second order processes, are similar in magnitude to the first order quasi-particle processes. Another curious feature is that the contribution to the current from each diagram is in general complex, though the sum is real, as it must be, each diagram having a complex conjugate.
diagram obtained from it by reversing all its arrows. It is clear that intuition is of no great help in understanding the supercurrent as a flow of Cooper pairs. However, as will now be shown, there are some very familiar situations in which similar difficulties arise if one tries to interpret them in terms of a flow of particles (for a different example, see Ferrell and Prange 1963).

Consider a charged particle in a harmonic potential well, interacting with an external oscillating electric field. The interaction between the particle and the field may be pictured as follows: the quantum number of the state of the electron may change by \( \pm 1 \) and a photon be simultaneously absorbed or emitted. The matrix element for these processes is proportional to the electronic charge \( e \), and as shown by standard theory the probability of emission of a photon (in the absence of an applied field) or absorption or stimulated emission (in the presence of a continuous spectrum of electromagnetic radiation) is proportional to the squared matrix element, i.e. to \( e^2 \). Now consider instead a coherent applied electromagnetic field oscillating in phase with the electron. If the quantum numbers of the electron and the field are large we may calculate classically the mean rate at which power is transferred from the field to the electron:

\[
P = eE v \sin \phi
\]  

(61)

where \( E \) and \( v \) are the root mean square values of the electric field and the velocity of the electron respectively and \( \phi \) is the phase difference between the two oscillations. Since the photon energy is fixed, \( \bar{n} \), the mean rate at which quanta are transferred from
the field to the electron, is proportional to \( P \) and hence to \( e \sin \varphi \), i.e. proportional to the matrix element and not to its square. It should be noted that the usual perturbation theory treatment for the rate at which a process occurs is not applicable here, since the spectrum of final states is not quasi-continuous as is usually assumed. Note also the appearance in (61) of the factor \( \sin \varphi \), just as in the case of barriers (equation 9).

At this point we may take a lead from the treatment of barriers and say that there are two contributions to \( \dot{N} \), one proportional to \( \text{ie} \exp(-\text{i}\varphi) \) from the absorption of photons and one proportional to \( -\text{ie} \exp(\text{i}\varphi) \) from the emission of photons. As with other interference processes, any attempt to observe which way any individual process has taken place alters the nature of the effect. To be able to tell whether between two instants of time a photon has been absorbed or emitted it is necessary to know the quantum number of either the electron or the field at both times to better than unity, which destroys knowledge of the phases. Equation (61) has meaning only when averaged over a large number of quantum processes.

**Interference effects**

After this digression, let us return to the discussion of barriers. In particular we shall consider the question of whether the summations and integrations implied by equation (50) involve quantities which tend to have the same sign (more precisely, whose real parts tend to have the same sign), or whether the signs tend to be random, which will tend to reduce the magnitude of the supercurrents.

In the first place, phase changes may occur in the product
\(\Delta(s)\Delta^*(s')\) as \(s\) and \(s'\) move in a direction parallel to the plane of the barrier. The effect of this on the barrier supercurrent is just the interference effect discussed in section (iv), and the phase changes occur only in the presence of a magnetic field. Then there is the possibility of interference between the two integrals in equation (60). These change relative phase as the phases of \(\Delta\) on the two sides of the barrier change relative to each other, but this effect merely gives rise to the \(\sin \phi\) dependence of \(J_z\). Next there is the possibility that \(\Delta\) may change sign as one moves normal to the barrier, owing to the Coulomb repulsion dominating in the barrier. This effect is probably small for typical tunnelling barriers since their thickness is so small, but it may play an important role in barriers of normal metal. Finally, there is the possibility of fluctuations in sign of \(G_{-\omega}(s',s)\tilde{G}_{\omega}(s',s)\). Since Green's functions oscillate in sign with a period of the order of an inverse Fermi wave-number, one might expect this effect to be very important, but we shall see that in the absence of magnetic impurities this is not so. If magnetic fields and impurities are absent then \(\tilde{H}_r^* = H_r\), so that by (42)

\[
\tilde{G}_{\omega}(s',s) = \left\{G_{-\omega}(s',s)\right\}^*
\]

In addition \(G\) and \(\tilde{G}\) are identical at the transition temperature and generally tend to have the same phase (\(G\) decreases faster with distance separating the two arguments than \(\tilde{G}\)). Hence \(G_{-\omega}(s',s)\tilde{G}_{\omega}(s',s)\) tends to have the same sign as \(\tilde{G}_{\omega}(s',s)\), which is always positive. Thus non-magnetic impurities should not have a drastic effect on
barrier supercurrents, but with magnetic impurities destructive interference is possible. This distinction between the effects of magnetic and non-magnetic impurities is similar to that occurring in bulk superconductors (Anderson 1959).

To conclude this section, it should be pointed out that the method used here may be generalized in several directions. For example, spin-changing interactions can be dealt with by using a $G, \tilde{G} \text{ and } F'$ which are matrices in the spin indices. Non-local interactions can be dealt with by using a $\Delta$ which is a function of two position coordinates instead of one, and retarded interactions by using a $\Delta$ which depends on $\omega$. Once the appropriate generalization of the Gor'kov equation has been written down, the subsequent manipulations are essentially identical to those carried out here.

Appendix Calculation of $H_{c1}$

As pointed out by Abrikosov (1957), the field at which the transition to the mixed state occurs is equal to $4\pi F/\phi_0$, where $\phi_0 = h\nu/2e$ is the flux quantum and $F$ is the free energy of an isolated flux line per unit length. This expression comes from using the equilibrium condition $dF = \nabla M (M = \text{magnetization})$ and the fact that the magnetic moment contributed by unit length of a flux line is $\phi_0/4\pi$.

The free energy of a barrier per unit area is

$$f = \frac{K}{2e} j \left( -\cos \phi + \frac{1}{2} K (\nabla \phi)^2 \right)$$

(62)

The first term is that due to the barrier itself, and was derived in section (iii). The second term is the energy of the magnetic field plus the kinetic energy of the supercurrents in the penetration
region. This contribution is clearly proportional to the square of the field in the barrier and so to \((V_0)^2\), and the coefficient can most simply be found by using the fact that applying the variational principle to the free energy expression obtained from (62) must lead to (16). For the barrier containing no flux line the appropriate solution of (16) is \(\psi = 0\), and the solution corresponding to an isolated flux line in the barrier is the one derived by Ferrell and Prange (1963) in a different connection:

\[
\psi_\alpha = 2 \sin^{-1} \operatorname{sech} \frac{x}{\lambda} \tag{63}
\]

which clearly corresponds to a disturbance localized near the line \(x = 0\). Substituting into the free energy formula (62), we obtain for the additional energy per unit length of a flux line

\[
\mathcal{F} = \left(\frac{\hbar j_1}{2e}\right) \int_{-\infty}^{\infty} \left\{ (1 - \cos \psi) + \frac{1}{2} \lambda^2 \left(\frac{d\psi}{dx}\right)^2 \right\} dx
\]

\[
= \left(2\frac{\hbar j_1}{e}\right) \int_{-\infty}^{\infty} \operatorname{sech}^2 \frac{x}{\lambda} \, dx = \left(2\frac{\hbar j_1}{e}\right) \lambda \int_{-\infty}^{\infty} \operatorname{sech}^2 x \, dx
\]

\[
= 4\hbar j_1 \lambda/e \tag{64}
\]

\[
= \left(2\frac{\hbar^2 j_1^2 c^2}{ne^3 d}\right)^{1/2} \tag{65}
\]

Therefore

\[
\mathcal{H}_{c1} = \frac{4\pi^2}{\left(\frac{hc}{2e}\right)} = \left(32 \frac{\hbar j_1}{ned}\right)^{1/2} \tag{66}
\]
REFERENCES


Dresselhaus, G. and Dresselhaus, M. S. (1960), Phys. Rev. 118, 77


Eck, R. E., Scalapino, D. J. and Taylor, B. N. (1964),


Assiduous readers detecting an inconsistency between the declaration made in the first paragraph of the preface and reference 4 of this paper are assured that they never even set foot in the state of Massachusetts, let alone submitted a Ph. D. thesis to any university there. Also, (cont.)
Gor'kov, L.P. (1958), Soviet Phys. JETP 7, 505.
Gor'kov, L.P. (1959), Soviet Phys. JETP 2, 1364.
Gor'kov, L.P. (1960), Soviet Phys. JETP 10, 593.
Lynton, E.A. (1962), Superconductivity, Methuen, London, (chaps. 5 and 6).

This dissertation has not taken quite so long to prepare that the authors could have had access in June 1963 to a preliminary draft of it.
Schrieffer, J.R., Scalapino, D.J. and Wilkins, J.W. (1963),
Tapp, J.S. (1932), Can. J. Res. 6, 584.