Experimental investigation of drag models for the two fluid simulation of Geldart group A powders
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Abstract

Electrical capacitance tomography and magnetic resonance imaging were used to investigate two drag models used when simulating Geldart group A powders with the two fluid model. Experiments were performed using cylindrical fluidised beds 50 mm in diameter with a silica-alumina catalyst support particle of diameter 63 μm. A dense phase, bubbling fluidised bed and a dilute phase, circulating fluidised bed were studied. Simulations were performed using the open source software MFIX. The two drag models considered were the revised Gibilaro model and the Energy Minimisation Multiscale model. Both of these models have previously been shown to be effective at describing the fluidisation of Geldart group A powders. The comparison of the simulations with experimental measurements presented here demonstrates that the revised Gibilaro model can be used to predict the voidage and particle velocity distribution in the dense fluidised bed with a high degree of accuracy, however when used to simulate the circulating fluidised bed it underestimates the solids circulation rate by approximately a factor of 4. The Energy Minimisation Multiscale drag model is able to predict the circulating fluidised bed solids circulation rate to within about 50%, however it does not predict the correct voidage distribution in the dense fluidised bed. These results indicate that neither model is able to predict the fluidisation behaviour across the entire range of fluidisation conditions.
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1. Introduction

Computational fluid dynamics (CFD) is increasingly being used to design and optimize chemical processes, including fluidised beds. CFD simulations provide estimates of the complete dynamics of the fluidisation process, including the gas and solids velocity, voidage, and heat and mass transfer. The simulations can potentially be used for virtual experiments and therefore facilitate better scale-up of industrial fluidised beds. The most commonly used CFD models for fluidised bed applications are the two fluid method (TFM) [1], and the discrete element method (DEM)[2]. Of these, only the TFM can be used to simulate industrial scale FBs in a reasonable simulation time, so it is widely considered the most promising approach for aiding the design and operation of fluidised beds. However, the TFM requires the use of closure models to describe, for example, collisions in the particle phase and the interaction of the fluid and particle phases. In order to use these models to predict the performance of industrial reactors it is essential that these closure laws are validated. This work focuses on the validation of TFM simulations of the fluidisation of Geldart’s group A particles using detailed experimental measurements.

The TFM has been shown to successfully predict hydrodynamic phenomena when simulating Geldart’s group B and D powders in dense fluidised beds. For example, in dense fluidised beds of coarse particles (particle diameter, $d_p = 200 - 600 \, \mu m$), the TFM has been shown to provide at least qualitative agreement with experimental measurements of the bubbles, bed expansion, voidage distribution, solids velocity distribution and pressure [3–5]. However, it has proven difficult to apply the TFM to describe the hydrodynamic behaviour of Geldart group A particles, which are characterized by their fine particle size [6–14]. [6–14] The key findings of these studies are (1) the bed expansion of fine particles in a fluidised bed is over-predicted by as much as 70 % and (2) the solid circulation rate is overestimated by more than 200%. Two, related, hypotheses have been proposed to explain the failure of the TFM for Geldart’s group A particles: clustering of particles and coarse meshes.

Clustering of particles refers to the formation of localised regions or strands of high concentrations of particles. Seville et al. [15] showed that spherical particles of diameter of order
100 μm should exhibit inter-particle van der Waals forces equal to their single particle weight and hence concluded that clustering must be significant for $d_p < 100$ μm. Particle clustering can also arise from hydrodynamic effects alone (i.e. in the absence of inter-particle cohesive forces) [16]. Mostoufi and Chaouki [17] demonstrated the existence of clusters in dense fluidised bed of sands and FCC particles by analyzing the time-position data of a tracer in radioactive particle tracking experiments. Li et al. [18] used two optical fibre probes to measure the cluster size distribution in a fast fluidised bed of FCC particles. Holland et al. [19] estimated the cluster size to be between 250 μm and 500 μm using MRI measurements of the particle velocity in a core-annular fluidised bed. Lettieri et al. [20] calculated effective cluster diameters in the range of 200 μm to 474 μm for FCC catalysts with diameters from 49 - 71 μm. Thus, there is broad agreement that clustering effects are significant when Geldart group A particles are fluidised.

The second explanation for the poor performance of the TFM when simulating Geldart group A particles is that the mesh size is too large, and hence fine structures in the flow are not adequately modelled. The volume averaging approach used in the TFM assumes that the voidage distribution within a single CFD cell is uniform. For this approach to be valid, a separation of scales between the particle size and the size of the finest structures in the flow must exist. Typically, this is interpreted as saying that the smallest mesh size should be ~ 5 times the particle diameter; the upper limit on mesh size is not clear. Owing to the decrease in simulation time and memory requirements, most researchers choose a mesh size that is coarse (~ 100 $d_p$) when simulating fine particles compared to that used when simulating group B/D particles (~ 10 $d_p$). Thus, in reality, there will be a distribution of particles within the cell, as illustrated in Figure 1. Wang et al. [11] indicated that if a sufficiently fine mesh size (~ 5 $d_p$) and small time step is used, the TFM prediction of the bed expansion approaches the experimentally measured values without any artificial modifications. Further, through DEM simulations they show that simulation results are strongly influenced by the size of the mesh, and therefore attribute the failure of the TFM to a lack of consideration of sub-grid scale heterogeneous structure [21]. However, it is impracticable to simulate large pilot and industrial scale reactors with a mesh size of < 0.5 mm owing to the long simulation time and high requirements for hardware. On the other hand, even if a very fine mesh is used, the TFM might not describe the fluidisation of fine particles correctly. For example, although Wang et al. [11] showed the correct bed expansion by using a fine mesh (0.2 mm) for FCC particles ($d_p = 75$ μm), minimum bubbling is
underestimated. Benyahia [22] used a fine mesh (1 mm, \(~ 18 \, d_p\)) to simulate a circulating fluidised bed with the Wen-Yu drag model. The predictions of solids flux improved as the mesh size was refined but the minimum solid flux estimated was still 130 kg m\(^{-2}\) s\(^{-1}\), much higher than the experimental value of 14.3 kg m\(^{-2}\) s\(^{-1}\). Thus, although a fine mesh helps improve TFM simulations, it does not appear to be sufficient to describe the fluidisation of fine particles completely.

The methods for resolving this problem are to treat the sub-grid structures as clusters only, to treat the sub-grid structures as clusters and dispersed particles [14] or to use the filter method whereby simulations with a fine mesh are used to derive the corresponding drag for a coarse mesh [10]. McKeen and Pugsley [6] found that by multiplying the drag force calculated by Gibilaro’s gas-solids drag law [23] by a factor of 0.2 to 0.3, TFM simulations were able to adequately predict the bed expansion observed experimentally. The reduction in drag corresponds approximately to an effective particle diameter in the range of 135 - 170 \(\mu\)m for FCC particles of actual mean diameter of 75 \(\mu\)m. They suggest these findings support the argument that cohesive inter-particle forces lead to agglomeration of FCC catalyst powder and significantly affect the fluidisation quality. Li et al. [24] modified the standard Gidaspow drag model, using insights from DEM simulations and experiments by dividing the drag law into four regions according to the local voidage. Li’s model was shown to provide accurate estimates of the voidage profile in a circulating fluidised bed. Wang et al. [14] used the energy minimization multi-scale (EMMS) model as the sub-grid scale model with clusters (dense phase) and dispersed particles (dilute phase) for the effective inter-phase drag force and simulated dense fluidisation of FCC particles with coarse meshes. The EMMS model was designed to characterize the presence of clusters and dilute gas-solids flow within a riser [25]. It was later adapted for use with TFM simulations and is now well established for simulations of the fluidisation of Geldart’s group A particles in the riser of circulating fluidised beds [26] and other related models are becoming available [27]. A similar approach has been used to produce a bubble-structure based model dedicated to the simulation of dense fluidised beds [28]. An alternative approach to capture the sub-grid scale structure is to simulate the flow using a fine grid and then use these simulations to derive a filtered drag model that can be used to simulate industrial systems with a “coarse” mesh [10]. Several studies have explored the different drag models available [29–31], however the comparison has previously been limited to a specific fluidisation regime. It is not
clear whether any of these modified drag models are applicable to the entire range of fluidisation conditions that might be encountered, nor whether they provide a true representation of the fluidisation dynamics. There is therefore a need to present detailed experimental studies to validate the predictions of TFM simulations.

The most common experimental measurement of a fluidised bed is the pressure drop, which can be used to infer the axial voidage distribution [32,33]. However, this method is only applicable when the wall friction and particle acceleration in the bed are neglected with the static head of particles [34], and therefore should only be considered in the top section of the riser [35]. Other common techniques used to investigate fluidised beds include, optical fibre probes, capacitance probes and momentum probes. These provide only point wise measurements of the fluidisation dynamics and are intrusive. Non-intrusive, tomographic imaging techniques have been developed in recent years, such as X-ray Computerized Tomography (CT), γ-ray CT, magnetic resonance imaging (MRI) and electrical capacitance tomography (ECT) [36–40]. MRI is a tomographic technique that permits direct quantitative measurements of the voidage and velocity of particles in fluidised beds [19,41,42]. However, measurements are restricted to the laboratory environment and non-metallic systems, and are particularly challenging when particles can leave the magnetic field [42]. ECT is another non-invasive technique that is more readily applied to fast moving processes, such as a CFB. ECT can be used on bubbling fluidised beds to measure the bubble shape and bubble frequency, and fluidisation regime [43], or on CFBs to measure the distribution of solids and detect choking [39].

This work explores the use of MRI and ECT to validate TFM simulations of gas-solid fluidised beds of Geldart’s group A particles. It is well established that conventional drag models are ineffective for simulations of Geldart’s group A powders, therefore two sub-grid drag models are considered: the modified Gibilaro model [6] and a model based on the EMMS criterion [44], which for the purpose of this paper will be referred to as the EMMS model. These models have previously been shown to be effective for simulating bubbling and circulating fluidised beds, respectively. Here both models are applied to the simulation of both bubbling and circulating fluidised beds and the results are compared with MRI and ECT measurements on the same systems.
2. Experimental

2.1. Bubbling Fluidised Bed

The bubbling fluidised bed measurements come from earlier publications [19,45]. Additional pressure and expanded bed height measurements were obtained on the same system as part of the present study. The experiments were performed in a Perspex tube with internal diameter of 50 mm as illustrated in Figure 2(a). A sintered glass plate (40 mm in diameter) with 100 - 160 μm pores was used as the gas distributor. The air was supplied by a gas compressor and the flow rate was controlled by a rotameter. The particles are silica-alumina catalyst support and were doped with a GdCl₃ solution to provide a signal for the MRI. The initial packed bed height was 120 mm. In order to keep the water content of the particles constant, the particles were fluidised using humid air during the experiments and for 4hr before the experiments began. The physical properties of the particles are listed in Table 1 and were obtained from experimental measurements, as has been reported previously [19].

MRI experiments were carried out on a Bruker DMX 200 spectrometer operating at a proton (¹H) resonance frequency of 199.7 MHz. Full experimental details are described elsewhere [19,45].

2.2. Circulating Fluidised Bed

The circulating fluidised bed is made from Perspex tube as shown in Figure 2(b). The riser of CFB is 2.83 m high with an internal diameter of 50 mm. The riser is composed of five sections each 460 mm in height to match the height of the ECT sensor (400 mm) plus two rubber flanges (30 mm each). This arrangement enables ECT measurements to be obtained every 460 mm along the riser. The main air goes into the riser from the bottom through a porous, sintered copper frit. The gas velocity is controlled by a mass flowmeter (Omega FMA 5443 mass flow controller) in the range 0 to 200 L min⁻¹, which corresponds to a superficial velocity in the riser of up to 1.70 m s⁻¹. In these experiments dry air was used. The mixture of air and solids flow out of the riser through an L-type exit and then air and solids are separated in a cyclone. The air flows out of the cyclone through a filter bag. The solids enter into the downcomer with an internal diameter of 30 mm. The solids return from the downcomer to the riser through a U-valve. The air for the U-valve is regulated by a rotameter and the superficial air velocity in the U-valve is kept constant at
0.01 m/s. The solids flux was measured by closing a butterfly valve in the downcomer and measuring the accumulated height of the particles. The differential pressure was measured by a pressure sensor (Omega PX162-027D5V) through a Labview program. The signal collection frequency for the pressure measurements was about 500 Hz.

The particles for the experiments are silica-alumina catalyst support. The particle density is 1530 kg m\(^{-3}\) and the diameter is 63 \(\mu\)m. The minimum fluidisation velocity is 0.002 m/s. The experiments were performed with an initial bed height in the riser of 0.255 m (low inventory) and 0.5 m (high inventory). When the solids are fully fluidised in the CFB, a dense region of particles remains in the base of the riser to a height of 0.2 m or 0.37 m and the other solids are distributed between the cyclone and downcomer. The solids hold up in the riser was estimated by loading the CFB with the specified initial bed height. The CFB was then run until steady state was achieved, at which point the bed was shut down. The quantity of solids remaining in the riser were used as an estimate of the solids hold up in the riser during steady state. Thus, approximately 76 vol% of the initial solids remains in the riser and 24 vol% of the initial solids are transported into the downcomer.

2.3. Electrical capacitance tomography measurements

An Industrial Tomography Systems m3c ECT system was used to collect the capacitance measurements in the experiments on the circulating fluidised bed. The diameter of the sensor tube is 48.5 mm and height is 400 mm. There are 12 electrodes arranged uniformly around the insulating tube. Each electrode is 10 mm wide and 70 mm long with a 1.5 mm insulation gap and 1.66 mm earth between each electrode. A radial and axial guard and earth screen surrounds the electrodes. The instrument measures the capacitance across each electrode pair [46]. In total 66 independent capacitance data are measured for each image. The image is reconstructed as a 32 \( \times \) 32 grid of square pixels using a linear back projection algorithm. Prior to reconstructing the image, the capacitance data were normalised using

\[
\lambda = \frac{C_{\text{real}} - C_{\text{low}}}{C_{\text{high}} - C_{\text{low}}} \quad (1)
\]
where $C_{\text{real}}$ is the measured capacitance, $C_{\text{low}}$ is the capacitance when the sensor is filled with the low permittivity material (air), and $C_{\text{high}}$ is the capacitance when the sensor is filled with the high permittivity material (a tapped bed of silica-alumina powder).

The principle of ECT is to use the relationship between local permittivity and capacitance to predict the local permittivity. The local permittivity is determined by the combination of gas and solids phases present. Thus, the solids fraction distribution can be obtained through the local permittivity. The image intensity $G$ is related to the permittivity of the high and low calibration measurements by:

$$ G = \frac{\varepsilon_{pm,\text{real}} - \varepsilon_{pm,\text{low}}}{\varepsilon_{pm,\text{high}} - \varepsilon_{pm,\text{low}}} $$

(2)

The solids fraction is related to the permittivity by the Maxwell-Garnett [47] or Bruggeman [48] equations. However, generally a simplified expression is used to estimate the local solids fraction [49,50]:

$$ \varepsilon_s = G \times \varepsilon_{s,\text{pack}} $$

(3)

Since the ECT system exhibits nonlinearity, the linear back projection for image reconstruction can result in overshooting ($> 1$) and undershooting ($< 0$) for normalized permittivity in some regions. The simplest thresholding technique for this is a truncation method where the undershooting ($< 0$) components assume a value of 0 and overshooting ($> 1$) components assume a value of 1 [51]. Pugsley et al. verified electrical capacitance tomography measurements with an optical fibre probe in the fluidised beds [52]. For the circulating fluidised bed, the difference of time-averaged radial profiles measured by two methods is below 10 % with ECT image reconstruction LBP.

2.4. Two fluid model simulations

In this work, the computational fluid dynamics package MFIX (Multiphase flow with Interphase eXchanges) is used to simulate the fluidised beds. The governing equations consist of mass and momentum conservation equations with the Kinetic Theory of Granular Flow (KTGF) used for closure of the granular phase properties. Full details of the MFIX equations and solver are
provided by NETL [53]. Granular flows may transmit stresses through collisions between particles and enduring contacts of particles [54]. To characterize stress transmission associated with enduring contact, the Schaeffer stress model is used when the voidage is below 0.5. Although widely used for simulation of Geldart group B particles, the traditional Gidaspow drag model [55] is known to be inaccurate when simulating Geldart group A powders. Therefore in addition to the Gidaspow drag model, two drag models are considered here that attempt to describe the drag when sub-grid scale structure is present. Firstly, the revised Gibilaro model was used [6] with C = 0.25, which is in the middle of the range recommended for Geldart Group A particles. Secondly, the EMMS [44] drag model was used. Several forms of the EMMS drag equations are available in the literature using slightly different methods and particles [44,56,57]. In theory, the equations should be derived for the specific particles to be used. However, it is common to use the published equations directly as the drag does not change appreciably if the particles are relatively similar [31,44]. Here, the EMMS equations Lu et al. derived for particles with \( \rho = 930 \text{kg/m}^3 \) and \( d_p = 54 \mu \text{m} \) were used. Also note that a filtered drag model was not used here owing to the small geometry of the system. For this geometry and correspondingly fine grid size, the filtered drag model yields a drag model that is similar to a traditional drag model. Equally, in this geometry the bubble-structure based drag model [28] is not appropriate as bubbles are larger than the size of the computational cells used.

The simulations of the dense fluidised bed were performed using an initial packed bed height, \( H_{\text{pack}} = 120 \text{ mm} \) and superficial gas velocity \( U_g = 0.25, 0.35, 0.45 \text{ m/s} \). A three-dimensional (3D) cylindrical mesh of dimensions 10 (\( r \)) × 120 (\( z \)) × 10 (\( \theta \)) was used, corresponding to a fluidised bed with the diameter of 50 mm and height of 0.6 m. Gas enters the bed through the base of the column using a constant mass flow. The flow through the outer most cells in the radial direction was reduced relative to the flow through the centre of the bed to account for the 40 mm diameter of the porous glass frit used in the experiments. Further details of the set up of the simulation are given in Table 2.

The simulations of the riser of the circulating fluidised bed were performed using a 3D cylindrical mesh of dimensions 9 × 283 × 12 (\( r \times z \times \theta \)) corresponding to the dimension of the riser (25 mm (\( r \)) × 2830 mm (\( z \)) × 360° (\( \theta \)), as shown in Figure 3. The solid inlet is located from 100 mm to 140 mm above the gas distributor and covers angles \( \theta \) from 30° to 120°. The solid
The outlet is located 2780 mm to 2830 mm above the gas distributor and covers $\theta$ from 0° to 180°. The simulations were initialised with a dense bed of solids at the base and a dilute freeboard. The voidage in the dense region was set to 0.6 and the height of the dense bed was set to 80 mm (low inventory) or 340 mm (high inventory). The voidage in the freeboard was set to 0.97 and the initial gas velocity was 0.04 m s$^{-1}$. The settings for the initial bed height in the riser are designed to approximate the solids hold up in the experimental measurements. In the experiments, it was observed that approximately 24 vol.% of the particles initially in the bed were transferred across to the cyclone and downcomer when the CFB was operating in the steady state. In addition, the experimental set up contained no particles in the freeboard region initially. The gas for the CFB enters from the bottom of the riser with constant mass flow. The solids flowing out of exit at the top of the riser are fed back to the inlet at the bottom of the riser without any time delay. Thus, the solids flux is automatically adjusted to achieve a constant solids holdup. Further details of the simulation parameters for the CFB are given in Table 2.

In both systems, the second-order total variation diminishing (TVD) Minmod discretization scheme is applied during the simulations. The numerical residuals for all equations are set to $10^{-3}$. The average time-step is $1 \times 10^{-4}$ s with an adaptive time stepping method used. The Johnson-Jackson boundary condition was used for the solids at the walls with a specularity coefficient of 0.6. Lower values were tested but these were found to produce unrealistically high downwards velocities at the wall. A value of 0.6 is within the normal range reported in the literature [58–61]. The total simulation duration is 20 seconds for dense fluidised bed and 30 seconds for CFB. Results from the initial simulations were discarded and analysis was performed only on the final 10 seconds of the simulation. Simulations were confirmed to be in steady state by comparing the analysis in two 5 second blocks. Simulations were performed on a desktop PC equipped four processors (Intel(R) Core(TM) i5-2500 CPU @ 3.30GHz) and 7.7 GB of memory. The length of time required to compute the results for each simulation varied but was typically between 1 and 3 days.

3. Results and Discussion

The investigation was performed in three stages. Initially a sensitivity analysis was carried out to determine the effect of various parameters used in the simulations. The objective here was to
ensure that parameters that were not well defined during the simulations did not adversely affect the simulation results. The second phase of the investigation involved performing simulations of a bubbling fluidised bed for which experimental MRI data were available from the literature. Finally, a CFB was built and ECT and pressure measurements were acquired on this fluidised bed. For comparison simulations of this CFB were also performed. The results of each of these phases of work are described below.

3.1. Sensitivity analysis

The initial sensitivity analysis was performed using a base case simulation of a superficial gas velocity of 0.45 m s\(^{-1}\) with the revised Gibilaro drag model in the bubbling fluidised bed. The parameters investigated were the mesh, the boundary condition at the central axis, the coefficient of restitution, and the onset of frictional forces in the particle stress model.

Figure 4 shows the time averaged voidage simulated in the fluidised bed for mesh sizes of 5 × 60 \(\times\) 5, 8 × 96 × 8, 10 \(\times\) 120 \(\times\) 10, and 12 \(\times\) 144 \(\times\) 12 in the \(r\), \(z\) and \(\theta\) directions, respectively. At the coarsest mesh setting, the void is highest close to the wall of the fluidised bed and is at a minimum in the centre of the bed. As the mesh is refined the voidage in the centre of the bed increases slightly, whilst it decreases significantly at the walls. Experimentally, it is expected that the voidage will be greatest in the centre of the bed and lowest at the walls indicating that the coarsest mesh is not sufficiently refined to capture the fluidisation dynamics accurately. The difference in the simulated voidage profile gets progressively less significant as the grid is refined indicating that the 10 \(\times\) 120 \(\times\) 10 grid is sufficient for achieving an almost grid independent simulation. It took approximately 18-24 hours to simulate 20 s of real time fluidisation using the 10 \(\times\) 120 \(\times\) 10 grid, whilst approximately 72 hours were required with the 12 \(\times\) 144 \(\times\) 12 grid. Therefore, given the small benefit of using the finer resolution grid, all further investigations were performed using the 10 \(\times\) 120 \(\times\) 10 grid.

It is well known that simulations using cylindrical coordinate systems can be sensitive to the definition of the boundary condition at the \(r = 0\) position, i.e. along the central axis of the fluidised bed [62,63]. Therefore, the following four boundary conditions were investigated:

\[
\text{Scheme 1: } w_{r(0),\theta} = -w_{r(1),\theta} \tag{4}
\]
Scheme2: $u_{r(0)} = u_{gx,j} \cos \theta_k + w_{gz,j} \sin \theta_k$  \hspace{1cm} (5)

Scheme3: $u_{r(0),\theta} = \left( \frac{u_{r(1),\theta+x} - u_{r(1),\theta}}{2} \right)$  \hspace{1cm} (6)

Scheme4: $u_{r(0),\theta} = -u_{r(1),\theta}$  \hspace{1cm} (7)

where $w$ is the velocity along the $\theta$ direction, $u$ is the velocity along the $r$ direction and $r$ and $\theta$ are the spatial coordinates. The resulting time averaged voidage profiles are shown in Figure 5. The time averaged voidage shows no significant difference between the four boundary conditions tested, with all approaches yielding approximately the same time averaged voidage profile. A closer look at the voidage distribution at individual time points during the simulation was likewise unable to produce any clear difference between these boundary conditions. Similar observations were made of the time averaged solids velocity (results not shown). Therefore, Equation 4 was used for all further investigations.

Finally simulations were performed changing the coefficient of restitution $e$ from 0.80 to 0.99 and the voidage at the onset of the frictional forces $\varepsilon_{gf}^\ast$ from 0.39 to 0.50. These represent the maximum realistic variation that is possible for each parameter. The time averaged voidage profiles from these simulations are shown in Figure 6. The resulting profiles were all consistent to within 2%, indicating that neither parameter influences the simulations significantly. Therefore, all subsequent simulations were performed using the standard parameters $e = 0.90$ and $\varepsilon_{gf}^\ast = 0.50$.

3.2. Bubbling fluidised bed

TFM simulations of the bubbling fluidised bed were performed at superficial gas velocities of 0.25 m s$^{-1}$, 0.35 m s$^{-1}$, and 0.45 m s$^{-1}$. The resulting time averaged voidage profiles are compared with previously published MRI measurements of the voidage obtained from a similar experimental system in Figure 7(a) [19]. The voidage distribution is shown along the horizontal direction at a bed height of 100 mm, which is 20 mm below the slumped bed height in this system. In the experiment, the MRI time-averaged voidage distribution showed a maximum voidage in the centre of the fluidised bed of 0.73, 0.76, 0.80 for 0.25 m/s, 0.35 m/s and 0.45 m/s.
and a minimum voidage at the walls of 0.55 – 0.60. These results suggest that the voidage at the wall is only slightly greater than the voidage at the minimum fluidisation state, which was 0.50. The experimentally measured voidage distribution is approximately radially symmetric.

Figure 7(b) shows the voidage profiles using the revised Gibilaro drag. The simulated voidage distributions resemble parabolic curves. The maximum voidage is situated in the bed centre and the minimum voidage is located at the wall. The maximum voidage is 0.73, 0.76 or 0.81 and the minimum voidage is around 0.55 – 0.60 near the wall when the gas velocity is 0.25 m/s, 0.35 m/s or 0.45 m/s. These results are in good agreement with the experimentally measured voidage distribution. The voidage profiles predicted when using the EMMS drag model in Figure 7(c) show significantly less radial variation. In this case, the voidage in the centre of the pipe is 0.56, 0.67, or 0.69 whilst the voidage at the wall is ~ 0.60.

In order to quantify the accuracy of the simulated voidage profiles using the two drag models, an error was calculated from:

$$\delta_{\text{exp}} = \sqrt{\frac{\sum_{i} (\varepsilon_{gi} - \varepsilon_{gi,\text{exp}})^2}{\sum_{i} \varepsilon_{gi,\text{exp}}^2}}$$

Where $\varepsilon_{gi}$ is the voidage in the $i$th cell in the radial direction in the simulation and $\varepsilon_{gi,\text{exp}}$ is the corresponding voidage measured experimentally. At $U_g = 0.25$ m/s, 0.35 m/s and 0.45 m/s, the errors ($\delta_{\text{exp}}$) of voidage distribution for revised Gibilaro drag model are 4.6 %, 4.9 % and 4.9 %, and for the EMMS drag model are 11.8 %, 10.0 % and 11.2 %, respectively. These errors vary by less than 1 % when considering profiles along different directions in the simulations, confirming that the flow is approximately radially symmetric.

In addition to the time averaged voidage distribution, MRI measurements of the probability distribution of the solids velocity were available, as shown in Figure 8. The probability density of the solids velocity was obtained in the centre of the bed at a height of 50 mm above the distributor. These probability distributions were obtained from a series of instantaneous measurements of the local average velocity, thus they are directly comparable to the average velocity data obtained from the TFM simulations. The results show that the most common
velocities are between -0.5 m s\(^{-1}\) and 1.5 m s\(^{-1}\), with the most common velocity increasing slightly with increasing superficial gas velocity. In all cases, the velocity distributions measured in the bed centre show a slight but significant skew.

The probability distribution of the velocity obtained from the TFM simulation using the revised Gibilaro drag is shown in Figure 8(b). The most common velocity in these simulations ranges from 0.2 m s\(^{-1}\) to 0.5 m s\(^{-1}\). These velocities are slightly higher than what was seen experimentally. In addition, the variation in velocities seen is slightly reduced compared with the experiments. For example, at a superficial gas velocity of 0.25 m s\(^{-1}\), the experimental velocities were between -0.5 m s\(^{-1}\) and 1.5 m s\(^{-1}\), whereas the velocities in these simulations were between -0.4 m s\(^{-1}\) and 1 m s\(^{-1}\). Overall, though the velocity distributions obtained from the TFM simulations with the revised Gibilaro drag model are in fair agreement with the experimentally measured results.

The probability distributions obtained from the TFM simulations with the EMMS drag model are shown in Figure 8(c). All of these simulations show that the most common velocity is < 0 m s\(^{-1}\), or in other words downwards. This is in sharp contrast to the experimental results. The velocity distributions are highly skewed, with few observations of velocities that were more negative than the most common velocities, but high upwards velocities were relatively common. The skew in these distributions was therefore even more pronounced than that seen experimentally. Overall, the distribution of the solids velocity with the EMMS drag model does not agree well with that observed experimentally.

In summary, the simulations using the revised Gibilaro drag model were found to be in fair agreement with the experimentally measured voidage and velocity distributions in the bubbling fluidised bed. However, the simulations with the EMMS drag model were not found to be very representative, with markedly smaller variations in the voidage across the pipe and significantly more observations of downward moving particles in the centre of the bed than were seen experimentally. This difference is attributed to the EMMS drag model being designed on the basis that each cell contains clusters and a dilute suspension of particles. In a dense fluidised bed such an assumption is unlikely to be valid.

### 3.3. Circulating fluidised bed
Experiments were performed using the CFB with superficial gas velocities of between 0.88 m s\(^{-1}\) and 1.70 m s\(^{-1}\). The lowest superficial gas velocity considered corresponds to the onset of observable solids circulation, whilst the highest superficial gas velocity was limited by the compressed air supply. Experiments were performed with an initial settled bed height in the riser of 0.255 m (low inventory) and 0.500 m (high inventory) in order to change the height at which the transition from a lower voidage to a higher voidage occurs in the riser. In all cases, a core-annular flow is established with particles concentrated in the wall region of the riser, where clear “strand” clusters are seen. For all these gas velocities, there is significant elutriation of particles. Some of these particles settle out along the horizontal pipe connecting the riser exit and the entrance to the cyclone. However, the majority of the particles are recycled through the cyclone and the downcomer. Particles flow freely from the U-valve to the riser, with few particles remaining in the slanted tube connecting the two sections of the process.

The voidage in the riser was measured using both pressure drop and ECT, as shown in Figure 9. The voidage from the pressure drop was calculated by assuming the particle acceleration and wall friction are negligible. Therefore, the solids fraction can be obtained from the pressure measurement using:

\[
\varepsilon_s = \frac{\Delta P_m}{\rho_s \rho g H} \tag{9}
\]

where \(\Delta P_m\) is the measured pressure drop, \(H\) is the height between the two pressure tappings, \(\rho_s\) is the density of the solid and \(g\) is the acceleration due to gravity; the density of the air is negligible here. For the ECT, the solids fraction \(\varepsilon_s\) along the axial direction was estimated from the average solid fraction of the cross section of the bed obtained from:

\[
\varepsilon_s = \frac{\sum_{i=1}^{N} G_i}{N} \times \varepsilon_{s,max} \tag{10}
\]

where \(G_i\) is the normalised permittivity obtained from the ECT image, \(N\) is the number of pixels in the image within the pipe and was equal to 812 for the images obtained here, and \(\varepsilon_{s,max}\) is the solid fraction in the tapped bed measurement used to normalise the capacitance data. For the low inventory measurements, both the ECT and pressure drop show that the voidage increases from
~0.97 with increasing bed height to a maximum of almost 1 at a bed height of 1.8 m, the voidage decreases again towards the top of the riser to a value of ~0.99. The increase in solids concentration towards the top of the riser is due to the effect of the solids exit. Similar trends are observed for all gas velocities. For the high inventory measurements, a clear s-shaped axial voidage profile is observed with low voidage for heights below ~1.0 m and high voidage, similar to that seen in the low inventory case, for heights above ~1.0 m. The height at which the transition from low voidage to high voidage occurs decreases with increasing superficial gas velocity. When the gas velocity is between 0.88 m/s and 1.21 m/s, the transitional height between dense phase and dilute phase is about 1.395 m; for gas velocities between 1.37 m/s and 1.70 m/s, the transitional height is 0.975 m. It is likely that the change in height of the transition point varies smoothly with increasing gas velocity, however measurements were only possible every 0.46 m owing to the length of the ECT sensor used. Similar trends are observed in both the ECT and pressure measurements of the column.

A quantitative comparison of the ECT and pressure measurements indicates that the pressure measurements consistently show a slightly higher voidage than the ECT measurements. The lower voidage in the ECT measurements likely arises from uncertainty in the solids fraction during the tapped bed calibration experiment or errors in the simple linear back project reconstruction algorithm used here. This slight error in voidage should be considered when analysing the radial distribution of the voidage obtained from the ECT. It should also be noted that the voidage obtained from the pressure drop measurements is an approximation only. The pressure drop will be influenced by acceleration of the gas and solid, as well as wall friction, neither of which was considered here. In all cases this would likely lead to an underestimate of the voidage. That the ECT measurements show a consistently lower voidage than the pressure measurements indicates that any errors associated with the acceleration or wall friction are small.

The voidage obtained from the ECT is shown in Figure 10 across the diameter of the riser at bed heights of 0.475 m, 1.395 m and 2.315 m. The typical core-annulus structure is clearly identified with high solids fraction in the wall zone and low solids fraction in the bed centre. The voidage distribution is not completely symmetrical with a slightly higher solids concentration on the left side than on the right side. For example, at a bed height of 1.395 m and 1.70 m s⁻¹, the voidage close to the wall on the left side is 0.945 (low inventory) or 0.934 (high inventory), whilst on the right side it is 0.955 (low inventory) or 0.942 (high inventory). The difference in voidage arises
because the solids feed from the U-valve and the exit solids are both on the same side of the riser, and the solids concentration is higher on the side of the solids feed and exit. At gas velocities greater than 1.37 m s$^{-1}$, the diameter of the high voidage core is largely independent of gas velocity and decreases from about 37.5 mm, 28.1 mm to 25.0 mm in the high inventory case. At gas velocities below 1.37 m s$^{-1}$, the core-annulus structure begins to break down higher in the column. When the gas velocity is less than 1.21 m s$^{-1}$, the voidage distribution at the top of the column approaches 1 for the entire cross-section of the column. For the high inventory experiments, at a height of 0.475 m, the voidage near the wall increases with increasing gas velocity. At heights of 1.395 m and 2.315 m, the voidage decreases with increasing superficial gas velocity. The ECT measurements show that the voidage in the centre of the bed is close to 1. It is likely that the measured voidage here is slightly greater than the true voidage owing to saturation of the ECT signal and error in the LBP reconstruction algorithm used. However, previous measurements by MRI, ECT and optical fibre probes have obtained a voidage of between 0.98 and 1 in the core of a riser [19,39] under similar operating conditions, indicating that any error in the centre of the riser is small.

Simulations were performed for the riser of the CFB for superficial gas velocities of between 0.88 m s$^{-1}$ and 1.70 m s$^{-1}$ and for the low inventory and high inventory cases. The average voidage at a given height was calculated from:

$$\bar{\varepsilon}_{g,axial} = \frac{\sum_{i=1}^{N} \varepsilon_{g,i} \cdot S_i}{\sum_{i=1}^{N} S_i}$$

(11)

Where $N$ is the number of cells in the cross section of the riser, in this case 108, $S_i$ is the area of the $i$th cell in the cross section and $\varepsilon_{g,i}$ is the voidage in the $i$th cell. The axial voidage distribution obtained when using the Gidaspow drag model is shown in Figure 11(a). The simulated voidage was approximately 0.96 and is almost independent of height and superficial gas velocity. The simulated voidage is therefore in poor agreement with the experimentally measured voidage, as has been shown previously in simulations using conventional drag models and group A powders [12]. The axial voidage distribution estimated by TFM simulation with the
revised Gibilaro drag is shown in Figure 11(b). These simulations show that the voidage is a strong function of height and superficial gas velocity. For example, when the gas velocity increases from 0.88 m s$^{-1}$ to 1.70 m s$^{-1}$, the voidage at the bed bottom increases from 0.90 to 0.93 and the voidage at the bed top decreases from ~1 to 0.99. Thus these simulations are closer to the experimental result. However, the voidage at the bottom of the bed is much lower than the experimentally measured voidage of about 0.97, as shown in Figure 9(a) and (c). The axial voidage profiles predicted by TFM simulation with the EMMS are shown in Figure 11(c). These results indicate that the voidage is quite a strong function of superficial gas velocity, but is almost constant along the height of the riser. This behaviour is in-line with the experimental measurements shown in Figure 9(a) and (c). In order to test the effectiveness of the EMMS drag model further, the CFB was also simulated for the high inventory case. The predicted axial voidage distributions are shown in Figure 11(d). These simulations show the characteristic s-shaped voidage profile with a low voidage in the base of the riser and a high voidage at the top of the riser. The transitional bed height for the voidage distribution curve is about 0.975 m. Below this height, the voidage is 0.80 - 0.87, whilst above this height the voidage is greater than 0.93 for all heights. The height at which the transition from low voidage to high voidage occurs is somewhat below that measured experimentally. It is likely that this discrepancy arises from the fact that only the riser was simulated and not the entire CFB. Further, the simulations return solids exiting the top of the riser to the base of the riser without any time delay. Both of these factors may influence the solids hold up in the simulations, especially in the entrance region of the riser. However, the key point from these simulations is in identifying whether the different drag models predict a transition between low and high voidage, not the specific location of this transition. These results are again in-line with the experimental results which show that the voidage at the bottom of the riser is 0.85 - 0.94 and the voidage at the top of the riser is 0.96 - 0.99, as shown in Figure 9(b) and (d).

The voidage distribution across the diameter of the pipe obtained from the simulations is shown in Figure 12 for the revised Gibilaro and EMMS drag models. For both drag models, the simulations generally show a lower voidage at the wall and higher voidage in the centre of the riser, which is consistent with the experimentally measured voidage distribution. High in the riser the simulations with the revised Gibilaro model show a significantly higher voidage than the simulations with the EMMS model, whilst the opposite trend is seen at a height of 0.475 m.
The experimental measurements show a voidage that is closer to the voidage obtained when using the EMMS drag model, especially at a height of 0.475 m where the revised Gibilaro model predicts the voidage to be between 0.85 and 0.95, but the experimental and EMMS models both show that the voidage exceeds 0.9 throughout the riser. Thus, the profiles obtained from the simulations with the EMMS model are closer to the experimentally measured profiles than the profiles obtained with the revised Gibilaro model, consistent with the axial voidage profiles shown in Figure 11. However, there are some significant differences between the radial voidage distributions in the simulations and the experiments. The voidage at the wall in the simulations is consistently higher than that measured experimentally, whilst the voidage in the centre of the riser is consistently lower. This difference is seen most clearly in the simulations at a superficial gas velocity of 1.70 m s\(^{-1}\) where the voidage in the centre of the riser is seen to drop to 0.94, whilst the experiments measure a voidage of \(\sim 1\). It was noted earlier that the experimental measurements likely over-estimated the voidage in the centre of the bed, however it is unlikely that the error in the experimental measurements was sufficient to explain the discrepancy seen here. Thus, although the EMMS model is effective at describing the axial voidage profile, it does not seem to fully capture the fluidisation dynamics in the riser.

To further explore the accuracy of the CFD simulations, experiments were performed to measure the solids flux and these were compared with the solids flux obtained from the simulations, as shown in Figure 13. The experimental solids flux was obtained by closing a porous butterfly valve in the downcomer and measuring the time taken to accumulate a height of either 50 mm or 100 mm of particles above the valve. It is worth noting that a small portion of the solids slipped around the outside of the butterfly valve, thus the experimentally measured solids flux likely underestimates the true solids flux. However, the bias introduced by this solids slip was estimated to correspond to \(< 10\%\) of the measured solids flux. For the simulations, the solids flux \(G_s\) was obtained from the new solids flow across the cross section of bed just below the riser exit,

\[
G_s = \frac{\sum_{i=1}^{N} \rho_i u_i \epsilon_i \cdot S_i}{\sum_{i=1}^{N} S_i}
\]

(12)
where $\rho_s$ is the density of the solids, $u_s$ is the velocity of the solids phase, $\varepsilon_s$ is the solids volume fraction, $S$ is the area of a single pixel in the image, and $N$ is the number of pixels, which in this case was 108. The simulations were performed using the revised Gibilaro, and EMMS drag models, for comparison, a simulation was also performed using the Gidaspow drag model. For both low and high inventories, the solid flux increases with increasing gas velocity in both the experiments and simulations. The experimental measurements indicate that the solids flux increases from \( \sim 2 \text{ kg m}^{-2} \text{ s}^{-1} \) at a superficial gas velocity of 0.88 m s\(^{-1}\), to \( \sim 20 \text{ kg m}^{-2} \text{ s}^{-1} \) at 1.70 m s\(^{-1}\). As expected, the Gidaspow drag model significantly over estimates the measured solids flux, predicting a solids flux in excess of 20 kg m\(^{-2}\) s\(^{-1}\) even at the lowest superficial gas velocity. By contrast, the revised Gibilaro model significantly under predicts the solids flux, predicting a maximum solids flux of 5 kg m\(^{-2}\) s\(^{-1}\) at the highest superficial gas velocity. Only the TFM simulations using the EMMS model estimate the solid flux to be close to that measured experimentally. For example, at 1.70 m/s, $G_s$ predicted by the EMMS is 28 kg m\(^{-2}\) s\(^{-1}\), compared with 18 kg/m\(^2\)s measured experimentally. Although the EMMS model still overestimates the solid flux, the qualitative trend of the change in solid flux with superficial gas velocity is in good agreement with that measured experimentally. The solid flux was not seen to be a strong function of the total solid inventory in either the experiments or the simulations with the EMMS drag model.

Overall, the simulations show that of the drag models considered, the EMMS model is the most effective at characterizing the gas-solid flow in the riser. Simulations with the EMMS model were found to produce good agreement with the axial voidage profile, and fair agreement with the radial voidage profile and solids flux. The revised Gibilaro model assumes all particles form small clusters, but it does not assume that these individual clusters combine to produce the large streamers found in a CFB. On the other hand, the EMMS model is derived on the assumption that particles divide into relatively large clusters and a dilute gas flow of essentially isolated particles. This arrangement of particles is expected to occur within the riser of a CFB. Therefore, it is expected that the EMMS model will describe the gas-solid interaction in the riser more accurately than the revised Gibilaro model.

4. Conclusions
Electrical capacitance tomography and magnetic resonance imaging were used to investigate the revised Gibilaro model and the Energy Minimisation Multiscale model for the simulation of Geldart group A powders with the two fluid model. Experiments were performed using cylindrical fluidised beds 50 mm in diameter with a silica-alumina catalyst support particle of diameter 63 μm. A dense phase, bubbling fluidised bed and a dilute phase, circulating fluidised bed were studied. The experimental measurements reported here demonstrate that the revised Gibilaro model can be used to predict the voidage and particle velocity distribution in the dense fluidised bed with a high degree of accuracy, however when used to simulate the circulating fluidised bed it underestimates the solids circulation rate by approximately a factor of 4. The Energy Minimisation Multiscale drag model is able to predict the solids circulation rate in the circulating fluidised bed to within about 50%, however it does not predict the correct voidage distribution in the dense fluidised bed. The difference in behavior of the two models in the different fluidisation regimes is attributed to the assumptions inherent to each model. The revised Gibilaro model assumes all particles group together in small, essentially isolated, clusters. In contrast, the EMMS model assumes that within each fluid cell there are regions containing relatively large clusters and regions containing only dilute concentrations of particles. It is unlikely that large clusters form in dense fluidised beds, whilst it is known that such clusters are found in the riser of CFBs. Therefore, the findings of these simulations are consistent with the derivations of the drag models. However, this also highlights a limitation of the drag models in that neither is applicable over the entire range of fluidisation conditions. The fact that neither model accurately simulates the entire range of fluidisation conditions raises the question, which drag model should be used when simulating an entire CFB? The results presented here indicate that the riser should be simulated using the EMMS model, however the U-valve and perhaps the base of the riser may be more accurately described using a model such as the revised Gibilaro model. Such an approach is not satisfactory and suggests further work is needed to develop a drag model for the entire range of fluidisation conditions. Initial progress in this has been made in this area [64], however further investigation is required.
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Figures:

Figure 1. Schematic illustration of the assumption of solids flow in one cell of a TFM simulation and real solids flow in one cell. In the simulation the voidage is assumed to be uniformly distributed, whilst in reality particles may cluster at a length scale that is smaller than the length scale of a single cell.
Figure 2 Schematic diagrams of (a) the dense fluidised bed and (b) the circulating fluidised bed used in this work. The gas used in both cases was compressed air at room temperature and 2 bar gauge.
Figure 3 Illustration of the computational grid used in the simulations. Note that although the cells are shown in this figure as being trapezoidal, the simulations were performed in radial coordinates and therefore the cross section of the actual cell geometry describes a circle accurately. (a) shows a cross section through the geometry, (b) shows a perspective view of the first 15 cells in the vertical direction.
Figure 4 Effect of mesh size on voidage distribution in the fluidised bed for a superficial gas velocity of 0.45 m s\(^{-1}\) and the revised Gibilaro drag model.
Figure 5 Effect of the definition of the boundary condition on the $r(0)$-axis. Time averaged voidage is shown for a superficial gas velocity of 0.45 m s$^{-1}$ and simulations performed using the revised Gibilaro drag model. The boundary condition was found to have a similarly small impact on the voidage distribution when using the EMMS drag model.
Figure 6 Sensitivity analysis illustrating the effect of (a) the coefficient of restitution and (b) the onset of frictional forces on the voidage distribution. Simulations were performed at a superficial gas velocity of 0.45 m s\(^{-1}\) and with the revised Gibilaro drag model. Similar results were found with the EMMS drag model.
Figure 7 Comparison of voidage distributions obtained from experiments and simulations at a height of 100 mm above the distributor for a fluidised bed with a settled bed height of 120 mm. The superficial gas velocities considered were (a) $U_g = 0.25 \text{ m s}^{-1}$, (b) $U_g = 0.35 \text{ m s}^{-1}$, and (c) $U_g = 0.45 \text{ m s}^{-1}$. Results are shown for (●) MRI measurements, (▲) simulations with the revised Gibilaro drag model, and (▼) simulations using the EMMS drag model.
Figure 8 Comparison of probability distribution of the average solids velocity obtained from experiments and simulations at a height of 50 mm above the distributor for a fluidised bed with a settled bed height of 120 mm. The superficial gas velocities considered were \( U_g = 0.25, 0.35, 0.45 \) m/s. Results are shown for (a) MRI measurements, (b) simulations using the revised Gibilaro drag model, and (c) simulations using the EMMS drag model.
Figure 9 Axial voidage profile obtained from (a) ECT measurements for the low inventory case, (b) ECT measurement for the high inventory case, (c) pressure measurement for the low inventory, and (d) pressure measurement for the high inventory case.
Figure 10 Voidage distribution obtained from a profile through the centre of the riser for (a-c) the low inventory and (d-f) the high inventory cases. Profiles are shown at heights of (a) and (d) 2.315 m, (b) and (e) 1.395 m, and (c) and (f) 0.475 m.
Figure 11 Axial voidage profiles along the riser obtained from TFM simulations with the low inventory for (a) the Gidaspow drag model, (b) the revised Gibilaro drag model, and (c) the EMMS drag model and (d) the EMMS drag model with the high inventory.
Figure 12 Voidage distributions obtained from profiles through the centre of the riser for (a-f) the low inventory and (g-i) the high inventory cases. Simulations were performed using (a-c) the revised Gibilaro drag model and (d-i) the EMMS drag model. Profiles are shown at heights of (a), (d) and (g) 2.315 m, (b), (e) and (h) 1.395 m, and (c), (f) and (i) 0.475 m.
Figure 13 Comparison of solids flux rate obtained from the experiments and simulations for (a) low inventory, and (b) high inventory cases. Results are shown for experimental measurements, simulations with the traditional Gidaspow drag model, simulations with the revised Gibilaro drag model, and simulations using the EMMS drag model.
Table 1 Physical properties of materials and simulation parameters

<table>
<thead>
<tr>
<th>Simulation conditions</th>
<th>Dense bed</th>
<th>Circulating bed</th>
</tr>
</thead>
<tbody>
<tr>
<td>Dimensions (diameter × height) (m)</td>
<td>0.05 × 0.6</td>
<td>0.05 × 2.83</td>
</tr>
<tr>
<td>Temperature (K)</td>
<td>297</td>
<td>297</td>
</tr>
<tr>
<td>Pressure (Pa)</td>
<td>101325</td>
<td>101325</td>
</tr>
<tr>
<td>Gas density, $\rho_g$ (kg/m$^3$)</td>
<td>1.17</td>
<td>1.2</td>
</tr>
<tr>
<td>Gas viscosity, $\mu_g$ (Pas)</td>
<td>$1.75 \times 10^{-5}$</td>
<td>$1.8 \times 10^{-5}$</td>
</tr>
<tr>
<td>Solids density $\rho_s$ (kg/m$^3$)</td>
<td>1530</td>
<td>1530</td>
</tr>
<tr>
<td>Minimum fluidisation velocity $U_{mf}$ (m/s)</td>
<td>0.002</td>
<td>0.002</td>
</tr>
<tr>
<td>Particle diameter, $d_p$ (µm)</td>
<td>63</td>
<td>63</td>
</tr>
<tr>
<td>Superficial gas velocity, $U$ (m/s)</td>
<td>0.25, 0.35, 0.45</td>
<td>0.88, 1.04, 1.21, 1.37, 1.54, 1.70</td>
</tr>
<tr>
<td>Gas voidage at maximum packing</td>
<td>0.39</td>
<td>0.39</td>
</tr>
<tr>
<td>Initial bed height (m)</td>
<td>0.1494</td>
<td>low inventory 0.08, high inventory 0.34</td>
</tr>
<tr>
<td>Initial gas velocity in bed (m/s)</td>
<td>0.0024</td>
<td>0.04</td>
</tr>
<tr>
<td>Initial gas voidage in bed</td>
<td>0.51</td>
<td>0.6</td>
</tr>
</tbody>
</table>

Simulation method

<table>
<thead>
<tr>
<th>Spatial discretization</th>
<th>Second-order TVD with Minmod</th>
<th>Second-order TVD with Minmod</th>
</tr>
</thead>
<tbody>
<tr>
<td>Coefficient of restitution</td>
<td>0.9</td>
<td>0.9</td>
</tr>
<tr>
<td>Under-relaxation factor of solid volume fraction</td>
<td>0.2</td>
<td>0.4</td>
</tr>
<tr>
<td>Mesh</td>
<td>$10 (r) \times 120(z) \times 10(\theta)$</td>
<td>$9 (r) \times 283 (z) \times 12 (\theta)$</td>
</tr>
<tr>
<td>Initial time step (s)</td>
<td>$1 \times 10^{-4}$</td>
<td>$1 \times 10^{-4}$</td>
</tr>
<tr>
<td>Minimum time step (s)</td>
<td>$1 \times 10^{-7}$</td>
<td>$1 \times 10^{-7}$</td>
</tr>
<tr>
<td>Outflow boundary</td>
<td>Constant pressure outflow</td>
<td>Constant pressure outflow</td>
</tr>
<tr>
<td>Wall boundary condition</td>
<td>solids phase: Johnson-Jackson model (specularity 0.6), gas phase: no slip</td>
<td>solids phase: Johnson-Jackson model (specularity 0.6), gas phase: no slip</td>
</tr>
</tbody>
</table>