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Summary

Contributions to mixing and hypocoercivity in kinetic models
Helge Gerhard Walter Dietert

The main results of my work contribute to the mathematical study of a stability mechanism common to both the Vlasov–Poisson equation and the Kuramoto equation. These kinetic models come from very different areas of physics: the Vlasov–Poisson equation models plasmas and the Kuramoto equation models synchronisation behaviour.

The stability was first described by Landau in 1946 and is a subtle behaviour, because the damping only happens in a suitably weak sense. In fact, the models are not dissipative and cannot be stable in a strong topology. Instead, the so-called Landau damping happens through phase mixing. My contributions include a simplified linear analysis for the Vlasov–Poisson equation around the spatially homogeneous state. For the Kuramoto equation, I cover the linear analysis around general stationary states and show nonlinear stability results with algebraic and exponential decay. Moreover, I show how the mean-field estimate by Dobrushin can be improved around the incoherent state.

In addition, I study how a kinetic system can reach a thermal equilibrium. This is modelled by adding a dissipative term, which by itself drives the system to a local equilibrium. In hypocoercivity theory, the complementary effect of the transport operator is used to show exponential decay to a global equilibrium. In particular, I show how a probabilistic treatment can complement the standard hypocoercivity theory, which constructs equivalent norms, and I discuss the necessity of the geometric control condition for the spatially degenerate kinetic Fokker–Planck equation.

Finally, I study the possible discretisation of the velocity variable for kinetic equations. For the numerical stability, Hermite functions are a suitable choice, because their differentiation matrix is skew-symmetric. However, so far a fast expansion algorithm has been lacking and this is addressed in this work.
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1 Kinetic models with Landau damping

This chapter introduces the setup for the results on Landau damping, i.e. the stability through phase mixing, and reviews the related literature. We start with a brief formal discussion of the stability mechanism, Section 1.1. The mechanism is common to the two studied systems, coming from different areas of physics. The Vlasov–Poisson equation, Section 1.2, models plasmas and was the model in which Landau originally observed the damping. The Kuramoto equation, Section 1.3, models synchronisation phenomena and is a focus of this work. Both models are derived as mean-field limits. We finish the chapter by reviewing the mathematical approaches and the results of the thesis on phase-mixing in Section 1.4.

1.1 Convergence through phase mixing

In order to introduce the stability created by phase mixing, we start with a formal discussion of a toy model without any interaction and discuss how the stability emerges from the collective behaviour.

We start with a particle system of $N$ particles, where each particle, labelled $i = 1, \ldots, N$, is described by a position $P_i$ in the phase space $\Gamma$, which often consists of the spatial position and velocity, but can also include the size and the spin of the particles. The evolution is described by a vector field $A$ so that

$$\frac{d}{dt} P_i(t) = A(t, P_i(t)).$$

The trajectories of a particle are given by the maps $T_{t,s}$, where $T_{t,s}(P)$ is the position of a particle at time $t$ given that the particle was at position $P$ at time $s$. With the vector field $A$, an equivalent description is the ODE

$$\begin{cases}
\frac{d}{dt} T_{t,s}(P) = A(t, T_{t,s}(P)), \\
T_{s,s}(P) = P.
\end{cases}$$

In order to understand a large population of particles, it is helpful to focus on their distribution, i.e. the empirical measure $f(t, \cdot) = N^{-1} \sum_{i=1}^{N} \delta_{P_i(t)}$. The empirical measure describes the collective behaviour of the particle system and its evolution over time is given
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by the push-forward of $T_{t,s}$, i.e.

$$(T_{t,s})_* f(s, \cdot) = f(t, \cdot).$$

The evolution then solves the PDE

$$\partial_t f(t, P) + \nabla_P \cdot [A(t, P)f(t, P)] = 0,$$

which is the Liouville equation for the density of one particle.

As a toy model, we consider the case where the phase space $\Gamma = T \times [0, 1]$ consists of a spatial variable $x$ on the torus $T = [0, 2\pi)$ and a velocity variable $v$ in $[0, 1]$. For the vector field $A$ we consider the simple case of free transport

$$A(t, x, v) = \begin{pmatrix} v \\ 0 \end{pmatrix},$$

so that the density $f$ evolves according to

$$\partial_t f(t, x, v) + \partial_x [vf(t, x, v)] = 0.$$

The solution starting from the initial data $f_{in}$ at time $t = 0$ is given by

$$f(t, x, v) = f_{in}(x - tv, v)$$

and is, for localised initial data $f_{in}(x, v) = 1_{x \in [0, 1]}$, shown in Figure 1.1. The figure shows that the initial data is distributed in very fine filaments and converges to the uniform state after averaging, i.e. in a weak sense. On the other hand, all $L^p$ norms are exactly conserved and thus no form of convergence occurs in these norms.

For the mathematical analysis, we can describe the evolution by the semigroup $e^{tL}$ so that

$$f(t, x, v) = (e^{tL} f_{in})(x, v).$$

For the toy model with the free transport operator the generator $L$ takes the form $L = -v \partial_x$. 

Figure 1.1 – Evolution of an initial distribution under the free transport in $T \times [0, 1]$. 

(a) Initial configuration (b) At time $t = 5$ (c) At time $t = 20$ (d) At time $t = 100$
1.1 Convergence through phase mixing

The stability of such a semigroup is naturally studied by the spectral properties of the generator. The spectrum is obtained by taking the Fourier transform in $x$, i.e. to represent the function by the Fourier coefficients
\[ \hat{f}_l(v) = (\mathcal{F}_{x \to t} f)(v) = \int_{x \in T} e^{-ix \cdot v} f(x, v) dx \]
for $l \in \mathbb{Z}$. In this representation the generator is given by $\hat{L} = -ivl$.

Here we see that the spatial modes decouple and the generator acts as a simple multiplication operator. Thus in usual function spaces, e.g. $L^2(\Gamma)$, the generator has a continuous spectrum along the imaginary axis so that the spectral analysis shows that there is no decay in the strong topology.

If we further take the Fourier transform in $v$, i.e.
\[ \hat{f}_l(\xi) = (\mathcal{F} f)_l(\xi) = \int_{(x, v) \in T \times \mathbb{R}} e^{-ix \cdot v - i\xi \cdot v} f(x, v) dx dv, \]
then the evolution becomes again a transport equation
\[ \partial_t \hat{f}_l(t, \xi) = l\partial_\xi \hat{f}_l(t, \xi), \]
so that the solution after a time $t$ is simply a shift as
\[ \hat{f}_l(t, \xi) = (\hat{f}_{in})_l(t, \xi + lt). \]

By the Plancherel identity, the solution after time $t$ tested against a test function $h$ satisfies
\[ \langle f(t), h \rangle = \langle \hat{f}(t), \hat{h} \rangle = \sum_{l \in \mathbb{Z}} \int_{\xi \in \mathbb{R}} (\hat{f}_{in})_l(\xi + lt) \overline{h_l(\xi)} d\xi. \]

For regular functions $f_{in}$ and $h$, the Fourier transforms $(\hat{f}_{in})_l(\xi)$ and $\hat{h}_l(\xi)$ are localised around $\xi \approx 0$ and decay as $|\xi| \to \infty$. For spatial modes $l \neq 0$, the two factors are shifted apart as $t \to \infty$ and thus the integral converges to 0. Therefore, the inner product converges to the spatial average
\[ \int_{\xi \in \mathbb{R}} (\hat{f}_{in})_0(\xi) \overline{h_0(\xi)} d\xi = 2\pi \int_{v \in \mathbb{R}} \left( \int_{x \in T} f_{in}(x, v) \frac{dx}{2\pi} \right) \left( \int_{x \in T} h(x, v) \frac{dx}{2\pi} \right) dv \]
and we have found stability. For $l \neq 0$, the speed of decay of the product
\[ \int_{\xi \in \mathbb{R}} (\hat{f}_{in})_l(\xi + lt) \overline{h_l(\xi)} d\xi \]
depends on the strength of localisation, i.e. how fast $(\hat{f}_{in})_l(\xi)$ and $\hat{h}_l(\xi)$ decay as $|\xi| \to \infty$.
Finally, the decay in Fourier variables characterises the regularity of a function.
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Very heuristically, the regularity implies the weak decay, because for a regular function close to any particle is another particle with a slightly different velocity. Due to the inhomogeneity in the velocity, this means that trajectories will diverge and by ergodicity spread over the whole space.

Going back to the spectral study, consider the map $\lambda \to \langle (L - \lambda)^{-1} f_{in}, h \rangle$, the resolvent applied to $f_{in}$ and tested against $h$. This is an analytic function for $\lambda$ in the resolvent set of the operator $L$. If $f_{in}$ and $h$ are analytic, we find, however, that the map has an analytic continuation beyond the continuous spectrum, so that the continuous spectrum seems to disappear. Formulated as Laplace transform, this has already been used in the first paper on this class of decay by Landau [87] in 1946.

An intuitive picture of this setup is the study of particles around a central body, like the rings of Saturn consisting of small particles. Here we can describe the position of a particle by its angle $x \in \mathbb{T}$ and radial distance $r \in [R_-, R_+]$ within a positive range. Assuming a circular orbit, the radius stays fixed and the frequency $\omega$ satisfies $\omega^2 r^3 = \mu$, where $\mu$ is a physical constant depending on the gravitation. Thus, we can understand the radial distance $r$ as velocity variable and have the same phenomenon of phase mixing, cf. Figure 1.2. This gives an explanation of how such a ring structure can form and be stable without interaction. The discussion of the rings of Saturn was also the topic of Maxwell’s famous Adam’s price essay [54].

A brief discussion from the physical viewpoint is also given in the book by Reichl [135]. As another intuitive example, she describes an oil-film on water, which does not diffuse but can be mixed under a suitable velocity field to appear homogeneous.

In the whole discussion, the system is still time-reversible and the decay comes purely from the assumed regularity and the phase mixing. Thus a regular initial system tested against a regular function is decaying, which introduces the sense of time-irreversibility. In physical applications, regular initial data can be justified by regularising effects like noise or collisions. For systems including such additional effects, the stability through phase mixing can show damping on much smaller time-scales, where these other effects can be neglected. This faster decay belongs to the paradigm of the so-called violent damping [152, 159].

1.2 Vlasov–Poisson equation: Understanding collisionless plasmas

1.2.1 Physical modelling

A plasma consists of freely moving particles which are charged so that they exert a long range interaction through electromagnetic fields. A typical example is an electron gas, but ionised atoms and molecules can also act as charged particles. In the universe, a plasma is a very common state of matter in space [34, 141].
1.2 Vlasov–Poisson equation: Understanding collisionless plasmas

Figure 1.2 – Phase mixing on an orbital system. Particles are assumed to have circular orbits whose frequency is given by $\omega = r^{-3/2}$. 
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The physical description was developed in the early 20th century and is nowadays treated in many textbooks [94, 118, 142]. For our work, we focus on the so-called kinetic description, where we work with the density of particles over their position and velocity. This kind of description was pioneered for gases by Maxwell [107] and Boltzmann [20] at the end of the 19th century and was very controversial at that time [57].

In this work, we further restrict ourselves to systems with one species of particles, which are described by classical mechanics with an electrostatic interaction. While the results can easily be extended to several species, a treatment of relativistic effects and of the full Maxwell equations changes the mathematical structure significantly so that the previous studies cannot be extended directly.

Starting from a microscopic description, we have a large number of particles \(i = 1, \ldots, N\) whose phase space position \(P_i = (q_i, p_i)\) evolves as

\[
\begin{align*}
\frac{\partial q_i}{\partial t} &= \frac{\partial H}{\partial p_i}, \\
\frac{\partial p_i}{\partial t} &= -\frac{\partial H}{\partial q_i},
\end{align*}
\]

with an Hamiltonian \(H = H(P_1, \ldots, P_N)\). In the physical modelling, we restrict to a symmetric interaction potential \(N^{-1}W\) and an external potential \(V\) so that the Hamiltonian is given by

\[
H(P_1, \ldots, P_N) = \frac{1}{2m} \sum_{i=1}^{N} p_i^2 + \frac{1}{N} \sum_{1 \leq i < j \leq N} W(q_i, q_j) + \sum_{i=1}^{N} V(q_i),
\]

where \(m\) is the mass of a single particle.

The scaling ensures that the different terms are of the same order. Physically, the scaling can be motivated by hypothetically splitting every particle into several smaller particles, where the overall mass and charge is kept constant. In this context, the charge \(Q\) and mass \(m\) of a particle behaves like \(N^{-1}\) giving the claimed scaling from the electrostatic interaction potential \(W(q_i, q_j) = (4\pi \varepsilon_0)^{-1} Q^2 |q_i - q_j|^{-1}\), where \(\varepsilon_0\) is the electrostatic constant.

In practise the number of particles is very large. For the order of magnitude recall the Avogadro constant \(6 \times 10^{23} \text{ mol}^{-1}\). We therefore try to understand the system statistically by a distribution over the phase space \(\Gamma\) of a single particle.

A possible derivation of such a description follows the paradigm of statistical physics and uses ensembles pioneered by Gibbs [56] in 1902.

In this, we do not claim that we know the exact state \((P_1, \ldots, P_N) \in \Gamma^N\) of the whole system, but rather know a distribution \(F^N\) of the microstate \((P_1, \ldots, P_N)\) over the complete phase space \(\Gamma^N\). The particles are thought to be indistinguishable, which we include by imposing that \(F^N\) is symmetric. The distribution of a typical particle is then given by the first marginal

\[
f(P) = f^{1,N}(P) = \int_{\Gamma^{N-1}} F^N(P, P_2, \ldots, P_N) \, dP_2 \ldots dP_N,
\]
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which we treat as adequate description of our system.

Each microstate evolves independently by Hamilton’s equation of motion, so that the density \( F^N \) evolves by the Liouville equation

\[
\frac{\partial}{\partial t} F^N + \nabla \cdot (\dot{P} F^N) = 0,
\]

where \( \dot{P} \) is the evolution of the microstate. By the Hamiltonian structure, Liouville’s theorem implies \( \nabla \cdot \dot{P} = 0 \), which shows that

\[
\frac{\partial}{\partial t} F^N + \{ F^N, H \} = 0 \tag{1.1}
\]

with the Poisson bracket

\[
\{ F^N, H \} = \sum_{i=1}^N \left( \nabla_{q_i} F^N \cdot \nabla_{p_i} H^N - \nabla_{p_i} F^N \cdot \nabla_{q_i} H^N \right),
\]

where the coordinate \( P_i \) of the particle \( i \) consists of its position \( q_i \) and its momentum \( p_i \).

In probability theory this density evolution is also called master or Kolmogorov equation and as such can easily be adapted to include noise terms due to background interactions.

The dynamic of \( F^N \) still includes the full complexity and, for a reduction, we look at the marginals \( f^{k,N} \) defined by

\[
f^{k,N}(P_1, \ldots, P_k) = \int_{\mathbb{R}^{N-k}} F^N(P_1, \ldots, P_k, P_{k+1}, \ldots, P_N) \, dP_{k+1} \ldots dP_N.
\]

Taking the marginals in (1.1) implies that the marginals satisfy

\[
\frac{\partial}{\partial t} f^{k,N}(P_1, \ldots, P_k) + \{ f^{k,N}, H^k \}(P_1, \ldots, P_k)
\]

\[
= \sum_{i=1}^k \nabla_{p_i} f^{k,N}(P_1, \ldots, P_k) \cdot \left( \frac{N-k}{N} \right) \nabla_{q_i} \int W(q_i, q) f^{k+1,N}(P_1, \ldots, P_k, P) \, dq dp,
\]

where \( P = (q, p) \) in the last integral and \( H^k \) is the reduced Hamiltonian

\[
H^k(P_1, \ldots, P_k) = \frac{1}{2m} \sum_{i=1}^k p_i^2 + \frac{1}{N} \sum_{1 \leq i < j \leq k} W(q_i, q_j) + \sum_{i=1}^k V(q_i).
\]

This is the famous BBGKY hierarchy [118, 135, 142] (named after Bogoliubov, Born, Green, Kirkwood, and Yvon), which relates the evolution of the \( k \)-th marginal to the \( (k+1) \)-th marginal. Hence for the solution of the first marginal, all other moments are needed. In order to find a reduced description of the first marginal \( f = f^{1,N} \), we therefore need to make further assumptions. The simplest case was introduced by Vlasov [161] for a plasma and assumes that the particles are uncorrelated, i.e. he replaces \( f^{2,N} \) by \( f^{1,N} \otimes f^{1,N} \). This assumption was pioneered by Boltzmann as molecular chaos in the kinetic theory of gases and is believed
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to hold in the limit $N \to \infty$. In this regime, the limit preserves the time-reversibility and can be described as Hamiltonian system [111].

Using the electrostatic interaction potential described by the Poisson equation, the resulting equation is called Vlasov–Poisson equation and, for particles of mass $m$ and charge $e$, is given by

$$
\begin{align*}
\partial_t f(t,x,v) + v \cdot \nabla_x f(t,x,v) - \frac{e}{m} \nabla \phi(t,x) \cdot \nabla_v f(t,x,v) &= 0, \\
\Delta \phi(t,x) &= -\frac{\rho(t,x)}{\epsilon_0}, \\
\rho(t,x) &= \int_{\mathbb{R}^d} f(t,x,v) \, dv - \rho_{\infty}(x)
\end{align*}
$$

(1.3)

describing a density $f(x,v)$ with respect to the spatial position $x$ and velocity $v$, where $\rho_{\infty}$ is a background charge and $\epsilon_0$ is a physical constant, the permittivity. A possible source of such a background charge are ionised atoms which are approximately static on the considered time-scale.

For dilute plasma this approximation works very well for suitable configurations and is successfully used for experimental results. For the electrostatic interaction, two further approximations of $f^{2,N}$ are known in the physics literature: The Landau equation [88] and the so-called Lenard-Balescu equation [8, 92]. See also the textbooks [118, 142]. The modelling in these approaches already creates a preferred direction of time and the resulting equations have the structure of a Fokker–Planck equation. In particular, the Hamiltonian structure has not been preserved. Finally, collisions can be included in the model by adding a Boltzmann collision operator, cf. [142, Section 4.6], which again breaks time-reversibility.

Another approach follows the Klimontovich equation [82]. This approach starts with the empirical measure $\mu^N$ of the particle distribution $P_1, \ldots, P_N$ given as

$$
\mu^N = \frac{1}{N} \sum_{i=1}^{N} \delta_{P_i}.
$$

The empirical measure of a solution of the microscopic evolution satisfies the Klimontovich equation, which is the PDE

$$
\begin{align*}
\partial_t \mu(t,q,p) + \frac{p}{m} \cdot \nabla_q \mu(t,q,p) - \nabla_q V(t,q) \cdot \nabla_p \mu(t,q,p) &= 0, \\
V(t,q) &= \int_{\Gamma} W(q,q') \mu(t,q',p') \, dq' dp'
\end{align*}
$$

(1.4)

understood weakly against $C^1$ functions for particles of mass $m$. The fact that the empirical distribution of a solution satisfies (1.4) can be directly verified and, for sufficiently nice interaction potentials, this PDE determines the solution uniquely.

Formally, the Klimontovich equation (1.4) equals the Vlasov equation. However, their physical interpretation is different: the Vlasov equation describes the evolution of a density, while the Klimontovich equation describes the exact evolution of a configuration expressed as
empirical measure. In physical discussions, we then take some form of averaging and argue that in the limit \(N \to \infty\) a suitable version of the law of large numbers holds, so that the fluctuations can be neglected and we arrive again at the Vlasov equation \([118, 142]\).

Another viewpoint assumes that the Klimontovich equation (1.4) is stable in a sufficiently fine topology of measures. This implies that the evolution of a particle distribution can be well-approximated by a smooth solution, which is initially close to the particle system. In numerical analysis this justifies the \textit{meta-particle approach}, where we reduce the particle dynamics to a particle dynamics with fewer particles.

Related to this is the idea of pulverisation, which is a thought experiment, where we split the particles in smaller particles keeping the overall mass and charge constant. Assuming that the system with more particles results in a similar behaviour macroscopically, we expect stability in a suitable sense, so that the system can be described by the smooth solution.

This limiting behaviour \(N \to \infty\) is well-understood for Lipschitz interactions, see Chapter 2, but is not proven for the singular Poisson interaction. Towards this, Hauray and Jabin \([69, 70]\) showed results for slightly irregular potentials.

From a physical viewpoint, boundary conditions from a barrier or a confining potential are natural. However, a confining potential complicates the analysis significantly, so that we focus on periodic boundary condition. By rescaling, we can assume without loss of generality that the space is the standard \(d\)-dimensional torus \(\mathbb{T}^d = [0, 2\pi)^d\) and we take an interaction of the form \(W(x, y) = W(x - y)\). The evolution then takes the form

\[
\begin{aligned}
\partial_t f(t, x, v) + v \cdot \nabla_x f(t, x, v) + F(t, x) \cdot \nabla_v f(t, x, v) &= 0, \\
F(t, x) &= -\nabla_x \left[ W \ast \rho(t, \cdot) \right](x), \\
\rho(t, x) &= \int_{\mathbb{R}^d} f(t, x, v) \, dv,
\end{aligned}
\]

(1.5)

where the star \(\ast\) denotes the convolution over the space variable \(x\). For a Poisson potential, there exists a constant \(C_W\) such that \(W\) is characterised by

\[
\hat{W}_k = \int_{x \in \mathbb{T}^d} W(x) e^{-ik \cdot x} \, dx = \begin{cases} 0 & \text{if } k = 0, \\ k^{-2}C_W & \text{otherwise}. \end{cases}
\]

For a careful discussion of these periodic boundary conditions, see the introduction of Mouhot and Villani \([114]\).

Compared to the spatially homogeneous plasma over \(\mathbb{R}^d\), this setup has the advantage that, apart from the zero mode, all modes have a strictly positive size \(|k| \geq 1\), which physically excludes very slow varying perturbations.

Even though the derivation was done for plasmas, another application of the Vlasov–Poisson equation is the dynamics of galaxies, where stars interact through Newtonian gravity. This was pioneered by Jeans \([77, 78]\) in 1915, much before the work by Vlasov, and the equation
is also called collisionless Boltzmann equation in this context. The possible application of Landau damping was discussed by Lynden-Bell [99]. For a brief discussion of the modelling, we again refer to the introduction of Mouhot and Villani [114].

In contrast to many equations in mathematical physics, the existence and uniqueness of solutions is well understood. Some reviews are given in [60, 136]. We have results on the existence of weak and classical solutions [5, 97, 125, 129, 140] and uniqueness [98].

1.2.2 Linear study

Already in his paper from 1938, Vlasov [161] looked at the linearisation around a stationary state $f_{\text{st}}$. We assume a spatially homogeneous basis configuration $f_{\text{st}}(x, v) = f_{\text{st}}(v)$ and overall neutrality, so that the electric potential vanishes in the stationary state. Considering a perturbation, again denoted by $f$, its evolution is on the linear level governed by

$$
\begin{align*}
\frac{\partial}{\partial t} f(t, x, v) + v \cdot \nabla_x f(t, x, v) + F(t, x) \cdot \nabla_v f_{\text{st}}(v) &= 0, \\
F(t, x) &= -\nabla_x [W * \rho(t, \cdot)](x), \\
\rho(t, x) &= \int_{\mathbb{R}^d} f(t, x, v) dv 
\end{align*}
$$

with the interaction potential $W(x, y) = W(x - y)$. Looking for normal modes, Vlasov took the ansatz $f(t, x, v) = c(v)e^{i k \cdot x - i \omega t}$. The linearised equation becomes

$$
\begin{align*}
(-i \omega + ik \cdot v) f(t, x, v) + F(t, x) \cdot \nabla_v f_{\text{st}}(v) &= 0, \\
F(t, x) &= -ik e^{ik \cdot x - i \omega t} \hat{W}_k \int_{\mathbb{R}^d} c(v) dv, 
\end{align*}
$$

where

$$
\hat{W}_k = \int_{x \in \mathbb{T}^d} W(x)e^{-ik \cdot x} dx.
$$

Hence formally, $c$ needs to take the form

$$
c(v) = \frac{\hat{W}_k \int_{\mathbb{R}^d} c(\tilde{v}) d\tilde{v} k \cdot \nabla_v f_{\text{st}}(v)}{k \cdot v - \omega}
$$

and this is a valid solution if

$$
1 = \hat{W}_k \int_{\mathbb{R}^d} \frac{k \cdot \nabla_v f_{\text{st}}(v)}{k \cdot v - \omega} dv. 
$$

With the electrostatic interaction, $\hat{W}_k$ takes the form $k^{-2} \omega_p^2$, where $\omega_p$ is the plasma frequency depending on the physical parameter of the plasma.

The dispersion relation (1.7) correctly describes the existence of growing modes, however, for real $\omega$ the factor $(k \cdot v - \omega)^{-1}$ becomes singular and the meaning for the asymptotic behaviour becomes unclear. In 1946, Landau [87] argued that the problem should instead
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be considered as Cauchy problem, which he formally solved using the Fourier and Laplace transform.

As a first step, take the Fourier transform in space

\[ \tilde{f}_k(t, v) = \int_{\mathbb{R}^d} e^{-ik \cdot x} f(t, x, v) dx. \]

The linearised equation then becomes

\[
\begin{align*}
\partial_t \tilde{f}_k(t, v) + ik \cdot v \tilde{f}_k(t, v) + \tilde{F}_k(t) \cdot \nabla_v f_{st}(v) &= 0, \\
\tilde{F}_k(t) &= -ik \hat{W}_k \tilde{\rho}_k, \\
\tilde{\rho}_k(t) &= \int_{\mathbb{R}^d} \tilde{f}_k(t, v) dv.
\end{align*}
\]

Note that the spatial modes \( k \) completely decouple and that each mode can be solved separately. This is a key feature of spatially homogeneous states, which makes their analysis feasible.

In order to solve the initial value problem, recall the Laplace transform \( \mathcal{L} \) of a function \( F : \mathbb{R}^+ \rightarrow \mathbb{C} \) as

\[
(\mathcal{L}F)(a) := \int_0^\infty e^{-at} F(t) \, dt
\]

for all \( a \in \mathbb{C} \) for which the integral is converging [48]. Taking the Laplace transform in time \( t \), we then find

\[
\begin{align*}
- (f_{in})_k(v) + a (\mathcal{L} f_k)(a, v) + ik \cdot v (\mathcal{L} f_k)(a, v) + (\mathcal{L} \tilde{F}_k)(a) \cdot \nabla_v f_{st}(v) &= 0, \\
(\mathcal{L} \tilde{F}_k)(a) &= ik \hat{W}_k (\mathcal{L} \tilde{\rho}_k)(a), \\
(\mathcal{L} \tilde{\rho}_k)(a) &= \int_{\mathbb{R}^d} (\mathcal{L} \tilde{f}_k)(a, v) dv,
\end{align*}
\]

where \( f_{in} \) are the initial data for \( f \).

Solving the first equation for \( \mathcal{L} \tilde{f}_k \) gives

\[
(\mathcal{L} \tilde{f}_k)(a) = \frac{(f_{in})_k(v) - (\mathcal{L} \tilde{F}_k)(a) \cdot \nabla_v f_{st}(v)}{a + ik \cdot v}.
\]

Using the second equation for \( \mathcal{L} \tilde{F}_k \) and integrating over \( v \) shows

\[
(\mathcal{L} \tilde{\rho}_k)(a) = \int_{\mathbb{R}^d} \frac{(f_{in})_k(v) \, dv}{a + ik \cdot v} + (\mathcal{L} \tilde{\rho}_k)(a) \int_{\mathbb{R}^d} \frac{ik \hat{W}_k \cdot \nabla_v f_{st}(v) \, dv}{a + ik \cdot v}.
\]

Hence we can explicitly solve the equation for \( (\mathcal{L} \tilde{\rho}_k) \) as

\[
(\mathcal{L} \tilde{\rho}_k)(a) = \left( 1 - \hat{W}_k \int_{\mathbb{R}^d} \frac{k \cdot \nabla_v f_{st}(v) \, dv}{k \cdot v - ia} \right)^{-1} \int_{\mathbb{R}^d} \frac{(f_{in})_k(v) \, dv}{a + ik \cdot v}.
\]
where the first term reassembles the dispersion relation (1.7) with the identification of the rate as $a = -i\omega$.

Assuming exponential growth bounds, this expression gives the correct Laplace transform for $\Re a$ large enough. For sufficiently nice stationary solutions $f_{st}$, the part

$$L(a) := \hat{W}_k \int_{\mathbb{R}^d} \frac{k \cdot \nabla e f_{st}(v)}{k \cdot v - ia} dv$$

gives an analytic function over $\Re a > 0$. Landau then noted, that for analytic functions $f_{st}(v)$ with sufficient decay, the function $L$ can be analytically continued beyond $\Re a = 0$. Likewise, for sufficiently nice initial data, the second term in the expression for $\mathcal{L}\bar{\rho}_K$ can be analytically extended.

We assume that $\mathcal{L}\hat{\rho}_K$ can be analytically continued as meromorphic function to the region \{ $a \in \mathbb{C} : \Re a \geq -a_0$ \} with possible poles $b_1, \ldots, b_M$ at the points where $1 = L(a)$. Formally taking the inverse Laplace transform (also called Dunford formula in the context of semigroups), the solution is

$$\rho_k(t) = \frac{1}{2\pi i} \int_{i\sigma_0}^{i\sigma_0+\infty} (L\hat{\rho}_K)(a) e^{at} da$$

for a sufficiently large constant $\sigma_0$. Formally, deforming the contour along $\Re a = -a_0$, we find an integral along $\Re a = -a_0$, which decays as $e^{-a_0 t}$, and contributions from the poles $i = 1, \ldots, M$, which evolve as $e^{b_i t}$.

In the case of a Maxwellian distribution, Landau showed that all poles are decaying. Hence he concluded that the observable spatial density (or equivalently the electric potential) is damped.

In general, for a function $f$, the mapping to

$$(\mathcal{H}f)(s) = \int_{-\infty}^{\infty} f(u) \frac{du}{u - s}$$

is called the Hilbert transform. Landau defined the analytic continuation from the upper half plane by changing the contour such that the pole $u = s$ is above the contour of integration, which is called Landau prescription in this context, cf. Figure 1.3.

This class of integrals had been well-studied in the mathematical analysis [115, 151]. The result allowed Backus [7] to show that the above reasoning can be made rigorous in order to show the claimed linear stability.

In 1959, Penrose [128] also studied the limiting behaviour of $L(a)$ as $\Re a \to 0 + 0$. For this he uses the Plemelj formula [115] stated in its basic form as:

**Lemma 1.1.** If $f \in L^1$ is a Lipschitz continuous function, then

$$\lim_{\lambda \to 0^+} \int_{\mathbb{R}} \frac{f(x)}{x - i\lambda} dx = \text{PV} \int \frac{f(x)}{x} dx + i\pi f(0). \quad (1.9)$$

Here PV denotes the principal value and in fact the convergence can be quantified.
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From this Penrose found an explicit expression for $L(a)$ for $\Re a = 0$, which is the boundary value of the analytic function $L$. Moreover, by the Riemann-Lebesgue lemma, $|L(a)| \to 0$ as $|a| \to \infty$ for $\Re a > 0$. Therefore, $x \to L(ix)$ defines a complex curve starting and ending at 0. By the argument principle, the number of solutions to $L(a) = 1$ for $\Re a > 0$ equals the winding number of the curve around 1. Hence we can use the curve to determine the number of unstable modes. In particular, we can use this to identify stable configurations exactly.

In the electrostatic case with $\hat{W}_k = k^2 \omega_p^2$, we find that the dispersion relation takes the form

$$k^2 = Z_{\hat{e}}(a/|k|)$$

with

$$Z_{\hat{e}}(a) = \omega_p^2 \int_{\mathbb{R}^d} \hat{e} \cdot \nabla \delta \hat{v} f_{st}(v) \, dv,$$

where $\hat{e}$ is the unit vector $k/|k|$. Hence, we have unstable modes if and only if there exists $a$ with $\Re a > 0$ such that $Z_{\hat{e}}(a) \in (0, \infty)$. Identifying the existence of such solutions by the argument principle gives the Penrose criterion, which states the stability in terms of the minima of the marginal velocity distribution along $\hat{e}$.

**Proposition 1.2** (Penrose criterion). The configuration $f_{st}$ has a growing mode in the direction $\hat{e}$ if and only if the marginal density

$$h(u) = \int_{\mathbb{R}^d} \delta_{\hat{v} \cdot \hat{e} = u} f_{st}(v) \, dv$$

has a relative minimum $x \in \mathbb{R}$ with

$$\text{PV} \int_{-\infty}^{\infty} \frac{h'(u)}{u - x} \, du > 0.$$ 

For the stability analysis, Penrose noted that the electric field or potential satisfies a Volterra equation for which the stability is well-understood. In this work, I will follow this approach,
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which is discussed in Chapter 3.

In 1955, van Kampen [153] also showed that the behaviour can be recovered by a normal mode analysis when the singularity is resolved properly. In this, he finds singular eigenmodes for every $\omega \in \mathbb{R}$, in which he expands the solution. By understanding the dispersion, he then recovers the stability, where he already draws the connection to resonance states in scattering theory for the decaying modes. Case [29] and Backus [7] clarified this approach in 1959 and 1960, respectively.

From the scaling of $k^2 = Z(x/|k|)$, we see that modes with small $|k|$ decay with a slower rate and $k = 0$ corresponds to the overall density, which is not decaying. This motivates the use of the torus, allowing to prove uniform decay. Some indications of the behaviour over the whole line are given in [11, 58, 59].

The analysis was rigorously revisited in the 1980s, focusing on the observed decay rate by Maslov and Fedoryuk [106] and Degond [41]. Degond worked on the torus and showed the decay for the result tested against for test functions, when the initial data and test function have a uniformly bounded continuation in a strip around the real axis.

From a physical viewpoint, the understanding is that the energy of the electric potential is transferred to the kinetic energy of the particles [40]. A naive interpretation follows the surfer picture, in which particles with a slower speed than the wave speed are accelerated, while particles with a higher speed are decelerated. With a unimodal velocity distribution, there are more slower particles and thus energy is taken out of the wave. However, such a naive reasoning is wrong and a more careful analysis is needed [51, 142].

1.2.3 Nonlinear behaviour

In his paper from 1959, Backus [7] pointed out, that the linearisation is questionable, because the damping creates very fine filaments and we are ignoring a term taking a velocity derivative. Moreover, the ignored nonlinear term is the highest order term in $v$, which normally determines the behaviour of a PDE. Nevertheless, the predicted damping behaviour was experimentally verified in the early 1960s [100, 101, 166].

In fact Mouhot and Villani [114] showed in their celebrated paper from 2011, that linear stability implies nonlinear stability on the torus for regular enough perturbations (Gevrey regularity). Villani [157] also produced lecture notes, which nicely review the result and its context. Bedrossian, Masmoudi and Mouhot [13] later also simplified the proof.

A major obstacle are the plasma echos discovered by Gould, O’Neil, Malmberg and Wharton [64, 102, 103] in 1967 and 1968. If one perturbs a stable plasma, then the perturbation will be damped by Landau damping, in particular the electric field will decay. A second perturbation after time $T$ will also be damped, but then after a further time $T$ another excitation, the echo, can be observed.

For a simple explanation [94], consider the free transport from Section 1.1 on the torus. An
1.3 Kuramoto equation: Understanding synchronisation

The Kuramoto model was originally devised as simple model of globally coupled oscillators [83, 84] and is a special case of the earlier Winfree model [164]. The aim of the model is to understand synchronisation behaviour. Common historical examples are the synchronisation of pendulum clocks on the same wall observed by Huygens in the 17th century [126] or the synchronised flashing of fireflies [130].

The model describes the behaviour of $N$ oscillators, where each oscillator $i = 1, \ldots, N$ has its own natural frequency $\omega_i$ and its state is described by its phase angle $\theta_i \in \mathbb{T}$. The
evolution is then modelled by the following set of first order equations

\[ \frac{d}{dt} \theta_i = \omega_i + \frac{K}{N} \sum_{j=1}^{N} \sin(\theta_j - \theta_i) \text{ for } i = 1, \ldots, N, \]

where \( K \) parametrises the coupling strength.

This simple model still captures the phase transition to synchrony in collective systems and has gained substantial attention with many applications, e.g. in Chemistry and Biology, cf. the reviews [2, 130, 147]. It can be thought as weak coupling limit of oscillators, where the interaction does not significantly change the shape of the limit cycle. As a first order system, it is not Hamiltonian and even after changing \( \omega \) it is not time reversible. However, it can be embedded in a Hamiltonian system [165].

The coupling can be expressed through a global order parameter

\[ \eta = \frac{1}{N} \sum_{i=1}^{N} e^{i \theta_i}, \]

which also measures how much a population is synchronised. Using the order parameter, the evolution can be expressed as

\[ \frac{d}{dt} \theta_i = \omega_i + \frac{K}{2i} \left[ \eta e^{-i \theta_i} - \bar{\eta} e^{i \theta_i} \right]. \]

If the oscillator system rotates with a global frequency \( \bar{\omega} \), we can factor out this rotation by taking \( \theta \rightarrow \theta - \bar{\omega} t \) and \( \omega_i \rightarrow \omega_i - \bar{\omega} \) without changing the synchronisation behaviour. Therefore, in studying a stable rotating state, we can without loss of generality choose a suitable rotating frame, where the system becomes stationary.

The early studies by Kuramoto [83, 84] focused on the self-consistency of possible stationary solutions. For studies of the asymptotic behaviour, the particle system seems intractable, so that we again focus on the mean-field limit \( N \rightarrow \infty \), where we treat each oscillator \( i = 1, \ldots, N \) as particle with spatial position \( \theta_i \in T \) and velocity \( \omega_i \in \mathbb{R} \). In the context of the Kuramoto equation, the mean-field limit has first been suggested by Sakaguchi [138] in the case with noise and by Mirollo and Strogatz [148] in the case without noise. The system is described by a distribution \( f \) over the phase space \( \Gamma = T \times \mathbb{R} \), which evolves as

\[
\begin{aligned}
\partial_t f(t, \theta, \omega) + \partial_{\theta} \left[ \left( \omega + \frac{K}{2i} (\eta(t) e^{-i \theta} - \bar{\eta} e^{i \theta}) \right) f(t, \theta, \omega) \right] = 0,
\end{aligned}
\]

\[
\eta(t) = \int_{(\theta, \omega) \in \Gamma} \omega^i f(t, \theta, \omega) d\theta d\omega.
\]

Here we keep the velocity \( \omega \) as parameter of the density, but note that it stays constant. In
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particularly the velocity marginal

\[ g(\omega) = \int_{\theta \in \mathbb{T}} f(\theta, \omega) d\theta \]

is constant in time.

In 2005, Lancellotti [86] noted that the mean-field theory applies, which rigorously justifies the limit and shows well-posedness of the PDE, see Chapter 2. For applications of the Kuramoto model, the number of oscillators can become very small, which motivated many numerical experiments about the fluctuations observed in finite particle system. In particular, it has been suggested to look at the second marginal in the BBGKY hierarchy in order to further understand the fluctuations [71].

1.3.2 Self-consistency equation and stationary states

The spatially homogeneous state

\[ f(\theta, \omega) = \frac{1}{2\pi} g(\omega) \]

with the velocity marginal \( g(\omega) = \int_{\theta \in \mathbb{T}} f(\theta, \omega) d\theta \) is a stationary state of the Kuramoto equation (1.10) with order parameter \( \eta = 0 \). It corresponds to a completely incoherent distribution.

For a possible synchronised state, we can assume without loss of generality, that we have chosen the observation frame such that \( \eta \in (0, 1] \) and is constant in time. Looking for a stationary state \( f_{\text{pl}} \) of (1.10), oscillators with \(|\omega| > K\eta\) must be distributed proportional to

\[ \frac{d\theta}{|\omega - K\eta \sin \theta|}. \]

In order to compute the normalising constant and the Fourier transform \( l \), consider \( \omega > K\eta \) and \( l \in \mathbb{N} \). For this choice, compute the integral with the substitution \( z = e^{-i\theta} \) and Cauchy’s residue theorem

\[ \int_{\theta \in \mathbb{T}} e^{-i\theta} \frac{d\theta}{|\omega - K\eta \sin \theta|} = \int_{|z|=1} \frac{z^l \, dz}{-i\omega z + \frac{K^2}{2}(1 - z^2)} = \frac{2\pi \left( \beta \left( \frac{\omega}{K\eta} \right) \right)^l}{\sqrt{\omega^2 - (K\eta)^2}}, \]

where \( \beta(x) \) is the root of \( z^2 + 2ixz - 1 \) with modulus less than 1. The same can be done for \( \omega < -K\eta \). Fixing the normalisation of the conditional distribution for \(|\omega| > K\eta\) thus shows that the conditional distribution is

\[ \frac{\sqrt{\omega^2 - (K\eta)^2}}{|\omega - K\eta \sin \theta|} d\theta, \]
1 Kinetic models with Landau damping

whose Fourier series for $l \in \mathbb{N}$ is

$$\int_{\theta \in \mathbb{T}} e^{-i\theta \sqrt{\omega^2 - (K\eta)^2}} d\theta = \left( \beta \left( \frac{\omega}{K\eta} \right) \right)^l,$$

where

$$\beta(x) = -ix \left( 1 - \sqrt{1 - \frac{1}{x^2}} \right) \text{ for } |x| > 1.$$

For oscillators with $|\omega| \leq K\eta$, the evolution of the phase angle $\theta$ has a stable fixed point at $\theta = \arcsin(\omega/(K\eta))$ and an unstable fixed point at $\theta = \pi - \arcsin(\omega/(K\eta))$. Hence these oscillators are phase locked and, with the combination of unlocked oscillators, such a state is called partially locked.

A general partially locked state therefore takes the form

$$f_{\text{pls}}(\theta, \omega) = \begin{cases} 
(\alpha(\omega) \delta_{\arcsin(\omega/(K\eta))}(\theta) + (1 - \alpha(\omega)) \delta_{\pi - \arcsin(\omega/(K\eta))}(\theta)) g(\omega) & \text{if } |\omega| \leq K\eta, \\
\frac{\sqrt{\omega^2 - (K\eta)^2}}{2\pi|\omega - K\eta \sin \theta|} g(\omega) & \text{if } |\omega| > K\eta,
\end{cases}$$

for an arbitrary measurable function $\alpha : [-K\eta, K\eta] \mapsto [0, 1]$, which describes the proportion of mass at the stable fixed point.

The Fourier transform in $x$, can be easily expressed for $l \in \mathbb{N}$ as

$$(\tilde{f}_{\text{pls}})_l(\omega) = \int_{\theta \in \mathbb{T}} e^{-i\theta} f_{\text{pls}}(\theta, \omega) d\theta = \begin{cases} 
\left( \alpha(\omega) \beta_+^l \left( \frac{\omega}{K\eta} \right) + (1 - \alpha(\omega)) \beta_-^l \left( \frac{\omega}{K\eta} \right) \right) g(\omega) & \text{if } |\omega| \leq K\eta, \\
\beta^l \left( \frac{\omega}{K\eta} \right) g(\omega) & \text{if } |\omega| > K\eta,
\end{cases}$$

where $\beta_{\pm}(x)$ are again the roots of $z^2 + 2ixz - 1$, explicitly given as

$$\beta_{\pm}(x) = -ix \pm \sqrt{1 - x^2}.$$
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time-evolution, we can also observe that the oscillators with $|\omega| < K|\eta|$ are locked, i.e. not moving relative to the overall synchronisation, while the other oscillators are still moving.

![Figure 1.4](image)

**Figure 1.4** – Phase diagram of a discrete simulation ($N = 1000$) after a long time $t = 1000$, where the order parameter has converged to a fixed value. The resulting configuration has been rotated so that the order parameter is real ($\eta \approx 0.48$). The natural frequencies are drawn initially form a standard Gaussian distribution and the coupling $K = 1.75$ has been chosen to ensure synchronisation.

For a stationary solution, the partially locked state $f_{pls}$ must recreate the imposed order parameter $\eta$. Recalling that $\eta$ is chosen to be real, the calculation of the Fourier series shows that this condition is

$$\eta = \int_{\omega \in \mathbb{R}} \beta \left( \frac{\omega}{K\eta} \right) g(\omega) d\omega + \int_{|\omega| \leq K\eta} \left( \alpha(\omega) \beta_+ \left( \frac{\omega}{K\eta} \right) + (1 - \alpha(\omega)) \beta_- \left( \frac{\omega}{K\eta} \right) \right) g(\omega) d\omega$$

$$= -\int_{\omega \in \mathbb{R}} \frac{i\omega}{K\eta} g(\omega) d\omega + \int_{|\omega| > K\eta} \frac{i\omega}{K\eta} \sqrt{1 - \left( \frac{\omega}{K\eta} \right)^2} g(\omega) d\omega$$

$$+ \int_{|\omega| \leq K\eta} (2\alpha(\omega) - 1) \sqrt{1 - \left( \frac{\omega}{K\eta} \right)^2} g(\omega) d\omega.$$

Taking the real part requires

$$\eta = \int_{|\omega| \leq K\eta} (2\alpha(\omega) - 1) \sqrt{1 - \left( \frac{\omega}{K\eta} \right)^2} g(\omega) d\omega,$$

where we see that only the locked oscillators at the stable fixed point produce the field. The imaginary part imposes

$$0 = -\int_{\omega \in \mathbb{R}} \frac{\omega}{K\eta} g(\omega) d\omega + \int_{|\omega| > K\eta} \frac{\omega}{K\eta} \sqrt{1 - \left( \frac{\omega}{K\eta} \right)^2} g(\omega) d\omega.$$
On an intuitive level, the condition from the real part means that we need to have enough locked oscillators in order to produce the strength of the order parameter and the condition from the imaginary part means that the centre is not drifting away. Here the unlocked oscillators are not contributing to the strength of the order parameter.

In the case of a symmetric distribution with $g(\omega) = g(-\omega)$, the condition from the imaginary part is always satisfied. In fact, for a unimodal distribution\(^1\), which is symmetric around its maximum, the condition from the imaginary part has only a solution if the frame is chosen such that the maximum is at 0. Physically, it means that a partially locked state can only exist with the mean-frequency of such a distribution.

For a symmetric distribution, the condition on the real part can be written as

$$1 = F(\eta)$$

with

$$F(\eta) = K \int_{|x| \leq 1} \left[2\alpha(K\eta x) - 1\right] \sqrt{1 - x^2} g(K\eta x) \, dx.$$ 

For an absolutely continuous velocity marginal, $F$ varies continuously with respect to $\eta$ and using that $g$ is a probability density, we find that $F(1) < 1$.

On the other hand, for symmetric unimodal distributions, $F$ is monotone decreasing, so that a nontrivial solution exists if and only if $F(0) > 1$. For an absolutely continuous velocity distribution $g$ and $\alpha \equiv 1$ we find the limiting value

$$F(0) = \frac{K \pi}{2} g(0),$$

which can be understood as a condition on $K$ for the existence of synchronised states. From a physical point of view, it was conjectured from the early studies that these states are the stable configuration, which bifurcate from the incoherent state as $K$ increases [147].

For general distributions, the picture can be more complicated with several possible solutions, see e.g. the discussion by Omel’chenko and Wolfrum [120].

### 1.3.3 Neutral stability and Landau damping

One of the first questions studied was the stability of the incoherent state on the linear level [148, 149]. Using the Fourier transform

$$\hat{f}_I(t, \omega) = \int_T e^{-it\theta} f(t, \theta, \omega) d\theta$$

\(^1\)a distribution with a density with exactly one relative maximum
for \( l \in \mathbb{Z} \), the evolution becomes

\[
\begin{align*}
\partial_t \tilde{f}_l(t, \omega) + il \tilde{f}_l(t, \omega) + K_l^2 \left( \eta(t) \tilde{f}_{l+1}(t, \omega) - \overline{\eta(t)} \tilde{f}_{l-1}(t, \omega) \right) &= 0, \\
\eta(t) &= \int_{\omega \in \mathbb{R}} \tilde{f}_{-1}(t, \omega) d\omega.
\end{align*}
\] (1.11)

The zeroth mode is the constant velocity marginal \( g \), so that a perturbation is characterised by the restriction \( (\tilde{f}_l(t, \omega))_{l \geq 1} \). The time-evolution of the perturbation is then given by

\[
\begin{align*}
\partial_t \tilde{f}_1(t, \omega) + i \tilde{f}_1(t, \omega) + K^2 \eta(t) \tilde{g}(\omega) &= 0, \\
\eta(t) &= \int_{\omega \in \mathbb{R}} \tilde{f}_1(t, \omega) d\omega,
\end{align*}
\]

As \( f \) is real, we have \( \tilde{f}_{-l} = \overline{\tilde{f}_l} \), so that the study for \( l \geq 1 \) suffices to characterise the evolution.

On the linear level, we see that all modes decouple. The first mode evolves as

\[
\begin{align*}
\partial_t \tilde{f}_1(t, \omega) + i \tilde{f}_1(t, \omega) - K \eta(t) \tilde{g}(\omega) &= 0, \\
\eta(t) &= \int_{\omega \in \mathbb{R}} \tilde{f}_1(t, \omega) d\omega,
\end{align*}
\]

where \( \tilde{g} \) is the Fourier transform of the velocity marginal \( g \), and for \( l \geq 2 \) the evolution is

\[
\partial_t \tilde{f}_l(t, \omega) + il \tilde{f}_l(t, \omega) = 0.
\]

In 1991 Mirollo and Strogatz [148] did a formal spectral analysis, where they find a continuous spectrum along the imaginary axis. For a symmetric, unimodal, absolutely continuous velocity distribution, they find that there are no poles for couplings below the critical coupling \( K_c = 2(K \pi g(0))^{-1} \), which they called neutral stability. In fact, together with Matthews [149], they noticed in 1992 that the structure is the same as the linear Landau damping of the Vlasov–Poisson equation for one mode (1.6) and concluded that the observed stability in numerical experiments follows Landau damping.

In the early 1990s, the system was also studied in the case of white noise acting on \( \theta \) [138], which creates a dissipative term in strong topology. Using this dissipation, the nonlinearity can be handled and the nonlinear stability was obtained. Even the bifurcation behaviour at the onset of instability could be proven using a center-manifold reduction [22, 38]. Depending on the velocity distribution and the interaction, they have found a range of different behaviours, especially in the case of distributions with two relative maxima [1, 21, 36, 37]. Crawford [38] noted that the asymptotic state in the bifurcation behaviour converges to a limit as the strength of the noise is decreased to zero, but could not justify the validity of his approach.
Exploiting the structure of the nonlinearity, we can in fact see

\[
\frac{d}{dt} \int_{\mathbb{R}} \sum_{l=1}^{\infty} \frac{1}{l} |\tilde{f}_l(t, \omega)|^2 g^{-1}(\omega) d\omega = K|\eta(t)|^2,
\]

showing that a perturbation in this norm grows and the system is not dissipative. Using the relative entropy, a similar result has been shown by Nordenfelt [119]. In particular, he concludes that the perturbed system cannot relax to the unperturbed system in \( L^2(\Gamma) \). Therefore, the observed stability must be measured in a suitable weak sense, like the Landau damping in Vlasov–Poisson.

For the stability of the partially locked states, Mirollo and Strogatz [109] considered the case where all locked oscillators are at the stable fixed point. For symmetric unimodal distributions, they then show again neutral stability.

In case all oscillators are phase locked, no phase-mixing occurs and strong convergence results can be shown. However, this work focuses on the Landau damping, so that we just refer to [28] as a starting point. The nonlinear studies are a major part of this thesis and are reviewed in Section 1.4.

### 1.3.4 Ott–Antonsen ansatz

For the analysis of the asymptotic behaviour, a reduced system has been proposed, the so-called Ott–Antonsen ansatz [122]. It consists of two steps: The first step reduces the system to the PDE of one mode and is always applicable. The second step assumes a rational velocity distribution in order to reduce the system to a finite dimensional ODE.

The first mode reduction starts with the observation, that the stable stationary state takes in Fourier the form

\[
\tilde{f}_l(\omega) = \alpha^l(\omega)g(\omega)
\]

for \( l \in \mathbb{N} \) and a function \( \alpha : \mathbb{R} \mapsto \mathbb{C} \). In fact, we can verify that

\[
\tilde{f}_l(t, \omega) = \alpha^l(t, \omega)g(\omega)
\]

is a valid solution to the Kuramoto equation (1.11) if

\[
\begin{align*}
\partial_t \alpha(t, \omega) + i\omega \alpha(t, \omega) + \frac{K}{2} \left( \eta(t) \alpha^2(t, \omega) - \overline{\eta(t)} \right) &= 0, \\
\overline{\eta(t)} &= \int_{\mathbb{R}} \alpha(t, \omega)g(\omega)d\omega.
\end{align*}
\]

(1.12)

For a further reduction, we assume that \( g \) is analytic in the lower half plane \( \{ \omega \in \mathbb{C} : \Im \omega \leq 0 \} \) with sufficient decay and poles \( \omega_1, \ldots, \omega_M \) with corresponding residues \( 2\pi i \rho_1, \ldots, 2\pi i \rho_M \).
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Assuming that \( \alpha \) is analytic in the lower half plane, we find by Cauchy’s residue theorem

\[
\eta(t) = -\sum_{i=1}^{M} \alpha(\omega_i) \rho_i.
\]

Hence with \( \alpha_i(t) = \alpha(t, \omega_i) \), we have found a close relation for \( \left( \alpha_i(t) \right)_{i=1}^{M} \) as

\[
\frac{d}{dt} \alpha_i + i\omega_i \alpha_i(t) + \frac{K}{2} \left( \sum_{i=1}^{M} \alpha_i(t) \rho_i - \alpha_i(t) \rho_i \alpha_i^2(t) \right) = 0 \quad \text{for } i = 1, \ldots, M. \quad (1.13)
\]

For the Cauchy distribution proportional to \( (1 + \omega^2)^{-1} \) and the rational distribution proportional to \( (1 + \omega^4)^{-1} \), Ott and Antonsen [121, 122] and Ott, Hunt and Antonsen [123] used this reduction to deduce the stability of the partially locked states with all locked oscillators at the stable fixed point. In fact, as we will see in Section 5.2, imposing for the partially locked state that \( \alpha \) is analytic in the lower half plane is equivalent to imposing that all locked oscillators are at the stable fixed point. With this reduction Martens et al. [105] studied the dynamic behaviour for a bi-Cauchy distribution and the dependence on the parameter in detail. In particular, they recover the standing waves, which were found by Crawford [38] by a bifurcation argument around the incoherent state.

Using only the first reduction, Omel’chenko and Wolfrum [120] performed this for a general linear stability analysis of stationary states. In their analysis, they still observe a continuous spectrum along the imaginary axis and only discuss the existence of growing modes.
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The Landau damping of a plasma implies the orbital stability of the state. This orbital stability can be proven by the construction of suitable Lyapunov functions. In the Vlasov–Poisson equation, an early example is the stability for spatially homogeneous distributions with isotropic and monotone velocity dependence [73, 104]. This approach has been particularly successful in the gravitational case of the Vlasov–Poisson equation, where we refer to the nice review by Rein [136] and the very recent work by Lemou [89], Lemou, Luz and Méhats [90] and Lemou, Méhats and Raphaél [91].

For a perturbative approach, the linear analysis is done with norms capturing the weak decay by phase mixing. The understanding is that the solution with regular initial data is relaxing towards the stationary state after testing against regular test functions, where the speed depends on the assumed regularity. In particular, the order parameter and the electric field modes are obtained by integrating against an analytic function and thus show the decay. As this controls the nonlinearity, we can hope that the interactions decay over time.

Very briefly, this is the result Mouhot and Villani [114] were able to show. The regularity is measured by factoring out the free transport, i.e. they considered the problem in the so-called
In this frame, they showed that the solution converges and that the norms stay bounded. Going back to the laboratory frame, this then shows that the solution $f$ relaxes weakly towards the homogeneous configuration.

On the linear level, this means that the generator $L$ has a continuous spectrum along the imaginary axis, however, taking $\phi$ and $\psi$ as sufficiently nice functions, the function

$$\lambda \to \langle (L - \lambda)^{-1} \phi, \psi \rangle$$

has an analytic continuation beyond the imaginary axis. Exactly this was used by Landau [87] and later in the formulation with test functions by Degond [41].

Already in 1955, Van Kampen [153] draws the analogy to the quantum scattering problem, where such continuations are also considered. In this context the resulting poles are called resonances and, physically, these states are considered meta-stable with a slow decay rate (Fermi’s golden rule) [108, 134]. This correspondence might seem natural as the Schrödinger equation, like the Vlasov–Poisson equation, is conservative and time-reversible. In 1989, Crawford and Hislop [39, 72] also used the technique of spectral deformation developed in quantum mechanics to understand Landau damping in the Vlasov–Poisson equation on a linear level.

The relation to quantum scattering was also used in 1989 by Caglioti and Maffei [26] in order to show the existence of states which exhibit Landau damping for the Vlasov–Poisson equation. This was later revisited by Hwang and Velázquez [74].

In the 1950s and 1960s, the school around Gel’fand [55] developed a mathematical theory of rigged Hilbert spaces, where operators are applied to a dense subset $\mathcal{C}$ and considered as mapping to $\mathcal{C}'$, i.e. tested against elements of $\mathcal{C}$. For the evolution problems, such a topological view, creates an arrow of time, which is documented for the Schrödinger equation [17].

This viewpoint was taken by Chiba [31] and Chiba and Nishikawa [33] in order to understand the stability and the bifurcation of the incoherent state in the Kuramoto equation. In the study of the linear Vlasov–Poisson equation, this was implicitly done by Degond [41].

The basic linear behaviour was well-understood for the Vlasov–Poisson equation around the homogeneous case, but for the nonlinear analysis [13, 114] the results needed to be quantified in the functional setting. Following the general framework of Volterra equations, I show in Chapter 3 how such estimates on the decay of the order parameter can be obtained in a robust way. In particular, we can also handle algebraic decay easily, simplifying for example this linear part in the treatment of the Vlasov-HMF model by Faou and Rousset [52].

For the Kuramoto equation, Chiba [31]² first studied the damping around the incoherent state and its bifurcation through a center-manifold reduction. In his study, he only considered

²Note that a preprint already appeared in 2010 on the arXiv 1008.0249.
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a Gaussian and rational velocity distribution and constructed complicated functional spaces specialised to the velocity distribution. In the autumn of 2014, the preprints by Fernández, Gérard-Varet and Giacomin [53] (arXiv 1410.6066, 22 Oct 2014), myself [46] (arXiv 1411.3752, 13 Nov 2014) and Benedetto, Caglioti and Montemagno [14] (arXiv 1412.1923, 5 Dec 2014) appeared on the arXiv and study the behaviour of the incoherent state. Benedetto, Caglioti and Montemagno [14] showed exponential damping for analytic perturbations for a small enough coupling constant. Fernandez, Gérard-Varet and Giacomin [53] linked the linear stability to the nonlinear stability under perturbations of Sobolev regularity with algebraic damping, following Faou and Rousset [52]. My work is presented in Chapter 4 and I noticed that the spatial modes decouple so that more adapted norms can be used. This allowed me to prove a global stability result, nonlinear stability from linear stability under Sobolev and analytic regularity with the appropriate rate and a center-manifold reduction to show the bifurcation behaviour.

Together with Bastien Fernandez and David Gérard-Varet, we adapted the norms to investigate the stability of inhomogeneous states. We achieved to find an appropriate linear stability criterion and to show the nonlinear stability, which is presented in Chapter 4 and [45].

Despite this progress, many questions about Landau damping remain unanswered. Staying with the basic Kuramoto equation, a question following naturally is the study of standing waves, which are time-periodic solutions.

Considering other models with Landau damping, our result on the stability of an inhomogeneous state through Landau damping is, to the best of my knowledge, the first such result. Therefore, it would be very interesting for future work to extend this result to other models. A first step could be the study of modifications of the Kuramoto equation, e.g. with inertia or with higher harmonic coupling, and the study of the Vlasov-HMF equation. A big goal in this direction is the understanding of more realistic plasmas with a confinement.

A related question would be whether the stability result of inhomogeneous states can be shown under Sobolev regularity with algebraic decay. This could be in particular of interest as some heuristic arguments [10] suggest that the decay is generically only algebraic around inhomogeneous data.

As a very small step towards different geometries, Chapter 6 contains a linear study for the Vlasov–Poisson equation in a slightly more complex space geometry $S^3$. This considered space is the three dimensional sphere $S^3$, which could in the long run be of interest for early universe models explaining the cosmic microwave background (CMB) [163].

Another profound open question is the validity and derivation of the Vlasov–Poisson equation. Here the hope could be to show the validity around stable states. Along this line, Section 4.10 contains some basic result for the much easier Kuramoto equation. Physically, one would also like to replace the interaction with the full Maxwell equation, where many questions remain open.

Finally, we remark that another appearance of such damping is the 2d Euler equation, where
it is called inviscid damping. As a starting point, we refer to the recent work by Bedrossian and Masmoudi [12], who were inspired by Mouhot and Villani [114] and managed to show nonlinear damping around a shear flow.
2 Mean-field limit

For a Lipschitz continuous interaction, the mean-field limit was rigorously understood as a stability result by Braun and Hepp [23], Dobrushin [47] and Neunzert [117]. Later, Spohn [144, 145] clarified the relation to the BBGKY hierarchy, which relates to the propagation of chaos, see also [63]. The results are well-reviewed in the physics literature [93, 143], as well as in the mathematical literature [61, 62].

This applies to the Kuramoto equation (1.10) and we review the basic setup mostly following Neunzert [117] in order to give a precise uniqueness and existence statement. Moreover, it shows easily the propagation of regularity. Finally, it shows how the stability results can be applied to finite particle systems over finite time ranges.

The application of this theory in the context of the Kuramoto equation was first reported by Lancellotti [86] and reviewed in [28]. A similar result using moments was proven by Chiba [32].

The key idea is to note that the empirical measure
\[ \mu^N = \frac{1}{N} \sum_{i=1}^{N} \delta_{P_i} \]
of a particle distribution satisfies the Vlasov equation
\[ \partial_t \mu(t, P) + \nabla P \cdot (A(\mu(t, \cdot))(P)\mu(t, P)) = 0 \] (2.1)
if the particles 1, \ldots, N have positions \( P_i \) in \( \Gamma \) and evolve as
\[ \frac{d}{dt} P_i(t) = A(\mu(t, \cdot))(P_i(t)), \]
where \( A(\mu^N(t, \cdot)) \) is the vector field created by the current configuration.

For an interaction \( F(P, P') \), we define the vector field by
\[ A(\mu)(P) = \int_{\Gamma} F(P, P') d\mu, \]
which becomes for the empirical measure
\[ A(\mu^N)(P) = \frac{1}{N} \sum_{i=1}^{N} F(P, P') \]
2 Mean-field limit

Exactly modelling a binary interaction.

In the Kuramoto equation with phase space $\Gamma = \mathbb{T} \times \mathbb{R}$, the vector field takes the form

$$A[\mu](\theta, \omega) = \left( \omega + \frac{K_i}{T} \left( \eta e^{i\theta} - \bar{\eta} e^{-i\theta} \right) \right)$$

for a point $P = (\theta, \omega)$ and

$$\eta = \int_{(\theta, \omega) \in \Gamma} \psi^i \, d\mu(\theta, \omega).$$

The mean-field limit can now be understood as the stability problem for the Vlasov equation. We assume that, in the limit $N \to \infty$, the initial configuration $\mu^N$ converges weakly to a limiting distribution $\mu$. The mean-field limit then claims that, at later times $t$, the limit of $\mu^N(t)$ is the solution of the Vlasov equation with initial data $\mu$. Formulated differently, it means that instead of considering a particle system we can consider a similar smooth distribution, because at later times the evolved particle system is still similar to the evolved smooth distribution.

In this sense, we do not distinguish between a probability measure $\mu$ on $\Gamma$ and a (distributional) density $f$ on $\Gamma$, which corresponds to a probability measure. As we always work with Polish spaces, both notions are equivalent by Riesz representation theorem and are used interchangeably. Furthermore, we denote the set of probability measures as $\mathcal{M}$ or $\mathcal{M}(\Gamma)$.

For establishing the stability, we need a suitable distance between probability measures, which is sufficiently fine to include weak convergence so that the empirical measure $\mu^N$ can converge to a smooth measure $\mu$.

A suitable choice is the Wasserstein distance [4, 160] used by Dobrushin [47], which is defined between two measure $\mu$ and $\nu$ over $\Gamma$ as minimal transportation cost

$$\mathcal{W}_1(\mu, \nu) = \inf_{\pi \in N(\mu, \nu)} \int_{\Gamma \times \Gamma} \|x - y\| \, d\pi(x, y),$$

where $N(\mu, \nu)$ are all probability measures $\pi$ over $\Gamma \times \Gamma$ with first marginal $\mu$ and second marginal $\nu$. If $\Gamma$ is compact or with suitable moment conditions, it can be shown that $\mathcal{W}_1$ induces the weak topology. By the Kantorovich duality, an equivalent formulation used by Neunzert [117] is as dual Lipschitz metric

$$d_{DL}(\mu, \nu) = \sup_{\phi \in \text{Lip}(\Gamma)} \left( \int_{x \in \Gamma} \phi(x) \, d\mu(x) - \int_{x \in \Gamma} \phi(x) \, d\nu(x) \right),$$

where $\text{Lip}(\Gamma)$ are all Lipschitz functions on $\Gamma$ with Lipschitz constant at most 1. In fact the duality shows $d_{DL} = \mathcal{W}_1$.

In order to avoid moment conditions in the case of noncompact $\Gamma$, Dobrushin and Neunzert changed the distance by changing the distance on $\Gamma$ to $\min(1, \|x - y\|)$ between $x, y \in \Gamma$ and by restricting the range of the Lipschitz functions to $[0, 1]$, respectively. By the Kantorovich
duality, both formulations are again equivalent and we arrive at the distance
\[
d(\mu, \nu) = \inf_{\pi \in \mathcal{P}(\mu, \nu), \pi \in \Gamma} \int_{\Gamma \times \Gamma} \min(1, \|x - y\|) \, d\pi(x, y)
= \sup_{\phi: \Gamma \to [0,1], \phi \in \text{Lip}(\Gamma)} \left( \int_{x \in \Gamma} \phi(x) \, d\mu(x) - \int_{x \in \Gamma} \phi(x) \, d\nu(x) \right).
\]

On the vector field $A$ we impose the existence of finite constants $C_d$ and $C_\Gamma$ such that for all points $P, Q \in \Gamma$ and probability measures $\mu$ and $\nu$ over $\Gamma$ it holds that
\[
\|A[\mu](P) - A[\nu](P)\| \leq C_d \, d(\mu, \nu)
\]
and
\[
\|A[\mu](P) - A[\mu](Q)\| \leq C_\Gamma \, \|P - Q\|.
\]

We note that for bounded Lipschitz interaction kernels $F$, we can always find such constants and over compact $\Gamma$ without the modification of the Wasserstein distance, we can take the Lipschitz constant of the interaction kernel as $C_d$ and $C_\Gamma$.

For the solutions, we assume without loss of generality that the initial data are given at time $t = 0$ and we solve for $R^+$. By the assumptions on the vector field $A$, we have a unique global solution for every particle system and the empirical measure $\mu(t, \cdot)$ for the solution at time $t$ is in the following solution space.

**Definition 2.1.** Let $C_M$ be the solution space $C_w(\mathbb{R}^+, \mathcal{M}(\Gamma))$, which consists of the families of weakly continuous probability measures on $\Gamma$, i.e. $f \in C_M$ is a family $\{f(t, \cdot) \in \mathcal{M}(\mathbb{R}) : t \in \mathbb{R}^+ \}$ such that for every $h \in C_b(\Gamma)$ the function $t \mapsto \int_{\Gamma} h(P) \, d\mu(t, P)$ is continuous.

We call $f \in C_M$ a solution to the Vlasov equation (2.1) with initial data $f_{in}(\cdot) = f(0, \cdot)$ if for all test functions $h \in C_0^1(\mathbb{R}^+ \times \Gamma)$ it holds that
\[
\int_{\Gamma} h(0, P) \, d\mu_{in}(P) + \int_{\mathbb{R}^+} \left[ V[f(t, \cdot)](P) \cdot \nabla P h(t, P) + \partial_t h(t, P) \right] \, d\mu(t, P) \, dt = 0.
\]

For such a solution $f \in C_M$, the resulting vector field $A[f(t, \cdot)](P)$ is Lipschitz continuous with respect to $P$ with the global constant $C_\Gamma$ and is continuous in time. Therefore, the trajectories $T_{t, s}[f] : \Gamma \to \Gamma$ can be globally defined as $T_{t, s}[f](Q) = P(t)$, where $P : \mathbb{R}^+ \to \Gamma$ is the solution to the initial value problem
\[
\begin{cases}
\frac{d}{dt} P(t) = A[f(t, \cdot)](P(t)), \\
P(s) = Q.
\end{cases}
\]

In the particle model $t \to T_{t, s}[f^N](P_i(s))$ is the position of the $i$-th particle at time $t$ given its position $P_i(s)$ at time $s$. The maps $T_{t, s}(P) : \Gamma \to \Gamma$ are invertible with inverse $T_{s, t}$.

By standard arguments for the scalar transport equation, the following lemma holds.
Lemma 2.2. Let \( f \in \mathcal{M}(\Gamma) \). Then \( f \) is a solution to the Vlasov equation with initial data \( f_{\text{in}}(\cdot) = f(0, \cdot) \), if and only if \( f(t, \cdot) \) is the push-forward of the initial data along the trajectories, i.e. \( f(t, \cdot) = (T_{t,0}[f])_*(f_{\text{in}}) \), which is defined by

\[
\int_A df(t, P) = \int_{(T_{t,0}[\rho])^{-1}(A)} df_{\text{in}}(P)
\]

for every Borel set \( A \) of \( \Gamma \) or equivalently by

\[
\int_{\Gamma} g(P) df(t, P) = \int_{\Gamma} g(T_{t,0}(P)) df_{\text{in}}(P)
\]

for every measurable function \( g \) on \( \Gamma \).

The stability can be understood by the following estimate, which is often called Dobrushin estimate.

Lemma 2.3. Let \( f, g \in \mathcal{M} \) be two solutions with initial data \( f_{\text{in}} \) and \( g_{\text{in}} \). Then for \( t \in \mathbb{R}^+ \) holds the estimate

\[
d(f(t, \cdot), g(t, \cdot)) \leq e^{(C_{v} + C_{r})t} d(f_{\text{in}}, g_{\text{in}}).
\]

Proof. We work with the Wasserstein formulation of the distance, but note that the proof can be written equivalently using the dual Lipschitz formulation.

For the initial data there exists an optimal coupling \( \pi_{\text{in}} \in N(f_{\text{in}}, g_{\text{in}}) \), so that

\[
d(f_{\text{in}}, g_{\text{in}}) = \int_{\Gamma \times \Gamma} \min \{1, \|x - y\|\} \, d\pi_{\text{in}}(x, y),
\]

see e.g. [4, 160]. Lemma 2.2 shows that, by the trajectories \( T_{t,0}[f] \) and \( T_{t,0}[g] \), we can define a coupling \( \pi_t = (T_{t,0}[f], T_{t,0}[g]), \pi_{\text{in}} \) between \( f(t, \cdot) \) and \( g(t, \cdot) \).

This coupling gives the following bound on the distance

\[
d(f(t, \cdot), g(t, \cdot)) \leq \int_{\Gamma \times \Gamma} \min \{1, \|x - y\|\} \, d\pi_t(x, y)
\]

\[
= \int_{\Gamma \times \Gamma} \min \{1, \|T_{t,0}[f](x) - T_{t,0}[g](y)\|\} \, d\pi_{\text{in}}(x, y)
\]

\[
\leq \int_{\Gamma \times \Gamma} \min \{1, \|T_{t,0}[f](x) - T_{t,0}[g](y)\|\} \, d\pi_{\text{in}}(x, y)
\]

\[
+ \int_{\Gamma \times \Gamma} \min \{1, \|T_{t,0}[f](y) - T_{t,0}[g](y)\|\} \, d\pi_{\text{in}}(x, y).
\]

By the definition of the trajectories and the Lipschitz continuity of the velocity field, we have the estimate

\[
\|T_{t,0}[f](x) - T_{t,0}[f](y)\| \leq e^{C_{v}t} |x - y|
\]
so that the first term can be bounded as
\[ \int_{\Gamma \times \Gamma} \min\left(1, \|T_{t,0}[f](x) - T_{t,0}[f](y)\|\right) d\pi_m(x,y) \leq e^{Ct} C d(f_{in}, g_{in}). \]

For the second term, we fix \( y \) and look at
\[ \delta_y(t) = \|T_{t,0}[f](y) - T_{t,0}[g](y)\|. \]

By definition of the trajectories we find
\[ \frac{d}{dt} \delta_y(t) \leq \|A[f(t, \cdot)](T_{t,0}[f](y)) - A[g(t, \cdot)](T_{t,0}[g](y))\| \]
\[ \leq \|A[f(t, \cdot)](T_{t,0}[f](y)) - A[f(t, \cdot)](T_{t,0}[g](y))\| + \|A[f(t, \cdot)](T_{t,0}[g](y)) - A[g(t, \cdot)](T_{t,0}[g](y))\| \]
\[ \leq C \Gamma \delta_y(t) + C d(f(t, \cdot), g(t, \cdot)). \]

Hence
\[ \delta_y(t) \leq \int_0^t e^{C(t-s)} C d(f(s, \cdot), g(s, \cdot)) ds. \]

Overall, we therefore find for the distance
\[ d(f(t, \cdot), g(t, \cdot)) \leq e^{Ct} C d(f_{in}, g_{in}) + \int_0^t e^{C(t-s)} C d(f(s, \cdot), g(s, \cdot)) ds. \]

By Gronwall, this implies the claimed bound.

This shows the claimed well-posedness.

**Theorem 2.4.** The Vlasov equation (2.1) is well-posed in \( C_M \). In particular, for every \( f_{in} \in M \) exists a unique solution \( f \in C_M \) with initial data \( f_{in} \).

**Proof.** The previous estimate shows uniqueness. For existence, we can use a Picard-Lindelöf type argument with the mapping \( T : C_M \mapsto C_M \) defined by
\[ (Tf)(t, \cdot) = (T_{t,0}[f]) \ast f_{in}, \]
which can be shown to be a contraction by the previous estimate.

Alternatively, the initial data can be approximated by empirical measures. For these initial data, we can define a solution and these solutions have a cluster point by compactness arguments. Such a cluster point is a solution.

As indicated in the beginning, this proves the mean-field limit if the initial empirical measure \( \mu^N \) converges weakly to \( f_{in} \). By the basic sampling theorem from statistics, this holds for example if the initial configurations are drawn independently from the distribution \( f_{in} \).
In the case of the Kuramoto equation, the vector field $A$ is smooth with uniformly bounded derivatives. Hence the trajectories $T_{t,s}$ are also smooth as a function of $\Gamma$. Thus Lemma 2.2 shows propagation of regularity.

**Lemma 2.5.** Let $f \in C_M$ be the solution to the Kuramoto equation with initial data $f_{in}$. If $f_{in}$ has a density $g_{in}$, then for every $t \in \mathbb{R}^+$ the measure $f(t, \cdot)$ has a density $g(t, \cdot)$ given by the flow

$$g(t, P) = g_{in}(t, T_0, f(P)) \text{div}(T_0, f).$$

For a Sobolev norm $H^s$ with $s \in \mathbb{N}$, suppose that $\|f_{in}\|_{H^s} < \infty$, then for every compact $\Delta \subset \mathbb{R}^+$

$$\sup_{t \in \Delta} \|f(t, \cdot)\|_{H^s} < \infty$$

and $\|f(t, \cdot)\|_{H^s}$ is continuous in time.

**Proof.** Use the solution formula from Definition 2.1 and the smoothness of the trajectories. □

Similarly, it directly shows that all solutions leave the velocity marginal invariant.

**Lemma 2.6.** Let $f \in C_M$ be a solution to the Kuramoto equation and $g \in \mathcal{M}(\mathbb{R})$ be the velocity marginal of the initial datum $f_{in}$. Then $g$ is for all $t \in \mathbb{R}^+$ the velocity marginal of $f(t, \cdot)$.

**Proof.** By Lemma 2.2, the solution is $f(t, \cdot) = (T_{t,0}[f])_{\ast}(f_{in})$ and the trajectories leave the velocity marginals invariant. □
3 Volterra integral equations for linear stability studies

3.1 Duhamel reduction

The success of Landau’s approach in solving the linearised Vlasov–Poisson equation crucially depends on the ability to close the evolution on the decoupled density modes. In the Kuramoto equation, we can similarly find a closed equation for the order parameter under the linear evolution. In both cases the evolution over time can be expressed as Volterra equation, which can be derived in a general framework by the Duhamel principle.

For the general framework, let \( y(t) \) be the state of the system at time \( t \). For example, in the case of the Vlasov–Poisson equation we study each spatial mode separately and for one mode \( l \) we would take \( y(t) = \tilde{f}_l(t, \cdot) \). In the Kuramoto equation we take \( y \) to be the first spatial mode \( \tilde{f}_1 \) for the study around the incoherent state and the full density for the study around partially locked states.

In the studied mean-field limits, the system \( y \) evolves according to a first-order transport equation whose coefficients depend through a generalised macroscopic density \( \eta \) on the current state \( y \). We assume that \( \eta \) depends linearly on \( y \) and our aim is to close the evolution for \( \eta \). In the example of the Vlasov–Poisson equation, this are the density modes and for the Kuramoto equation the dynamic is reduced to the order parameter.

Considering \( y \) as perturbation of a stationary state, the linearised evolution is given by the linear generator \( L \) as

\[
\frac{d}{dt} y(t) = L y.
\]

The operator \( L \) can be split in two parts \( L = L_1 + L_2 \), where \( L_1 \) corresponds to the evolution of \( y \) due to the transport of particles as in the unperturbed system and \( L_2 \) corresponds to the deviation of the unperturbed particle profile due to the field created by the perturbation. The effect of the field created by the perturbation on the evolution of the perturbation is of quadratic order and therefore ignored.

Here \( L_1 \) is the part creating the mixing and the weak decay and \( L_2 \) takes the effect of the interaction into account, which typically works against damping.

As the coefficients of the transport equation only depend on \( y \) through the generalised
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macroscopic density $\eta$, we have that $L_2 y$ only depends on $\eta[y]$, i.e. there exists $L_2$ such that

$$L_2 y = L_2 \eta[y].$$

By Duhamel’s principle the solution can be expressed as

$$y(t) = e^{t L_1} y_{in} + \int_0^t e^{(t-s) L_1} L_2 y(s) ds,$$

where $y_{in} = y(0)$ are the initial data. This implies for the order parameter $\eta(t) = \eta[y(t)]$

$$\eta(t) = \eta[e^{t L_1} y_{in}] + \int_0^t \eta[e^{(t-s) L_1} \bar{L}_2 y(s)] ds,$$

which is the claimed Volterra equation. Let $X$ be the space for the generalised macroscopic density at a given time. Then the Volterra equation states that $\eta : \mathbb{R}^+ \mapsto X$ satisfies

$$\eta(t) + (k * \eta)(t) = F(t) \text{ for } t \in \mathbb{R}^+,$$

where $F : \mathbb{R}^+ \mapsto X$ is the forcing given by

$$F(t) = \eta[e^{t L_1} y_{in}]$$

and $k * \eta$ denotes the convolution over $\mathbb{R}^+$, i.e.

$$(k * \eta)(t) = \int_0^t k(t-s) \eta(s) ds,$$

and $k : \mathbb{R}^+ \mapsto M(X, X)$ is the kernel with $M(X, X)$ being the space of linear maps from $X$ to itself and is given by

$$k(t) \nu = -\eta[e^{t L_1} \bar{L}_2 \nu] \text{ for } \nu \in X.$$ 

For a scalar valued generalised macroscopic density $\eta$, i.e. $X = \mathbb{C}$, the kernel is just a factor, i.e. $k : \mathbb{R}^+ \mapsto \mathbb{C}$. For the more general case $X = \mathbb{C}^d$, we can express $k$ as matrix valued function, i.e. $k : \mathbb{R}^+ \mapsto \mathbb{C}^{d \times d}$.

Under the Laplace transform in time, this reduction yields an algebraic equation, as the convolution integral becomes a multiplication. As discussed in Section 1.2, this reduction was used and solved by Landau for the Vlasov–Poisson equation.

For the Vlasov–Poisson equation around a spatially homogeneous state, the Volterra equation for the density $\tilde{\rho}_l$ for a spatial mode $l$ has the forcing

$$F(t) = \int_{\mathbb{R}^d} (\tilde{f}_{in})_l(v) e^{-i v \cdot l t} dv = (\tilde{f}_{in})_l(l t)$$
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with the Fourier transform $\hat{f}_{in}$ in $v$ as

$$(\hat{f}_{in})_l(\xi) = \int_{\mathbb{R}^d} (\hat{f}_{in})_l(v) e^{-i\xi \cdot v} dv.$$  

Assuming that the interaction $k \ast \eta$ can be controlled, this shows that the density mode has the same decay and regularity as $\hat{f}_{in}$. Indeed, the remaining chapter shows that the interaction can be controlled apart from possible eigenmodes. The same discussion also holds for the Kuramoto equation, cf. Sections 4.3 and 5.4.

In the case of the Vlasov–Poisson equation around a spatially homogeneous configuration, this viewpoint was already suggested by Penrose [128] in 1960. In this setting, we study each mode separately and the density is a scalar. We remark that some authors also formulate the linear analysis in terms of the electric potential or electric field. As the modes only differ by constant factors, this is equivalent. For perturbations around general configurations, Maslov and Fedoryuk [106] noted that the full electric field satisfies such a Volterra equation.

In the Kuramoto equation, this reduction was noted in the first paper of Landau damping around the incoherent state by Strogatz, Mirollo and Matthews [149] in 1992. Around general stationary states, this operator splitting has been used by Mirollo and Strogatz [109] and Omel’chenko and Wolfrum [120] on the level of the resolvent.

3.2 Finite-dimensional Volterra equations

For the Vlasov–Poisson equation, Penrose [128] noted that the general theory of scalar Volterra equations can be applied to give a rigorous proof of linear stability. He refers to the basic Paley–Wiener theorem [124]. We will present in this section the core results and note that the results extend to finite-dimensional Volterra equations. We will present the results in this framework following the very nice presentation of the book by Gripenberg, Londen and Staffans [65].

Thus we study the equation

$$y(t) + (k \ast y)(t) = F(t) \quad \text{for } t \in \mathbb{R}^+$$  \hspace{1cm} (3.1)

for $y: \mathbb{R}^+ \to \mathbb{C}^d$, where $F: \mathbb{R}^+ \to \mathbb{C}^d$ is the forcing and $k: \mathbb{R}^+ \to \mathbb{C}^{d \times d}$ is the matrix-valued kernel. Throughout we will assume that $d$ is finite.

The convolution is a very well-behaved associative operation. Its size can be controlled by the Young inequality.

Lemma 3.1. Let $X = \mathbb{R}$ or $X = \mathbb{R}^+$. If $a \in L^1(X)$ and $b \in L^p(X)$ for $p \in [1, \infty]$, then $a \ast b \in L^p(X)$ with

$$\|a \ast b\|_{L^p(X)} \leq \|a\|_{L^1(X)} \|b\|_{L^p(X)}.$$  

\footnote{This Paley–Wiener theorem is unrelated to the more famous Paley–Wiener in Fourier analysis.}
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The proof is a direct application of the Cauchy-Schwarz inequality, cf. Theorem 2.2 of Chapter 2 of [65], which also contains more cases.

For the solution, we define the resolvent \( r \) which plays a similar role as that of a fundamental solution. Stating Theorem 3.1 of Chapter 2 of [65], we have:

**Lemma 3.2.** Let \( k \in \mathcal{L}_{\text{loc}}^1(\mathbb{R}^+, \mathbb{C}^{d \times d}) \). Then
\[
 r + k * r = r + r * k = k
\]

has a unique solution in \( \mathcal{L}_{\text{loc}}^1(\mathbb{R}^+, \mathbb{C}^{d \times d}) \). The solution \( r \) is called the resolvent of \( k \) and depends continuously on \( k \) in \( \mathcal{L}_{\text{loc}}^1(\mathbb{R}^+, \mathbb{C}^{d \times d}) \).

**Remark 3.3.** In the case \( d = 1 \), where \( r \) and \( k \) are scalar valued, we have \( r * k = k * r \). In general this, however, does not hold for matrix valued \( r \) and \( k \).

**Proof sketch.** Assuming two solutions \( r \) and \( \tilde{r} \), we have by associativity that
\[
 r = k - k * r = k - (\tilde{r} + \tilde{r} * k) * r = k - \tilde{r} * r - \tilde{r} * (k * r) = k - \tilde{r} * r - \tilde{r} * (k - r) = \tilde{r},
\]
which shows the uniqueness.

By the uniqueness, it suffices to construct a solution over \( [0, T] \) for an arbitrary \( T \in \mathbb{R}^+ \). Moreover, note that the relation for \( r \) and \( k \) holds if and only if it holds for \( r^a \) and \( k^a \), where
\[
 r^a(t) = e^{-at}r(t) \quad \text{and} \quad k^a(t) = e^{-at}k(t).
\]

For suitable large \( a \), we can assume \( \|k^a\|_{\mathcal{L}_{\text{loc}}^1([0,T])} < 1 \) and then a solution is
\[
 r^a(t) = \sum_{j=1}^{\infty} (-1)^{j-1} (k^a)^j t.
\]

The resolvent can be used to solve the Volterra equation. For this we quote Theorem 3.5 of Chapter 2 of [65]:

**Lemma 3.4.** Let \( k \in \mathcal{L}_{\text{loc}}^1(\mathbb{R}^+, \mathbb{C}^{d \times d}) \). For any \( F \in \mathcal{L}_{\text{loc}}^1(\mathbb{R}^+, \mathbb{C}^{d \times d}) \), the equation (3.1) has a unique solution \( y \in \mathcal{L}_{\text{loc}}^1(\mathbb{R}^+, \mathbb{C}^{d \times d}) \), which is given by
\[
 y(t) = F(t) - (r * F)(t).
\]

**Proof sketch.** If \( y \) is a solution, then
\[
 F = y + k * y = y + (r + r * k) * y = y + r * y + r * (F - y) = y + r * F
\]
showing the claimed form of the solution. Using the relation between \( r \) and \( k \), we can directly verify that the given formula is indeed a solution.
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Taking the Laplace transform of (3.1), we find the relation

\[(L y)(z) [1 + (L k)(z)] = (L F)(z).\]

This suggests that we have eigenmodes at \(1 + (L k)(z) = 0\), and otherwise we transfer the decay of the forcing \(F\) to the solution \(y\).

The growth of a solution of the Volterra equation can be characterised by the integrability. If the resolvent satisfies \(r \in L^1(\mathbb{R}^+, \mathbb{C}^{d \times d})\), then the Young inequality (Lemma 3.1) shows that the solution \(y\) is controlled by the forcing \(F\) as

\[\|y\|_{L^p(\mathbb{R}^+)} \leq (1 + \|r\|_{L^1(\mathbb{R}^+)} \|F\|_{L^p(\mathbb{R}^+)}\]

for \(p \in [1, \infty]\). Indeed if such an inequality holds for \(p = 1\) or \(p = \infty\), we must have \(r \in L^1(\mathbb{R}^+, \mathbb{C}^{d \times d})\).

With the additional condition \(k \in L^1(\mathbb{R}^+, \mathbb{C}^{d \times d})\), we can characterise the case \(r \in L^1(\mathbb{R}^+, \mathbb{C}^{d \times d})\) precisely (quoting from [65], originally from [124]):

**Theorem 3.5** (Half-line Paley–Wiener). Let \(k \in L^1(\mathbb{R}^+, \mathbb{C}^{d \times d})\). Then the resolvent \(r\) satisfying \(r + k * r = r + r * k = k\) is in \(L^1(\mathbb{R}^+, \mathbb{C}^{d \times d})\) if and only if

\[\det(\text{Id} + L k(z)) \neq 0 \quad \text{for all } \Re z \geq 0.\]

Taking the Laplace transform of the relation defining the resolvent, shows

\[[\text{Id} + L k(z)] (L r)(z) = (L r)(z) [\text{Id} + L k(z)] = (L k)(z).\]

This shows that the condition \(\det(\text{Id} + L k(z)) \neq 0\) is necessary.

Assuming the condition \(\det(\text{Id} + L k(z)) \neq 0\), the idea is to use the inverse Laplace transform along \(\Re z = 0\). Along this line, we can interpret this as Fourier transform. For this we quote Theorem 4.3 of Chapter 2 of [65], where the convolution is taken over \(\mathbb{R}\) and \(F\) denotes the Fourier transform.

**Theorem 3.6** (Whole-line Paley–Wiener). Let \(k \in L^1(\mathbb{R}, \mathbb{C}^{d \times d})\). Then with the convolution over \(\mathbb{R}\) the equation

\[r + k * r = r + r * k = k\]

has a solution \(r \in L^1(\mathbb{R}, \mathbb{C}^{d \times d})\) if and only if

\[\det(\text{Id} + F k(x)) \neq 0 \quad \text{for } x \in \mathbb{R}.\]

The idea of the proof is to split \(k \in L^1(\mathbb{R}, \mathbb{C}^{d \times d})\) into small pieces \((k_n)_n\), where we can find a solution \((r_n)_n\) by the series expression.

**Proof sketch of Theorem 3.5 using Theorem 3.6.** Given the kernel \(k \in L^1(\mathbb{R}^+)\), extend it as
\( \tilde{k} \) to \( \mathbb{R} \) by setting \( \tilde{k}(x) = 0 \) for \( x < 0 \). Then \( \tilde{k} \in L^1(\mathbb{R}) \) and \( (\mathcal{F}\tilde{k})(\omega) = (\mathcal{L}k)(i\omega) \) so that \( \tilde{k} \) satisfies the assumption of Theorem 3.6. Hence there exists \( \tilde{r} \in L^1(\mathbb{R}) \) solving

\[
\tilde{r} + \tilde{k} \ast \tilde{r} = \tilde{r} + \tilde{r} \ast \tilde{k} = \tilde{k}
\]

over \( \mathbb{R} \). If \( \tilde{r} \) is vanishing over \((-\infty, 0)\), then the convolution integrals over \( \mathbb{R} \) reduce to the convolution integrals over \( \mathbb{R}^+ \) and the restriction \( r = \tilde{r}|_{\mathbb{R}^+} \) is the sought solution.

Imposing that \( \tilde{r} \) vanishes for \((-\infty, 0)\) is exactly imposing that \( 1 + \mathcal{L}k(a) \neq 0 \) for \( \Re a > 0 \).

Indeed the Fourier transform of \( \tilde{r} \) is given by

\[
(\mathcal{F}\tilde{r})(\omega) = \frac{\mathcal{F}\tilde{k}(\omega)}{1 + \mathcal{F}\tilde{k}(\omega)} = \frac{\mathcal{L}k(-i\omega)}{1 + \mathcal{L}k(-i\omega)}.
\]

Hence the condition on the half plane is equivalent to the condition that \( \mathcal{F}\tilde{r} \) is bounded and integrable in the lower half plane. By a Paley–Wiener theorem of Fourier analysis [137, Theorem 19.2], this holds if and only if \( \tilde{r} \) vanishes on \((-\infty, 0)\).

For a direct prove, split \( \tilde{r} \) as \( \tilde{r} = \tilde{r}_- + \tilde{r}_+ \) where \( \tilde{r}_-(x) = \tilde{r}_+(-x) = 0 \) for \( x > 0 \). Then

\[
(\mathcal{F}\tilde{r}_-)(\omega) = \frac{\mathcal{L}k(-i\omega)}{1 + \mathcal{L}k(-i\omega)} - (\mathcal{F}\tilde{r}_+)(\omega).
\]

By the assumption the RHS is a bounded and analytic function of \( \omega \) in the lower half plane, while the LHS is a bounded analytic function on the upper half plane. Hence both sides can be extended as bounded entire function and thus must be zero.

In general, we can precisely identify the modes for which the condition fails.

**Theorem 3.7.** Let \( k \in L^1(\mathbb{R}^+) \) and suppose

\[
\det(\text{Id} + \mathcal{L}k(i\omega)) \neq 0 \quad \text{for } x \in \mathbb{R}.
\]

Then the solution to the Volterra equation (3.1) is given by

\[
y(t) = F(t) - \int_0^\infty q(t-s)F(s) \, ds
\]

with

\[
q(t) = r_s(t) + \sum_{i=1}^n \sum_{j=0}^{p_i-1} b_{i,j} t^j e^{\lambda_i t},
\]

where \( q \) is vanishing for negative arguments and \( r_s \) satisfies \( ||r_s||_{L^1(\mathbb{R})} < \infty \) and \( \lambda_1, \ldots, \lambda_n \) are the finitely many zeros of \( \det(\text{Id} + \mathcal{L}k(z)) \) in \( \mathbb{R} z > 0 \) with multiplicities \( p_1, \ldots, p_n \) and \( b_{i,j} \) depends on the residues of \( [\text{Id} + (\mathcal{L}k)(z)]^{-1} \) at \( \lambda_i \).

In \( \mathbb{R} z \geq 0 \) the Laplace transform \( \mathcal{L}k \) is analytic and by the Riemann-Lebesgue lemma \( \mathcal{L}k(z) \to 0 \) as \( |z| \to \infty \) for \( \mathbb{R} z \geq 0 \). Hence we can only have finitely many zeros. The remaining
part follows from the proof of Theorem 3.5 identifying the poles, cf. Theorem 2.1 of Chapter 7 of [65]).

For possible growth, which can be algebraic, if the characteristic equation $\det(\text{Id} + k(z)) = 0$ has solutions on the critical line $\Re z = 0$, we refer to Section 7.3 of [65]. In the homogeneous Vlasov–Poisson case, also the paper by Backus [7] contains some direct computations and he also considered conditions slightly different than $k \in L^1(\mathbb{R})$. However, for our systems this condition is extremely weak compared to the assumptions needed to control the nonlinearity.

There is no general bound for the norm $\|r\|_{L^1(\mathbb{R}^+)}$ of the resolvent by Theorem 3.6. However, with mild extra conditions, the proof is constructive with an explicit bound, which is stated as Theorem 6.1 of Chapter 2.1 in [65].

**Theorem 3.8.** Let $k \in L^1(\mathbb{R})$ with

$$\sup_{\omega \in \mathbb{R}} |(\text{Id} + (\mathcal{F}k)(x))^{-1}| = q < \infty,$$

where $\mathcal{F}k$ is the Fourier transform of $k$ and let $T, \delta$ satisfying

$$\int_{|s| \geq T} |k(t)| \, dt \leq \frac{1}{12q}$$

and

$$\sup_{0 < s < \delta} \int_{-\infty}^{\infty} |k(t) - k(t - s)| \, dt \leq \frac{1}{4}$$

then the resolvent $r$ of $k$ satisfies

$$\|r\|_{L^1(\mathbb{R})} \leq \left(8 \left[6qT\|k\|_{L^1(\mathbb{R})}\right]\left[8\|k\|_{L^1(\mathbb{R})}/\delta\right] + 6\right) q\|k\|_{L^1(\mathbb{R})}.$$ 

Here $[a]$ is the smallest integer $\geq a$. For the application in the Vlasov–Poisson equation, we formulate the following direct corollary.

**Corollary 3.9.** Given constants $\nu > 0$, $\mu > 0$, $C_1, C_L, C_D$ there exists a constant $C_R$ such that the resolvent $r \in L^1(\mathbb{R}^+)$ satisfies

$$\|r\|_{L^1(\mathbb{R}^+)} \leq q C_R,$$

where

$$q = \sup_{y \in \mathbb{R}} \left|1 + (\mathcal{L}k)(iy)\right|^{-1},$$

for all kernels $k \in L^1(\mathbb{R}^+)$ satisfying

$$\|k\|_{L^1(\mathbb{R}^+)} \leq C_1, \quad \int_T^{\infty} |k(t)| \, dt \leq C_L T e^{-\nu T}, \quad \int_0^{\infty} |k(t+s) - k(t)| \, dt \leq C_D s^\mu.$$
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and

\[(\mathcal{L}k)(z) \neq -1 \quad \text{for } \Re z \geq 0.\]

In order to discuss the decay, it is helpful to introduce the weighted spaces \(L^p(X, \phi)\) by the norm

\[\|f\|_{L^p(X, \phi)} = \left\{ \left( \int_{x \in X} |f(x)\phi(x)|^p \, dx \right)^{1/p} \right\}^{\frac{1}{p}} \quad \text{for } p \in [1, \infty),\]

\[\text{ess sup}_{x \in X} |f(x)|\phi(x) \quad \text{for } p = \infty,\]

where \(\phi : X \mapsto \mathbb{R}^+\) is a weight function. In particular, we use the exponential weight \(\exp a : x \mapsto e^{ax}\). By noting that \(\exp a(t)k(t)\) and \(\exp a(t)r(t)\) satisfy the same relation as \(r\) and \(k\), we can shift the results in the complex plane. For example for Theorem 3.5, the result becomes that \(r \in L^1(\mathbb{R}^+, \exp a)\) if and only if \(\det(\text{Id} + \mathcal{L}k(z)) \neq 0\) for \(\Re z \geq -a\) under \(k \in L^1(\mathbb{R}^+, \exp a)\). Likewise, the Young inequality then shows that the solution \(y\) is controlled by

\[\|y\|_{L^p(\mathbb{R}^+, \exp a)} \leq (1 + \|r\|_{L^1(\mathbb{R}^+, \exp a)})\|F\|_{L^p(\mathbb{R}^+, \exp a)},\]

which expresses exponential decay.

For functions with bounds in Sobolev norms, the Fourier transform decays algebraically. For this case, we introduce for \(A \geq 0\) and \(b \geq 0\) the weight

\[p_{A,b}(x) = (A+x)^b \quad \text{for } x \geq 0\]

with the short-hand \(p_b = p_{1,b}\).

The weight \(p_b\) is sub-multiplicative over \(\mathbb{R}^+\), i.e. for \(x, y \in \mathbb{R}^+\) there holds \(p_b(x+y) \leq p_b(x)p_b(y)\). This implies that the Young inequality can be adapted as

\[\|a * b\|_{L^p(\mathbb{R}^+, p_b)} \leq \|a\|_{L^1(\mathbb{R}^+, p_b)}\|b\|_{L^p(\mathbb{R}^+, p_b)}.\]

Moreover, we find its asymptotic rate as

\[\lim_{t \to \infty} \frac{\log(p_b(t))}{t} = 0.\]

This means that the weight grows subexponentially so that the stability depends on the poles in the region \(\Re z \geq 0\). Applying Corollary 4.7 of Chapter 4 of [65], gives the precise statement:

**Theorem 3.10.** Let \(k \in L^1(\mathbb{R}^+, C^{d \times d}, p_b)\). Then the resolvent \(r\) is in \(L^1(\mathbb{R}^+, C^{d \times d}, p_b)\) if and only if

\[\det(\text{Id} + \mathcal{L}k(z)) \neq 0 \quad \text{for } \Re z \geq 0.\]

The basic statement is also called Gel’fand’s theorem and proved non-constructively by Banach algebra techniques.
3.3 Linear analysis for the Vlasov–Poisson equation in flat space

For the Vlasov–Poisson equation on the torus as introduced in Section 1.2, each spatial mode $l \in \mathbb{Z}^d$ decouples on the linear level. In the linearised evolution the potential

$$\phi_l = \hat{W}_l \hat{\rho}_l = \hat{W}_l \int_{v \in \mathbb{R}^d} \hat{f}_l(v) \, dv$$

satisfies the Volterra equation

$$\phi_l(t) + (k_l * \phi_l)(t) = F_l(t)$$

with the kernel

$$k_l(t) = \hat{f}_{st}(lt) |l|^2 t$$

and forcing

$$F_l(t) = \hat{W}_l(\hat{f}_{in})(lt),$$

where we use the Fourier transform in both variables $x$ and $v$ denoted by $\hat{\cdot}$ (instead of $\tilde{\cdot}$ for the transform only in the spatial variable), i.e.

$$\hat{f}_{st}(\xi) = \int_{v \in \mathbb{R}^d} e^{-i \xi \cdot v} f_{st}(v) \, dv$$

and

$$(\hat{f}_{in})(\xi) = \int_{T^d \times \mathbb{R}^d} e^{-i l \cdot x - i \xi \cdot v} f_{in}(x, v) \, dx \, dv.$$

For each mode, we can therefore use the Paley–Wiener theorem to obtain the linear stability, which gives a rigorous proof of linear Landau damping. For the study of the Vlasov-HMF equation with finitely many $\hat{W}_l$, the non-quantitative control versions of Theorem 3.5 for exponential decay and Theorem 3.10 for algebraic decay yield a uniform control of the linear evolution. This is analogous to the handling in the Kuramoto equation around the incoherent state, cf. Section 4.3.

For the full Vlasov–Poisson equation, a quantitative version is needed. In this we just suppose that there exists a constant $C_W$ and $\gamma \geq 0$ such that the coefficients satisfy

$$|\hat{W}_l| \leq \frac{C_W}{|l|^{1+\gamma}} \quad \text{for } l \in \mathbb{Z}^d. \quad (3.2)$$

Mouhot and Villani [114] and Bedrossian, Masmoudi and Mouhot [13] introduce the stability condition (L) quantifying the needed regularity of the spatially homogeneous background distribution $f_{st}$. Emphasising that the bound on the resolvent is only needed along the critical line, we state the condition slightly different as condition (L').
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Definition 3.11. A velocity distribution $f_{st}$ satisfies the stability condition $(L')$ with rate $\lambda > 0$, if there exists constants $C_0$, $\bar{\lambda} > \lambda$, $q$ and an integer $M > d/2$ such that

$$\left\| \hat{f}_{st}(\xi) e^{\lambda \langle \xi \rangle} \right\|_{H^M(\mathbb{R}^d)} \leq C_0$$

and for all $l \in \mathbb{Z}^d$ and $\Re z \geq -\lambda$

$$M(z, l) \neq -1$$

and for all $l \in \mathbb{Z}^d$ and $\Re z = -\lambda$

$$|1 + M(z, l)|^{-1} \geq q$$

where

$$M(z, l) = \mathcal{J}L_k(|l|z) = \int_0^\infty \hat{f}_{st}(lt) \hat{W}_l|l|^2 t e^{-z|l|^2 t} \, dt.$$ 

Here $\langle \xi \rangle$ denotes the regularised weight $\langle \xi \rangle = \sqrt{1 + \xi^2}$.

Compared to the original condition $(L)$, the bound $C_0$ on $\hat{f}_{st}$ is formulated in an equivalent norm in order to avoid more notation. Furthermore, the condition on the poles is stated in our convention of the Laplace transform. Finally, $(L)$ states that $|1 + M(z, l)|^{-1} \geq q$ holds for all $\Re z \geq -\lambda$, which is equivalent by the maximum principle of analytic functions.

The stability condition scales the Laplace transform depending on the mode in order to use that perturbations decay under the free transport with rate $\lambda|l|$ in the spatial mode $l$, i.e. faster in larger spatial modes. The stability condition captures this decay.

Theorem 3.12. Let $f_{st}(v)$ satisfies the stability condition $(L')$, then there exists an explicit constant $C_R = C_R(C_0, \bar{\lambda}, \lambda, q)$ such that the Volterra kernel $k_l$ for the potential of every spatial mode $l \in \mathbb{Z}^d$ has a resolvent $r_l$ satisfying

$$\left\| r_l(t) e^{\lambda|l|^2 t} \right\|_{L^1(\mathbb{R})} \leq C_R.$$ 

For the proof we note the following immediate consequence of the Sobolev inequality.

Lemma 3.13. Let $f_{st}$ satisfy the stability condition $(L')$. Then there exist constants $C_\infty, C_2, \alpha > 0$ such that for all $z \in \mathbb{R}^d$

$$|\hat{f}_{st}(z)e^{\lambda z}| \leq C_\infty$$

and for $y \in \mathbb{R}^d$

$$|\hat{f}_{st}(y + z)e^{\lambda(y+z)} - \hat{f}_{st}(z)e^{\lambda z}| \leq C_2|y|^{\alpha}.$$ 

In order to prove Theorem 3.12, we now just need to check the bounds on the scaled kernel $k_l k(t)e^{\lambda|l|^2 t}$. 
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Proof of Theorem 3.12. Using the previous lemma, we find

$$\left\| k_l(t)e^{\lambda_l|l|t} \right\|_{L^1(\mathbb{R}^+)} \leq C_\infty \int_0^\infty e^{-\lambda(t)} \hat{W}_l|l|^2 e^{\lambda_l|l|t} \, dt$$

$$\leq C_\infty CW|l|^{1-\gamma} \int_0^\infty e^{-|\lambda-\lambda_l|t} \, dt$$

$$\leq C_\infty CW|l|^{-1-\gamma} |\lambda-\lambda_l|^{-2},$$

which is uniformly bounded over $t \in \mathbb{Z}^d$ using (3.2) with $\gamma \geq -1$.

Similarly

$$\int_T^\infty |k_l(t)|e^{\lambda_l|l|t} \, dt \leq C_\infty CW|l|^{1-\gamma} \int_T^\infty e^{-|\lambda-\lambda_l|t} \, dt$$

which gives the required uniform bound.

For the variation, use the previous lemma to find for $s, t \in \mathbb{R}^+$

$$\left| \hat{f}_{st}(l(t+s))e^{\lambda_l|l|(t+s)} - \hat{f}_{st}(l(t))e^{\lambda_l|l|t} \right| \leq e^{-|\lambda-\lambda_l|t} \left| \hat{f}_{st}(l(t+s))e^{\lambda_l|l|(t+s)} - \hat{f}_{st}(l(t))e^{\lambda_l|l|t} \right|$$

$$\leq e^{-|\lambda-\lambda_l|t} \left[ C_2|s|^\alpha + C_\infty \left| 1 - e^{\lambda_l|l|(t+s)}} \right| \right]$$

$$\leq C_3e^{-|\lambda-\lambda_l|t} |l|s^\alpha$$

for a constant $C_3$ and reducing $\alpha$ to $\alpha \leq 1$ if needed.

Hence we find

$$\int_0^\infty |k_l(t+s)e^{\lambda_l|l|(t+s)} - k_l(t)e^{\lambda_l|l|t} \, dt$$

$$\leq CW|l|^{1-\gamma} \int_0^\infty \left| (t+s)\hat{f}_{st}(l(t+s))e^{\lambda_l|l|(t+s)} - t\hat{f}_{st}(l(t))e^{\lambda_l|l|t} \right| \, dt$$

$$\leq CW|l|^{1-\gamma} \int_0^\infty \left[ s \left| \hat{f}_{st}(l(t+s))e^{\lambda_l|l|(t+s)} \right| + t \left| \hat{f}_{st}(l(t+s))e^{\lambda_l|l|(t+s)} - \hat{f}_{st}(l(t))e^{\lambda_l|l|t} \right| \right] \, dt$$

$$\leq C_4|l|^{-1-\gamma} s^\alpha$$

for a constant $C_4$. Hence the theorem follows from Corollary 3.9. \qed

In this approach to the linear analysis we focus on the resolvent which only depends on the stationary state. This is the result of Theorem 3.12 during which we exclude possible poles. With the resulting bound on the resolvent we can then directly conclude stability results for a large class of norms by an adapted Young inequality. This is in contrast to the work by Mouhot and Villani [114] and Bedrossian, Masmoudi and Mouhot [13], where the results are directly obtained from the Fourier transform of the solution.

As possible weights $w_l$ for mode $l$, impose that there exists a constant $C_M$ such that

$$w_l(s + t) \leq C_M e^{\lambda_l|l|s} w_l(t). \quad (3.3)$$
Adapting the Young inequality, we immediately find the following lemma.

**Lemma 3.14.** If the weight \( w \) satisfies (3.3) then for \( p \in [1, \infty] \) and \( l \in \mathbb{Z}^d \)

\[
\|w_l(t)(r_l * F_l)(t)\|_{L^p(\mathbb{R}^+)} \leq C_M \|r_l(t) e^{\lambda l t}\|_{L^1(\mathbb{R}^+)} \|w_l(t)F_l(t)\|_{L^p(\mathbb{R}^+)}.
\]

**Proof.** For \( p < \infty \) we use Jensen’s inequality to find

\[
\int_0^\infty w_l(t)^p \left| \int_0^t F_l(t-s)r_l(s)ds \right|^p dt \leq C_M^p \int_0^\infty \left| \int_0^t w_l(t-s)F_l(t-s)e^{\lambda s l s}r_l(s)ds \right|^p dt
\]

\[
\leq \|r_l(t) e^{\lambda l t}\|_{L^1(\mathbb{R}^+)} \int_0^\infty \int_0^t |w_l(t-s)|^p |F_l(t-s)|^p |r_l(s)| e^{\lambda s l s} ds dt
\]

from which the inequality follows by a change of variable. For \( p = \infty \), we can use the direct estimate. \( \square \)

Bedrossian, Masmoudi and Mouhot [13] use the following weight for Gevrey regularity

\[
w_l(t) = A_l(l,lt) = e^{\lambda(l)(l,lt)} \langle l,lt \rangle^s
\]

for \( s \in [0,1] \). If \( \lambda(t) \) is decreasing, we see that the weight satisfies (3.3) as follow:

- for \( s < 1 \) any \( \lambda > 0 \) works with any \( \lambda(0) \),
- for \( s = 1 \), we need \( \lambda > \lambda(t) \) eventually.

**Remark 3.15.** This shows that there is a distinction of the obtainable rate between the cases \( s < 1 \) and \( s = 1 \).

Now their linear estimate, Lemma 4.1 in [13], becomes an easy corollary of Theorem 3.12 and Lemma 3.14.

**Corollary 3.16.** If the stability condition \((L')\) is satisfied, then the solution \( \phi_l \) to the Volterra equation from the linear evolution satisfies

\[
\int_0^\infty w_l(t)^2 |\phi_l(t)|^2 dt \leq C \int_0^\infty w_l(t)^2 |F_l(t)|^2 dt
\]

for an explicit constant \( C \).
4 Stability of the incoherent state in the Kuramoto equation

This chapter studies the behaviour of the Kuramoto equation around the incoherent state and is mostly published in [46].

4.1 Overview

The structure of the Kuramoto equation can best be understood by taking the Fourier transform in both variables. The transformed density \( \hat{f} \) is explicitly given by

\[
\hat{f}_l(\xi) = \int_{T \times \mathbb{R}} e^{-i\theta - i\xi\omega} f(\theta, \omega) \, d\theta \, d\omega.
\]

For the transformed density \( \hat{f} \), the evolution equation (1.10) imposes the time evolution

\[
\begin{cases}
\partial_t \hat{f}_l(t, \xi) = l\partial_\xi \hat{f}_l(t, \xi) + Kl^2 \left( \eta(t) \hat{f}_{l-1}(t, \xi) - \eta(t) \hat{f}_{l+1}(t, \xi) \right), \\
\eta(t) = \hat{f}_{-1}(0) = \hat{f}_{1}(0).
\end{cases}
\]

Since \( f \) is real, \( \hat{f}_{-l}(-\xi) = \overline{\hat{f}_l(\xi)} \), so that it suffices to consider \( l \geq 0 \).

The spatially homogeneous distribution is characterised by vanishing non-zero moments, so that the stability of the incoherent state is equivalent to the decay of \( \hat{f} \) restricted to \( l \geq 1 \). The restriction is denoted by \( u \) which satisfies

\[
\begin{cases}
\partial_t u_1(t, \xi) = \partial_\xi u_1(t, \xi) + \frac{K}{2} \left( \eta(t) \hat{g}(\xi) - \eta(t) u_2(t, \xi) \right), \\
\partial_t u_l(t, \xi) = l\partial_\xi u_l(t, \xi) + \frac{Kl}{2} \left( \eta(t) u_{l-1}(t, \xi) - \eta(t) u_{l+1}(t, \xi) \right) \quad \text{for } l \geq 2,
\end{cases}
\]

(4.1)

where \( \hat{g} \) is the Fourier transform of the velocity marginal. The interaction at \( (t, l, \xi) \) is given by \( u_1(t, 0) = \overline{\eta(t)} \) and \( u_{l \pm 1}(t, \xi) \). This localisation of the interaction means that the constant mode \( l = 0 \) with \( \hat{g} = \hat{f}_0 \) decouples the positive modes \( l > 0 \) and the negative modes \( l < 0 \).

In this formulation the free transport always moves \( \xi \mapsto u_l(t, \xi) \) to the left. Hence with
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\( M \geq 0 \), the region \( \mathbb{N} \times \{ \xi : \xi \geq -M \} \) is its own domain of dependence. This already suggests to use norms focusing on \( \xi \geq 0 \) in order to show convergence.

For the global energy estimate, we note that the interaction is skew-Hermitian except for the first mode. Thus we consider the energy functional

\[
I(t) = \int_{\xi=0}^{\infty} \sum_{l \geq 1} \frac{1}{l} |u_l(t,\xi)|^2 \phi(\xi) d\xi,
\]

(4.2)

where \( \phi \) is an increasing weight. To prove the first result of this chapter, we balance the gain of the first linear interaction term with the decay by the increasing weight.

**Theorem 4.1.** For a velocity distribution \( g \in M(\mathbb{R}) \) suppose \( \int_{0}^{\infty} |\hat{g}(\xi)| d\xi < \infty \) and let

\[
K_{ec} = \frac{2}{\int_{\xi=0}^{\infty} |\hat{\eta}(\xi)| d\xi}.
\]

If the coupling constant \( K \) satisfies \( K < K_{ec} \), then there exists a finite constant \( c > 0 \) and a bounded increasing weight \( \phi \in C^1(\mathbb{R}^+) \) with \( \phi(0) = 1 \), so that for a solution to the Kuramoto equation with velocity marginal \( g \) the energy functional \( I(t) \) defined by Equation (4.2) satisfies

\[
I(t) + c \int_{0}^{t} |\eta(s)|^2 ds \leq I(0)
\]

for all \( t \in \mathbb{R}^+ \). In particular this shows that \( I \) is non-increasing and the order parameter \( \eta \) satisfies

\[
\int_{0}^{\infty} |\eta(s)|^2 ds \leq c^{-1} I(0) < \infty.
\]

If, moreover, the initial distribution \( f_{in} \) is in \( L^2(\Gamma) \), then \( I(0) \leq ||\phi||_{\infty} ||f_{in}||_{2}^2 \).

The linear evolution of \( u \) is determined by

\[
\begin{aligned}
\partial_t u_1(t,\xi) &= \partial_\xi u_1(t,\xi) + \frac{K}{2} u_1(t,0) \hat{g}(\xi), \\
\partial_t u_l(t,\xi) &= l \partial_\xi u_l(t,\xi) \quad \text{for } l \geq 2.
\end{aligned}
\]

(4.3)

Hence under the linear evolution, the order parameter satisfies the Volterra equation

\[
\eta(t) + (k * \eta)(t) = (u_{in})_1(t)
\]

(4.4)

with the convolution kernel

\[
k(t) = -\frac{K}{2} \hat{g}(t).
\]

(4.5)

From the discussion in Chapter 3, we can immediately express the stability by the resolvent \( r \) of the Volterra equation. Recall the weights used to measure the decay, \( \exp_p(x) = e^{ax} \) and \( p_{A,b}(x) = (A + x)^b \) with \( p_b = p_{1,b} \).
Theorem 4.2. If for \( a \in \mathbb{R} \) we have \( \hat{g} \in L^1(\mathbb{R}^+, \exp_a) \), then \( r \in L^1(\mathbb{R}^+, \exp_a) \) is equivalent to \((\mathbb{L}k)(z) \neq -1\) for all \( z \in \mathbb{C} \) with \( \Re z \geq -a \).

If for \( b > 0 \) we have \( \hat{g} \in L^1(\mathbb{R}^+, p_b) \), then \( r \in L^1(\mathbb{R}^+, p_b) \) is equivalent to \((\mathbb{L}k)(z) \neq -1\) for all \( z \in \mathbb{C} \) with \( \Re z \geq 0 \).

Hence the linear evolution of the order parameter is stable if \((\mathbb{L}k)(z) \neq -1\) for all \( z \in \mathbb{C} \) with \( \Re z \geq 0 \). By bounding the absolute value, we see that if \( K < K_{ec} \) the system is linearly stable. In case of the Gaussian or the Cauchy distribution, \( \hat{g} \) is always positive so that \( K_{ec} \) equals the critical coupling.

Like in the Vlasov equation [128], this condition can be related to a Penrose criterion for the complex boundary, which also visualises how often the condition fails. Under this we can also relate the stability to the known condition [148, 149].

For small perturbations, my second main result is the nonlinear stability of the incoherent state. In a first version we propagate control in

\[
\sup_{t \geq 1} \sup_{\xi \in \mathbb{R}} |u(t, \xi)| e^{a(\xi + t/2)}.
\]

Theorem 4.3. Let \( g \in \mathcal{M}(\mathbb{R}) \) and \( a > 0 \) such that \( \hat{g} \) satisfies the exponential stability condition of rate \( a \) in Theorem 4.2, i.e. \( \hat{g} \in L^1(\mathbb{R}^+, \exp_a) \) and \((\mathbb{L}k)(z) \neq -1\) for all \( z \in \mathbb{C} \) with \( \Re z \geq -a \). Then there exists a \( \delta > 0 \) and finite \( c_1 \) such that for initial data \( f_{in} \in \mathcal{M}(\Gamma) \) with velocity marginal \( g \), Fourier transform \( u_{in} \) and \( M_{in} := \sup_{\xi \in \mathbb{R}} \sup_{\xi \in \mathbb{R}} |(u_{in})(\xi)| e^{a\xi} \leq \delta \) the Fourier transform \( u \) of the solution to the Kuramoto equation with initial data \( f_{in} \) satisfies

\[
\sup_{t \in \mathbb{R}^+} \sup_{\xi \in \mathbb{R}} |u(t, \xi)| e^{a(\xi + t/2)} \leq (1 + c_1) M_{in}.
\]

In particular, this shows that the order parameter \( \eta(t) = u_1(t, 0) \) decays as \( O(e^{-at/2}) \).

For the algebraic decay we propagate control in

\[
\sup_{t \geq 1} \sup_{\xi \in \mathbb{R}^+} |u(t, \xi)| \frac{(1 + \xi + t)^b}{(1 + t)^{n(t-1)}}.
\]

Theorem 4.4. Let \( g \in \mathcal{M}(\mathbb{R}) \) and \( b > 1 \) such that \( \hat{g} \) satisfies the algebraic stability condition of parameter \( b \) in Theorem 4.2, i.e. \( \hat{g} \in L^1(\mathbb{R}^+, p_b) \) and \((\mathbb{L}k)(z) \neq -1\) for all \( z \in \mathbb{C} \) with \( \Re z \geq 0 \). For \( a > 0 \) satisfying \( b > 1 + a \), there exists \( \delta > 0 \) and finite \( \gamma_1 \) such that for initial data \( f_{in} \in \mathcal{M}(\Gamma) \) with velocity marginal \( g \), Fourier transform \( u_{in} \) and \( M_{in} := \sup_{\xi \in \mathbb{R}} \sup_{\xi \in \mathbb{R}^+} |(u_{in})(\xi)|(1 + \xi)^b \leq \delta \) the Fourier transform \( u \) of the solution to the Kuramoto equation with initial data \( f_{in} \) satisfies

\[
\sup_{t \in \mathbb{R}^+} \sup_{\xi \in \mathbb{R}^+} |u(t, \xi)| \frac{(1 + \xi + t)^b}{(1 + t)^{n(t-1)}} \leq (1 + \gamma_1) M_{in}.
\]

In particular, this shows that the order parameter \( \eta(t) = u_1(t, 0) \) decays as \( O(t^{-b}) \).
Note that the exponential and algebraic controls are one-sided and thus do not control the $L^2$ or Sobolev norm in the original space. This explains why we can have decay with these norms, even though there is no decay of perturbations in the $L^2$ norm and the linear system is only neutrally stable [148]. For the application, however, the Sobolev norm $W^{k,1}$ controls $M_{in}$ and $g \in W^{k,1}$ ensures the required decay of $\hat{g}$.

For all $b > 1$, we can choose a suitable $\alpha$ such that the algebraic stability result holds. On the linear level, the damping holds for all $b \geq 0$ and the threshold $b = 1$ is a technical result of the nonlinear estimate.

If the stability condition fails, we can identify growing modes in the Volterra equation, which is the direct reformulation of Theorem 3.7.

**Theorem 4.5.** For $a \in \mathbb{R}$ suppose that $\hat{g} \in L^1(\mathbb{R}^+, \exp_a)$ and that the convolution kernel $k$ defined by Equation (4.3) satisfies $(\mathcal{L}k)(z) \neq -1$ for $z \in \mathbb{C}$ with $\Re z = -a$. Then the solution to the Volterra equation (4.4) is given by

$$
\eta(t) = (u_{in})_1(t) - \int_0^\infty q(t-s)(u_{in})_1(s) \, ds
$$

with

$$
q(t) = r_s(t) + \sum_{i=1}^n \sum_{j=0}^{p_i-1} b_{i,j} t^i e^{\lambda j t}
$$

where $q$ is vanishing for negative arguments and $r_s$ satisfies $\|r_s\|_{L^1(\mathbb{R}, \exp_a)} < \infty$ and $\lambda_1, \ldots, \lambda_n$ are the finitely many zeros of $1 + (\mathcal{L}k)(z)$ in $\Re z > -a$ with multiplicities $p_1, \ldots, p_n$ and $b_{i,j}$ depends on the residues of $[1 + (\mathcal{L}k)(z)]^{-1}$ at $\lambda_i$.

This says that the linear evolution is governed by eigenmodes $t^i e^{\lambda j t}$ for $i = 1, \ldots, n$ and $j = 0, \ldots, p_i - 1$ and a remaining stable part $r_s$. The previous linear stability theorem is included in this formulation as $r = r_s$.

If $\hat{g} \in L^1(\mathbb{R}^+, \exp_a)$ for $a > 0$, this shows that if the stability condition fails, there exists an unstable mode. Without extra assumption, for every $a < 0$ we have $\hat{g} \in L^1(\mathbb{R}^+, \exp_a)$ because $g$ is a probability distribution. Hence, unless we are at the critical case, we have unstable modes if the stability condition fails. Therefore, the linear stability condition is sharp.

The additional restriction $(\mathcal{L}k)(z) \neq -1$ along the line $\Re z = -a$ is very weak, because, if $\hat{g} \in L^1(\mathbb{R}^+, \exp_a)$, then $(\mathcal{L}k)(z)$ is analytic for $\Re z > -a$ and by the Riemann-Lebesgue lemma vanishing as $|z| \to \infty$. Hence we can choose a smaller $a'$ such that $|a - a'|$ is arbitrarily small and the theorem applies.

The eigenmodes of the Volterra equation can be related to eigenmodes $z_{\lambda,j}$ of the linear evolution (Equation (4.3)) on $C(\mathbb{N} \times \mathbb{R})$. These eigenmodes are vanishing except in the first spatial modes where they satisfy $(z_{\lambda,j})_1 \in L^\infty(\mathbb{R}^+, \exp_a)$.

For the center-unstable manifold reduction we therefore look for solutions in

$$
Z^a = \{ u \in C(\mathbb{N} \times \mathbb{R}) : \|u\|_{Z^a} < \infty \}$$
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with 
$$\|u\|_{Z^a} = \sup_{l \geq 1} \|u_l\|_{L^\infty(\mathbb{R}, \exp a)} = \sup_{l \geq 1} \sup_{\xi \in \mathbb{R}} e^{a \xi} |u_l(\xi)|.$$ 

The nonlinearity is not controlled in $Z^a$, but within 
$$Y^a = \{ u \in C(N \times \mathbb{R}) : \|u\|_{Y^a} < \infty \}$$ 

with 
$$\|u\|_{Y^a} = \sup_{l \geq 1} l^{-1} \|u_l\|_{L^\infty(\mathbb{R}, \exp a)} = \sup_{l \geq 1} \sup_{\xi \in \mathbb{R}} e^{a \xi} \frac{1}{l} |u_l(\xi)|.$$ 

By a spectral analysis we can find a continuous projection $P_{cu}$ from $Y^a$ to $Z_{cu}^a := \langle z_{\lambda, j} : i = 1, \ldots, n \text{ and } j = 0, \ldots, p_i - 1 \rangle$ with complementary projection $P_s$ mapping $Z^a$ to $Z_s^a$ and $Y^a$ to $Y_s^a$. The image of $P_s$ is invariant under the linear evolution and decaying with rate $a$. In fact the higher modes decay quicker in this norm, so that the solution to the linear evolution with forcing in $Y_s^a$ is within $Z_s^a$.

Hence the theory of center-unstable manifold reduction \([68, 154, 155]\) applies and we can reduce the dynamics for the local behaviour. This is my third main result and here we also consider $K$ as variable in order to discuss the asymptotic result for couplings $K$ close to a fixed coupling $K_c$.

**Theorem 4.6.** Given $a > 0$ and $g \in \mathcal{M}(\mathbb{R})$ with $\hat{g} \in L^1(\mathbb{R}^+, \exp a)$. Let $K_c$ be a coupling constant such that Theorem 4.5 applies with center-unstable modes $\lambda_1, \ldots, \lambda_n$ satisfying $\Re \lambda_i \geq 0$ for $i = 1, \ldots, n$. For $k \in \mathbb{N}$ there exist $\psi \in C^k(Z_{cu}^a \times \mathbb{R}, Z_s^a)$ and $\delta > 0$ such that for $|\epsilon| \leq \delta$ the manifold 
$$M_\epsilon = \{ y + \psi(y, \epsilon) : y \in Z_{cu}^a \}$$

is invariant and exponentially attractive under the nonlinear evolution with coupling constant $K = K_c + \epsilon$ in the region $\{ u \in Z^a : \|u\|_{Z^a} \leq \delta \}$. Moreover, the derivatives of $\psi$ can explicitly be computed at 0.

Hence we can reduce the dynamics around the spatially homogeneous distribution to the finite dimensional dynamics of $M_\epsilon$. We demonstrate the application by recovering Chiba’s bifurcation result for the Gaussian distribution \([31]\). In particular, it shows the nonlinear stability of the partially locked states close to the bifurcation.

The key point for the center-unstable manifold reduction is the use of the regularity in the natural frequency $\omega$. This allows the use of the weighted space $Z^a$ on which the linear generator does not have a continuous spectrum along the imaginary axis, as seen in earlier linear analysis \([148]\). Instead the linear evolution decays with rate $al$ in the $l$th spatial mode except in the first mode $l = 1$, where a discrete spectrum can arise. Thus the effect of using $Z^a$ is very similar to adding white noise \([138]\) of strength $D$ to the system and in the case $D > 0$ the stability and center manifold reduction have been done \([22, 38, 148]\).

We remark that the use of $Z^a$ is compatible with adding noise and thus for sufficiently
regular velocity distribution the center-unstable manifold reduction can be used to study the bifurcation behaviour with the noise strength $D$ as additional parameter in the limit $D \to 0$. The behaviour of the amplitude equations in the center manifold reduction in this limit is reviewed in [147, Section 11] and this explains why taking the limit $D \to 0$ gave the correct behaviour for regular distributions [38]. Note that even in this case the order parameter can decay faster than rate $D$ through the Landau damping mechanism.

In order to understand the norm $Z^a$, which is also the measure for the perturbations in Theorem 4.3, we relate the norm to the analytic continuation in the strip $\{z \in \mathbb{C} : -a \leq \Im z \leq 0\}$ of the complex plane. Here we can demonstrate explicitly that for suitable velocity marginals the partially locked states have finite norm in $Z^a$ and are small perturbations if their order parameter $\eta$ is small. In particular, this shows that partially locked states with a small $\eta$, which are observed as asymptotic state for a coupling constant $K$ just above $K_c$, are exponential damped if the coupling $K$ is below $K_c$, cf. Theorem 4.3. This is particularly interesting, because these partially locked states are not regular in general, e.g. they do not even have a density.

The exponential stability of the incoherent state and the convergence in $Z^a$ to the reduced manifold do not imply convergence in $L^2$. Nevertheless, we can relate it to weak convergence for sufficiently nice test functions because the Fourier transform is bounded.

In case of the algebraic stability (Theorem 4.4), the convergence is very weak but we can conclude $\int_0^\infty |\eta(t)|dt < \infty$. Going back to the original equation, this shows control in the gliding frame and weak convergence of the phase marginal.

The used exponential norm can also be used to discuss the convergence to the Ott–Antonsen reduction from Section 1.3.4, see Section 4.9.

The linear stability can also be used to show direct results on a finite particle model showing a better control on the order parameter compared to the normal mean-field theory, see Section 4.10.

4.2 Solutions in Fourier space and uniqueness

The discussion of the mean-field limit (Chapter 2) shows that the Kuramoto equation has a unique solution in $C_M$ for any initial distribution $f_{\text{in}} \in \mathcal{M}(\Gamma)$. Taking the Fourier transform, we find the following theorem for the evolution of the restriction.

**Theorem 4.7.** Suppose $f_{\text{in}} \in \mathcal{M}(\Gamma)$ with velocity marginal $g \in \mathcal{M}(\mathbb{R})$. Let $f \in C_M$ be the solution to the Kuramoto equation. Then the Fourier transform $u$ is in $C(\mathbb{R}^+ \times \mathbb{N} \times \mathbb{R})$, is
bounded uniformly by 1 and satisfies

\[
0 = \sum_{l \in \mathbb{Z}} \int_{\mathbb{R}} (u_{in})_1(\xi) h_l(0, \xi) d\xi \\
+ \int_{\mathbb{R}^+} \int_{\mathbb{R}} \frac{K}{2} g(\xi) \eta(t) h_1(t, \xi) + \sum_{l \geq 2} \frac{Kl}{2} u_{l-1}(t, \xi) \eta(t) h_l(t, \xi) \\
+ \sum_{l \in \mathbb{N}} \left[ -\frac{Kl}{2} u_{l+1}(t, \xi) \eta(t) h_l(t, \xi) + u_l(t, \xi) [\partial_x h_l(t, x) - l \partial_t h_l(t, \xi)] \right] d\xi dt
\]  

(4.6)

for all \( h \in C^1_0(\mathbb{R}^+ \times \mathbb{N} \times \mathbb{R}) \), where \( \eta(t) = \overline{u_1(t, 0)} \) and \( \hat{g} \) is the Fourier transform of \( g \).

**Proof.** For every \( t \in \mathbb{R}^+ \), the distribution \( f(t, \cdot) \) is a probability measure, so that \( u_l(t, \xi) \) is bounded by 1 and continuous with respect to \( \xi \). Since \( f(t, \cdot) \) is weakly continuous, \( u \) is also continuous with respect to time.

By Lemma 2.6 the velocity marginal is always \( g \) so that Plancherel’s formula shows that Equation (4.6) holds for all \( h \in \mathcal{S}(\mathbb{R}^+ \times \mathbb{N} \times \mathbb{R}) \). By the density of \( \mathcal{S} \) the result extends to all \( h \in C^1_0(\mathbb{R}^+ \times \mathbb{N} \times \mathbb{R}) \). \( \square \)

The free transport is a well-posed linear problem, so that Duhamel’s principle on the free transport holds.

**Lemma 4.8.** Let \( u_{in} \in C(\mathbb{N} \times \mathbb{R}) \), \( \hat{g} \in C(\mathbb{R}) \) and \( u \in C(\mathbb{R}^+ \times \mathbb{N} \times \mathbb{R}) \). For \( t \in \mathbb{R}^+ \) and \( \xi \in \mathbb{R} \) define

\[
v_1(t, \xi) = (u_{in})_1(\xi + t) + \frac{K}{2} \int_0^t \left[ \overline{\eta(s)} \hat{g}(\xi + (t - s)) - \eta(s) u_2(s, \xi + (t - s)) \right] ds
\]

and for \( l \geq 2 \)

\[
v_l(t, \xi) = (u_{in})_l(\xi + lt) \\
+ \frac{Kl}{2} \int_0^t \left[ \overline{\eta(s)} u_{l-1}(s, \xi + l(t - s)) - \eta(s) u_{l+1}(s, \xi + l(t - s)) \right] ds
\]

where \( \eta(t) = \overline{u_1(t, 0)} \). If \( u \) satisfies Equation (4.6) for all \( h \in C^1_0(\mathbb{R}^+ \times \mathbb{N} \times \mathbb{R}) \), then \( u \equiv v \).

**Proof.** In the weak formulation (4.6) consider all terms except the free transport as forcing. Then the problem has a unique solution given by \( v \). \( \square \)

For the stability and bifurcation result we construct solutions \( u \) to Equation (4.6). By the following theorem these correspond to the Fourier transform of the mean-field solution.

**Theorem 4.9.** Let \( u_{in} \in C(\mathbb{N} \times \mathbb{R}) \) and \( \hat{g} \in C(\mathbb{R}) \). Suppose \( u, \hat{u} \in C(\mathbb{R}^+ \times \mathbb{N} \times \mathbb{R}) \) satisfy Equation (4.6) for every \( h \in C^1_0(\mathbb{R}^+ \times \mathbb{N} \times \mathbb{R}) \). If for \( T \in \mathbb{R}^+ \) there exists \( M \in \mathbb{R}^+ \) with \( a, \beta \geq 0 \) satisfying

\[
\sup_{\xi \in \mathbb{R}} |\hat{u}(\xi)| \min(1, e^{\alpha \xi}) \leq M
\]

then for every \( t \geq T \) the problem has a unique solution given by the following theorem.
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and

\[
\sup_{t \in [0,T]} \sup_{l \in \mathbb{N}} \sup_{\xi \in \mathbb{R}} e^{-\beta l} \min(1, e^{\alpha \xi}) \max(|u_l(t, \xi)|, |\tilde{u}_l(t, \xi)|) \leq M,
\]

then \( u(t, \cdot) \equiv \tilde{u}(t, \cdot) \) for \( t \in [0, T] \).

Proof. For \( \gamma > 0 \) consider the difference measure \( e \) defined by

\[
e(t) = \sup_{l \in \mathbb{N}} \sup_{\xi \in \mathbb{R}} e^{-\gamma t} e^{-\beta l} \min(1, e^{\alpha \xi}) |u_l(t, \xi) - \tilde{u}_l(t, \xi)|.\]

Then by Lemma 4.8 for \( t \in [0, T], l \in \mathbb{N} \) and \( \xi \in \mathbb{R} \) we have

\[
|u_l(t, \xi) - \tilde{u}_l(t, \xi)| e^{-\gamma t} e^{-\beta l} \min(1, e^{\alpha \xi}) \leq 2KMl \int_0^t e^{2\beta + \gamma s} e^{-\gamma(t-s)} ds \\
\leq \frac{2KM}{\gamma} e^{2\beta + \gamma t} \sup_{s \in [0, t]} e(s).
\]

Choose \( \gamma > 0 \) and \( t^* > 0 \) so that \( (2KM/\gamma)e^{2\beta + \gamma t^*} < 1/2 \). Then the above shows for \( t \in [0, t^*] \)

\[
e(t) \leq \frac{1}{2} \sup_{s \in [0, t^*]} e(s).
\]

Therefore, we must have \( e(t) = 0 \) for \( t \leq t^* \), i.e. the solutions agree. Since we can repeat the argument in steps of \( t^* \) up to time \( T \), this shows uniqueness up to time \( T \). \( \square \)

By Theorem 4.7 the Fourier transform \( u \) of a solution to the Kuramoto equation satisfies the assumptions of the previous uniqueness theorem for every \( a \) and \( \beta \).

Theorem 4.10. The restriction of the Fourier transform \( u \) to \( C(\mathbb{R}^+ \times \mathbb{N} \times \mathbb{R}^+) \), i.e. \( \xi \geq 0 \), satisfies an appropriate weak PDE (Theorem 4.7) to which the Duhamel formula (Lemma 4.8) applies and the uniqueness holds for the restriction \( \xi \geq 0 \) in Theorem 4.9.

Proof. Characteristics of the full equation are never entering the restricted region and the nonlinear interaction in the restricted region is determined by the region itself. Hence the restriction satisfies the appropriate restriction of the weak PDE Theorem 4.7 whose solution is given by the Duhamel formula Lemma 4.8. The proof of the uniqueness theorem holds as before when restricting \( \xi \) to \( \mathbb{R}^+ \) everywhere. \( \square \)

4.3 Linear analysis

As in the mean-field limit, the linear evolution given by Equation (4.3) is understood as PDE for continuous solutions in the same weak sense, i.e. tested against \( C^1_0 \) functions. We denote its evolution operator by \( e^{tL} \), i.e. \( t, l, \xi \mapsto (e^{tL}u_{\text{in}})_l(\xi) \) is the weak solution to Equation (4.3) in \( C(\mathbb{R}^+ \times \mathbb{N} \times \mathbb{R}) \) with initial data \( u_{\text{in}} \) given at time \( t = 0 \).
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**Lemma 4.11.** Let \( \hat{g} \in C(\mathbb{R}) \). Then the evolution operator \( e^{tL} \) is well-defined from continuous initial data to the unique continuous solution. For \( u_{in} \in C(\mathbb{N} \times \mathbb{R}) \) let \( \nu(t) = e^{tL}u_{in} \). Then \( \nu \) satisfies the Volterra equation (4.4) with the convolution kernel from Equation (4.5) and

\[
(e^{tL}u_{in})_1(\xi) = (u_{in})_1(\xi + t) + \int_0^t K \frac{1}{2} \nu(s) \hat{g}(\xi + t - s) ds \quad (4.7)
\]

and for \( l \geq 2 \)

\[
(e^{tL}u_{in})_l(\xi) = u_{in}(l,\xi + tl). \quad (4.8)
\]

**Proof.** The free transport has a unique weak solution, so that, as in Lemma 4.8, Duhamel’s formula implies

\[
(e^{tL}u_{in})_1(\xi) = (u_{in})_1(\xi + t) + \int_0^t \int_0^s K \frac{1}{2} \nu(r) \hat{g}(\xi + t - r) \hat{g}(\xi + t - s) ds \quad (4.9)
\]

and for \( l \geq 2 \)

\[
(e^{tL}u_{in})_l(\xi) = (u_{in})_l(\xi + tl).
\]

Taking \( \xi = 0 \) in Equation (4.9) shows that \( \nu(t) = (e^{tL}u_{in})_1(0) \) must satisfy Equation (4.4). By the general theory of Volterra equation (Lemma 3.4), Equation (4.4) has a unique solution and the solution is continuous. Hence the evolution operator \( e^{tL} \) is well-defined and given by the Volterra equation (4.4) and Equations (4.7) and (4.8). \( \square \)

For the polynomial weight, we find that we can also propagate a control with the weight \( p_{A,b} \) for any \( A \geq 1 \) by a resolvent \( p_{1,b} \). For the completeness of the statement, we also state the result for the exponential weight.

**Lemma 4.12.** Let \( r, f \in L^1_{loc}(\mathbb{R}^+) \). For \( a \in \mathbb{R} \)

\[
\|r \ast f\|_{L^\infty(\mathbb{R}^+,exp_a)} \leq \|r\|_{L^1(\mathbb{R}^+,exp_a)} \|f\|_{L^\infty(\mathbb{R}^+,exp_a)}
\]

and for \( A \geq 1 \) and \( b \geq 0 \)

\[
\|r \ast f\|_{L^\infty(\mathbb{R}^+,p_{A,b})} \leq \|r\|_{L^1(\mathbb{R}^+,p_{A,b})} \|f\|_{L^\infty(\mathbb{R}^+,p_{A,b})}.
\]

**Proof.** The exponential weight is Young’s inequality Lemma 3.1. For \( A \geq 1 \) and \( b \geq 0 \) and \( t \in \mathbb{R}^+ \)

\[
| (r \ast f)(t)(A + t)^b \leq \int_0^t |r(t - s)|(1 + t - s)^b |f(s)|(A + s)^b ds
\]

\[
\leq \|f\|_{L^\infty(\mathbb{R}^+,p_{A,b})} \int_0^t |r(t - s)|(1 + t - s)^b ds
\]

where we used that \( A + t \leq (1 + t - s)(A + s) \) holds for \( s, t \in \mathbb{R}^+ \), because \( A \geq 1 \). Taking the supremum shows the second claim. \( \square \)
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With the decay of the order parameter, we can go back to the linear evolution, in order to propagate the decay with the rate expected from the free transport.

**Lemma 4.13.** Let \( u_{in} \in C(\mathbb{N} \times \mathbb{R}) \). Then for \( a \in \mathbb{R} \)

\[
\sup_{t \geq 0} \|e^{at}(e^{tL}u_{in})_1\|_{L^\infty(\mathbb{R}^+ \exp_a)} \leq c_1 \| (u_{in})_1 \|_{L^\infty(\mathbb{R}^+ \exp_a)}
\]

with \( c_1 = 1 + (1 + |r|) \|L^1(\mathbb{R}^+ \exp_a)\|(K/2)\|g\|_{L^1(\mathbb{R}^+ \exp_a)} \) and for \( A \geq 1 \) and \( b \geq 0 \)

\[
\sup_{t \geq 0} \sup_{\xi \geq 0} \|e^{tL}u_{in}(\xi)\|(A + \xi + t)^b \leq \gamma_1 \| (u_{in})_1 \|_{L^\infty(\mathbb{R}^+, p_{A,b})}
\]

with \( \gamma_1 = 1 + (1 + |r|) \|L^1(\mathbb{R}^+, p_b)\|(K/2)\|g\|_{L^1(\mathbb{R}^+, p_b)} \).

**Proof.** By the previous lemma and the explicit formula for \( \nu \), Equation (4.7) shows for \( \xi \in \mathbb{R} \)

\[
|e^{tL}u_{in}(\xi)|e^{a(t+\xi)} \leq \| (u_{in})_1 \|_{L^\infty(\mathbb{R}^+ \exp_a)}
\]

\[
+ \int_0^t \frac{K}{2}(1 + |r|) \|L^1(\mathbb{R}^+ \exp_a)\|(u_{in})_1 \|L^\infty(\mathbb{R}^+, p_{A,b})\|e^{a(\xi+t-s)} \frac{(A + \xi + t)^b}{(A + s)^b} \| \hat{g}(\xi + t - s) \| ds,
\]

which proves the claim.

In the algebraic case we find for \( \xi \geq 0 \)

\[
|e^{tL}u_{in}(\xi)| (A + \xi + t)^b \leq \| (u_{in})_1 \|_{L^\infty(\mathbb{R}^+, p_{A,b})}
\]

\[
+ \int_0^t \frac{K}{2}(1 + |r|) \|L^1(\mathbb{R}^+, p_b)\|(u_{in})_1 \|L^\infty(\mathbb{R}^+, p_{A,b})\| \frac{(A + \xi + t)^b}{(A + s)^b} \| \hat{g}(\xi + t - s) \| ds,
\]

which implies the result as \( (A + \xi + t)/(A + s) \leq (1 + \xi + t - s) \). \( \square \)

The stability can therefore be characterised by the weighted \( L^1 \) norm of the resolvent. In turn this can be characterised nicely by Theorem 3.5 and Theorem 3.10. This gives exactly the statement of Theorem 4.2, which is thus proved.

The stability criterion \( 1 + \mathcal{L}k(z) \neq 0 \) for \( \Re z \geq 0 \) can be understood as imposing that \( \mathcal{L}\hat{g}(\{ z : \Re z \geq 0 \}) \) does not contain \( 2/K \). Since \( \mathcal{L}\hat{g} \) is analytic, the argument principle shows that this is equivalent to imposing that \( \mathcal{L}\hat{g}(i\Re) \) does not encircle \( 2/K \).

For \( \Re z > 0 \) we find by Fubini

\[
\mathcal{L}\hat{g}(z) = \int_0^\infty e^{-iz\xi} \hat{g}(\xi) d\xi = \int_{-\infty}^{\infty} g(\omega) \frac{1}{z - i\omega} d\omega.
\]

By continuity of \( \mathcal{L}\hat{g} \) we thus find

\[
\mathcal{L}\hat{g}(ix) = \lim_{\lambda \to 0^+} \int_{-\infty}^{\infty} \frac{g(\omega)}{i(x - \omega) + \lambda} d\omega = i \text{PV} \int_{-\infty}^{\infty} \frac{g(x + \omega)}{\omega} d\omega + \pi g(x),
\]
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where the last equality is Plemelj formula for continuous $g$ and PV denotes the principal value integral.

The curve $\mathcal{L}\hat{g}(i\mathbb{R})$ starts and ends at 0, is bounded, and goes through the right half plane where it crosses the real axis by continuity of the principal value integral. If $g > 0$, this shows that it crosses the real axis at a positive value. Thus there exists a critical value $K_c$ such that for $0 \leq K < K_c$, the system is linearly stable and for $K_c + \delta > K > K_c$ with some $\delta > 0$ the system is unstable.

For the Gaussian distribution, we can plot the boundary explicitly (cf. Figure 4.1) and note that for $K < 2/(\pi g(0))$ the solution is stable while for $K > 2/(\pi g(0))$ there is exactly one root of $(1 + \mathcal{L}k)(z)$ for $\Re z \geq 0$.

![Figure 4.1](image)

**Figure 4.1** – The black line shows $\mathcal{L}\hat{g}(i\mathbb{R})$ with the enclosed shaded area $\mathcal{L}\hat{g}(\{z : \Re z > 0\})$ for the Gaussian distribution $g(\omega) = (2\pi)^{-1/2}e^{-\omega^2/2}$.

Already for two Gaussians with variance 1 centred at $\omega = \pm 1.5$, we see a more interesting behaviour (cf. Figure 4.2). Here we see that at the critical coupling two roots of $(1 + \mathcal{L}k)(z)$ appear and that for sufficiently large $K$ this reduces to one root.

A sufficient condition for stability is

$$K < \frac{2}{\pi\|g\|_{\infty}}.$$ 

In this case $\Re(\mathcal{L}\hat{g}(ix)) < 2/K$ so that $\mathcal{L}\hat{g}(i\mathbb{R})$ cannot encircle $2/K$ and the solution is stable. In case of a symmetric distribution with a maximum at 0, this condition is sharp for the first instability because then $(\mathcal{L}\hat{g})(0) = \pi g(0)$.

Comparing the linear stability condition to possible stationary solutions, we can understand the stability condition on the real part $\pi g(x)$ as critical mass density to form an instability while the imaginary part ensures that the order parameter has no drift.
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\[\Re(L\hat{g}) \quad \Im(L\hat{g})\]

Figure 4.2 – The black line shows \(L\hat{g}(i\mathbb{R})\) with the enclosed shaded area \(L\hat{g}\{z : \Re z > 0\}\) for two Gaussian distributions with variance 1 and centred at \(\omega = \pm 1.5\).

For \(\Re z > 0\), the eigenmode equation

\[\frac{2}{K} = \int_{-\infty}^{\infty} \frac{g(\omega)}{z - i\omega} d\omega\]

is known in literature. In particular, Omel’chenko and Wolfrum [120] consider the generalised Kuramoto equation with a phase delay \(\alpha\) (Sakaguchi-Kuramoto model [139]). In the finite model the oscillator evolve as

\[\frac{d}{dt}\theta_i = \omega_i + \frac{K}{N} \sum_{i=1}^{N} \sin(\theta_j - \theta_i - \alpha) \quad \text{for} \quad i = 1, \ldots, N.\]

This only adds the factor \(e^{i\alpha}\) to the order parameter in the evolution equation. Thus all the results on the Kuramoto equation still hold and the stability condition becomes

\[\frac{2e^{i\alpha}}{K} = \int_{-\infty}^{\infty} \frac{g(\omega)}{z - i\omega} d\omega.\]

Omel’chenko and Wolfrum [120] noted that by varying \(\alpha\) the whole shape of the Penrose diagram can be explored and find a very rich behaviour.

4.4 Energy estimate for global stability

With the weight \(l^{-1}\) of the spatial mode \(l \in \mathbb{N}\), the nonlinear interaction in the evolution (4.1) is skew-Hermitian apart from the interaction of the first mode \(l = 1\) with the constant mode \(l = 0\). Recalling, that the free transport moves \(u\) to the left, we introduced the energy
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functional $I$ in (4.2), which we repeat here as

$$I(t) = \int_{\xi=0}^{\infty} \sum_{l \geq 1} \frac{1}{l} |u_l(t, \xi)|^2 \phi(\xi) d\xi,$$

for an increasing weight $\phi$, which we scale such that $\phi(0) = 1$.

Formally, we find

$$\frac{d}{dt} I(t) = - \sum_{l \geq 1} |u_l(t, 0)|^2 - \int_{\xi=0}^{\infty} \sum_{l \geq 1} |u_l(t, \xi)|^2 \phi'(\xi) d\xi + 2Re \left[ \int_{0}^{\infty} \eta(t) \frac{K \hat{g}(\xi)}{2} u_l(t, \xi) \phi(\xi) d\xi \right].$$

The last term can be bounded as

$$2Re \left[ \int_{0}^{\infty} \eta(t) \frac{K \hat{g}(\xi)}{2} u_l(t, \xi) \phi(\xi) d\xi \right] \leq \int_{0}^{\infty} \left[ |u_l(t, \xi)|^2 \phi'(\xi) + |\eta(t)|^2 \left| \frac{K \hat{g}(\xi)}{2} \phi'(\xi) \right|^2 \right] d\xi.$$

Hence, we can control the functional $I$ formally as

$$\frac{d}{dt} I(t) \leq (\alpha - 1) |\eta(t)|^2$$

with

$$\alpha = \frac{K^2}{4} \int_{\xi=0}^{\infty} \frac{\left| \hat{g}(\xi) \right|^2}{\phi'(\xi)} \phi^2(\xi) d\xi.$$

This can now be used for the global nonlinear stability. As a first step, we use an approximate procedure to overcome the non-differentiability of $u$.

**Lemma 4.14.** Let $\phi \in C^1(\mathbb{R}^+)\!$ be a bounded increasing weight with $\phi(0) = 1$ whose derivative $\phi'$ is bounded and satisfies $\phi'(\xi) > 0$ for $\xi \in \mathbb{R}^+$.

For the Fourier transform $u \in C(\mathbb{R}^+ \times \mathbb{N} \times \mathbb{R})$ of a solution to the Kuramoto equation with initial density $f_{in} \in L^2(\Gamma)$ define the functional $I(t)$ by Equation (4.2). Then for all $t \in \mathbb{R}^+$

$$I(t) \leq I(0) + (\alpha - 1) \int_{0}^{t} |\eta(s)|^2 ds$$

where

$$\alpha = \frac{K^2}{4} \int_{\xi=0}^{\infty} \frac{\left| \hat{g}(\xi) \right|^2}{\phi'(\xi)} \phi^2(\xi) d\xi.$$

**Proof.** In order to overcome the non-differentiability, let $\chi \in C^\infty_c(\mathbb{R})$ be a non-negative function with $\int_{x \in \mathbb{R}} \chi(x) dx = 1$ and let $\chi_\delta(x) = \delta^{-1} \chi(x/\delta)$ for $\delta > 0$. Define the mollified $u_\delta$ by

$$(u_\delta)_l(t, \xi) = \int_{x \in \mathbb{R}} \chi_\delta(\xi = x) u_l(t, x) dx.$$ 

Since $u$ is bounded by 1, also $u_\delta$ is bounded by 1 and has a bounded derivative with respect to $\xi$. Moreover, $\|(u_\delta)_l(t, \cdot)\|_2 \leq \|u_l(t, \cdot)\|_2.$
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By Lemma 4.8

\[(u_δ)_1(t, ξ) = (u_{in,δ})_1(ξ + l)\]

\[+ \frac{K}{2} \int_0^t \left[ \eta(s) \hat{g}_δ(ξ + t - s) - \eta(s) (u_δ)_2(s, ξ + t - s) \right] ds\]

and for \(l \geq 2\)

\[(u_δ)_l(t, ξ) = (u_{in,δ})_l(ξ + tl)\]

\[+ \frac{Kl}{2} \int_0^t \left[ \eta(s) (u_δ)_{l-1}(s, ξ + (t - s)l) - \eta(s) (u_δ)_{l+1}(s, ξ + (t - s)l) \right] ds,\]

where \(\hat{g}_δ\) and \(u_{in,δ}\) are the mollifications of \(\hat{g}\) and \(u_{in}\), respectively. Hence \(u_δ\) is also continuously differentiable with respect to \(t \in ℝ^+\) and satisfies classically

\[\partial_t (u_δ)_1(t, ξ) = \partial_ξ (u_δ)_1(t, ξ) + \frac{K}{2} \left[ \eta(t) \hat{g}_δ(ξ) - \eta(t) (u_δ)_2(t, ξ) \right]\]

and for \(l \geq 2\)

\[\partial_t (u_δ)_l(t, ξ) = l\partial_ξ (u_δ)_l(t, ξ) + \frac{Kl}{2} \left[ \eta(t) (u_δ)_{l-1}(t, ξ) - \eta(t) (u_δ)_{l+1}(t, ξ) \right].\]

For \(M \in ℤ\) and \(N \in ℝ^+\) define

\[I_{δ,M,N}(t) = \sum_{l=1}^{M} \int_{ξ=0}^{N} \frac{1}{l} |(u_δ)_l(t, ξ)|^2 \phi(ξ) dξ.\]

Since \(u_δ\) and its derivative are bounded in the integration region, we can differentiate under
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the integral sign to find

\[
\partial_t I_{\delta,M,N}(t) = \sum_{\ell=1}^{M} \int_{\xi=0}^{N} \frac{1}{t} \phi_u(t,\xi) \phi(\xi) d\xi
\]

\[
= - \sum_{\ell=1}^{M} \int_{\xi=0}^{N} |(u_\delta)_\ell(t,\xi)|^2 \phi'(\xi) d\xi + \sum_{\ell=1}^{M} \left[ |(u_\delta)_\ell(t,\xi)|^2 \phi(\xi) \right]_{\xi=0}^{N}
\]

\[
- \int_{\xi=0}^{N} K \Re \left[ \eta(t)(u_\delta)_{M+1}(t,\xi)(u_\delta)_M(t,\xi) \right] \phi(\xi) d\xi
\]

\[
+ \int_{\xi=0}^{N} K \Re \left[ \eta(t) \bar{g}_s(t,\xi)(u_\delta)_1(t,\xi) \right] \phi(\xi) d\xi
\]

\[
\leq \int_{\xi=0}^{N} \left( -|(u_\delta)_1(t,\xi)|^2 \phi'(\xi) + K \Re \left[ \eta(t) \bar{g}_s(t,\xi)(u_\delta)_1(t,\xi) \phi(\xi) \right] \right) d\xi
\]

\[
- \left[ (u_\delta)_1(t,0) \right]^2 + \|\phi\|_{\infty} \sum_{\ell=1}^{M} \left[ (u_\delta)_\ell(t,\xi) \right]^2
\]

\[
+ K \|\phi\|_{\infty} \|u_M(t,\cdot)\|_2 \|u_{M+1}(t,\cdot)\|_2.
\]

The first integral can be controlled as

\[
\int_{\xi=0}^{N} \left( -|(u_\delta)_1(t,\xi)|^2 \phi'(\xi) + K \Re \left[ \eta(t) \bar{g}_s(t,\xi)(u_\delta)_1(t,\xi) \phi(\xi) \right] \right) d\xi
\]

\[
= - \int_{\xi=0}^{N} \left[ (u_\delta)_1(t,\xi) - \frac{K \eta(t)}{2} \frac{\bar{g}_s(t,\xi)}{\phi'(\xi)} \phi(\xi) \right]^2 \phi'(\xi) d\xi
\]

\[
+ \left[ \eta(t) \frac{K^2}{4} \int_{\xi=0}^{N} \frac{|\bar{g}_s(t,\xi)|^2}{\phi'(\xi)} \phi'(\xi) d\xi \right].
\]

Hence

\[
I_{\delta,M,N}(t) = I_{\delta,M,N}(0) + \int_0^t \partial_t I_{\delta,M,N}(s) ds
\]

\[
\leq I_{\delta,M,N}(0) + \int_0^t \left[ \alpha_{\delta,N} \|\eta(s)\|^2 - |(u_\delta)_1(s,0)|^2 \right] ds
\]

\[
+ \int_0^t \left[ \|\phi\|_{\infty} \sum_{\ell=1}^{M} |(u_\delta)_\ell(s,N)|^2 + K \|\phi\|_{\infty} \|u_M(s,\cdot)\|_2 \|u_{M+1}(s,\cdot)\|_2 \right] ds,
\]

where

\[
\alpha_{\delta,N} = \frac{K^2}{4} \int_{\xi=0}^{N} \frac{|\bar{g}_s(t,\xi)|^2}{\phi'(\xi)} \phi'(\xi) d\xi.
\]
Taking $\delta \to 0$ by dominated convergence

$$I_{M,N}(t) \leq I_{M,N}(0) + \int_0^t (\alpha - 1)|\eta(s)|^2 \, ds + \int_0^t \left[ \|\phi\|_\infty \sum_{l=1}^M |u_l(s,N)|^2 + K\|\|u_M(s,\cdot)\|_2\|u_{M+1}(s,\cdot)\|_2 \right] \, ds,$$

where

$$I_{M,N}(t) = \sum_{l=1}^M \int_{\xi=0}^N \frac{1}{t} |u_l(t,\xi)|^2 \phi(\xi) \, d\xi.$$ 

By dominated and monotone convergence and the Riemann-Lebesgue lemma, we can take $N \to \infty$. By Lemma 2.5 and Plancherel’s identity, the $L^2$ norm of $u$ is uniformly bounded. Hence by taking $M \to \infty$, we arrive at the result by dominated convergence.

The global stability result, Theorem 4.1, follows from this lemma by finding a suitable weight $\phi$ such that $\alpha < 1$. For this we want to minimise the integral defining $\alpha$. Formally, the Euler-Lagrange equation is

$$0 = |\hat{g}(\xi)| + \partial_\xi \left[ |\hat{g}(\xi)| \left( \frac{\phi(\xi)}{\phi'(\xi)} \right) \right].$$

With $\phi(0) = 1$ the solution formally is

$$\phi(\xi) = \frac{A}{A - \int_0^\infty |\hat{g}(\xi)| \, d\xi}$$

for a constant $A$. If $A > \int_0^\infty |\hat{g}(\xi)| \, d\xi$, this indeed defines a bounded increasing weight and we find

$$\frac{K^2}{4} \int_0^\infty \frac{|\hat{g}(\xi)|^2}{\phi'(\xi)} \phi^2(\xi) \, d\xi = \frac{K^2}{4} A \int_0^\infty |\hat{g}(\xi)| \, d\xi.$$ 

Thus if $K < K_{ec}$, we have the required control for a suitable $A$.

**Proof of Theorem 4.1.** Lemma 4.14 requires the additional condition $\phi'(\xi) > 0$ for all $\xi \in \mathbb{R}^+$. Therefore, we slightly modify the weight formally found before.

For $A > \int_0^\infty |\hat{g}(\xi)| \, d\xi$ and $\gamma > 0$ the integral

$$\frac{K^2}{4} \int_0^\infty A \frac{|\hat{g}(\xi)|^2}{|\hat{g}(\xi)| + e^{-\gamma \xi}} \, d\xi$$

tends to

$$\frac{K^2}{4} \left( \int_0^\infty |\hat{g}(\xi)| \, d\xi \right)^2$$

as $A \to \int_0^\infty |\hat{g}(\xi)| \, d\xi$ and $\gamma \to \infty$. Since $K < K_{ec}$, we can thus find $\tilde{\gamma} > 0$ and $\tilde{A} >$
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\[ \tilde{\gamma}^{-1} + \int_0^\infty |\hat{g}(\xi)|d\xi \]

such that

\[ \frac{K^2}{4} \int_0^\infty \tilde{A} \frac{|\hat{g}(\xi)|^2}{|\hat{g}(\xi)| + e^{-\gamma\xi}}d\xi < 1. \]

With \( \tilde{A} \) and \( \tilde{\gamma} \) define the weight \( \phi \) by

\[ \phi(\xi) = \frac{\tilde{A}}{\tilde{A} - f_0^\xi (|\hat{g}(\xi)| + e^{-\gamma\xi})d\xi}. \]

The integrand is continuous so that \( \phi \in C^1(\mathbb{R}^+) \) and \( \phi(0) = 1 \).

Thus \( \phi \) is a valid weight for the theorem and by Lemma 4.14 a solution with initial density \( f_{in} \in L^2(\Gamma) \) satisfies the required bound

\[ I(t) + c \int_0^t |\eta(s)|^2ds \leq I(0) \]

with

\[ c = 1 - \alpha = 1 - \frac{K^2}{4} \int_0^\infty \tilde{A} \frac{|\hat{g}(\xi)|^2}{|\hat{g}(\xi)| + e^{-\gamma\xi}}d\xi > 0. \]

For general initial data, mollify the initial density \( f_{in} \) as \( f_{in,\epsilon} = f_{in} * \chi_\epsilon \) where \( \chi_\epsilon \) is the scaled Gaussian distribution in phase space \( \Gamma \). Then Lemma 4.14 applies to the mollified solution. By the well-posedness of the problem (Theorem 2.4), the mollified Fourier transform converges pointwise to the original Fourier transform as \( \epsilon \to 0 \). Using Fatou’s lemma, we can take the limit and conclude the result.

For the initial bound, use Plancherel to note

\[ I(0) \leq \|\phi\|_\infty \sum_{l \geq 1} \int_{\xi \in \mathbb{R}^+} |u_{in}(l, \xi)|^2d\xi \leq \|\phi\|_\infty \|f\|_2^2. \]

The energy functional is an \( L^2 \) norm over the \( \xi \)-variable of \( u \) and as such, we can only expect a control on the order parameter in \( L^2 \) over time by the free transport. Thus this global result does not pointwise show \( \eta(t) \to 0 \) as \( t \to \infty \).

For a pointwise control, we can, however, note that \( \partial_\xi u \) satisfies the same equation as \( u \), i.e.

\[
\begin{align*}
\partial_t (\partial_\xi u_1(t, \xi)) &= \partial_\xi (\partial_\xi u_1(t, \xi)) + \frac{K}{2} \left[ \eta(t) (\partial_\xi \hat{g}(\xi)) - \eta(t) (\partial_\xi u_2(t, \xi)) \right], \\
\partial_t (\partial_\xi u_l(t, \xi)) &= l\partial_\xi (\partial_\xi u_l(t, \xi)) + \frac{K_l}{2} \left[ \eta(t) (\partial_\xi u_{l-1}(t, \xi)) - \eta(t) (\partial_\xi u_{l+1}(t, \xi)) \right] \quad \text{for } l \geq 2.
\end{align*}
\]

Therefore, we can consider the adapted energy functional

\[ I(t) = \int_\xi^\infty \sum_{l \geq 1} \frac{1}{l} |u_l(t, \xi)|^2 \phi(\xi)d\xi + \epsilon \int_\xi^\infty \sum_{l \geq 1} \frac{1}{l} |\partial_\xi u_l(t, \xi)|^2 \psi(\xi)d\xi, \]
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where $\epsilon$ is a positive constant and $\psi$ is a weight with the same properties as $\phi$. By the same argument we now find

$$I(t) \leq I(0) + (\alpha + \epsilon \beta - 1) \int_0^t |\eta(s)|^2 ds - \int_0^t |u_2(s, 0)|^2 ds - \epsilon \int_0^t |\partial_\xi u_1(s, 0)|^2 ds,$$

where

$$\beta = \frac{K^2}{4} \int_0^\infty \frac{|\partial_\xi \hat{g}(\xi)|^2}{\psi^2(\xi)} \psi^2(\xi) d\xi.$$

As the order parameter $\eta(t)$ satisfies

$$\partial_t \eta(t) = \partial_\xi u_1(t, 0) + \frac{K}{2} \left[ \eta(t) \hat{g}(0) - \eta(t) u_2(t, 0) \right],$$

we can in the stable case $K < K_{ec}$ choose a suitable $\psi$ and small enough $\epsilon > 0$, so that we can control

$$\int_0^\infty [\eta(t)|^2 + \epsilon |\partial_t \eta(t)|^2] dt.$$

For a frequency distribution with enough moments so that $u$ is differentiable enough with respect to $\tau$, this means that a solution can be controlled as

$$\int_0^\infty [\eta(t)|^2 + \epsilon |\partial_t \eta(t)|^2] dt < CI(0)$$

for a constant $C$. Hence by the Sobolev embedding theorem, we have a pointwise control, i.e. $\eta(t) \to 0$ as $t \to \infty$.

### 4.5 Nonlinear stability

In Fourier variables the nonlinear interaction is given by $R : C(\mathbb{N} \times \mathbb{R}) \mapsto C(\mathbb{N} \times \mathbb{R})$ defined as

$$R(v)(1, \xi) = -\frac{K}{2} v_1(0)v_2(\xi),$$

$$R(v)(l, \xi) = \frac{Kl}{2} \left[ v_1(0)v_{l-1}(\xi) - v_1(0)v_{l+1}(\xi) \right] \text{ for } l \geq 2$$

for $v \in C(\mathbb{N} \times \mathbb{R})$. Here we see that the nonlinearity is not bounded as it increases with the spatial mode $l$. In the case of exponential convergence, we can match this with the faster decay of the linear operator in higher modes. In the algebraic case, we compensate for this in the norm by the factor $(1 + t)^{-\alpha(l-1)}$.

We characterise the solution by Duhamel’s principle on the linear evolution.

**Lemma 4.15.** Let $\hat{g} \in C(\mathbb{R})$ and $e^{tL}$ be the linear evolution from Lemma 4.11. For $u_{in} \in$
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\( C(\mathbb{N} \times \mathbb{R}) \) define the map \( T : C(\mathbb{R}^+ \times \mathbb{N} \times \mathbb{R}) \mapsto C(\mathbb{R}^+ \times \mathbb{N} \times \mathbb{R}) \) by

\[
(Tu)_t(t, \xi) = (e^{tL}u_{in})(\xi) + \int_0^t (e^{(t-s)L}R(u(s,\cdot)))(\xi) \, ds.
\]

Then \( u \in C(\mathbb{R}^+ \times \mathbb{N} \times \mathbb{R}) \) satisfies Equation (4.6) for all \( h \in C^1_0(\mathbb{R}^+ \times \mathbb{N} \times \mathbb{R}) \) if and only if \( Tu = u \).

**Proof.** For \( u \) consider the nonlinear terms as forcing in Equation (4.6). The linear problem has a unique solution given by \( Tu \). Hence \( u \) is a solution if and only if \( Tu = u \). \( \square \)

For the exponential and algebraic stability we want to propagate the norms given in the introduction using Lemma 4.15. However, we do not know a priori if these norms stay finite. Therefore, we construct a solution using Banach fixed point theorem and by the uniqueness (Theorem 4.9) this must be the mean-field solution.

**Proof of Theorem 4.3.** Define on \( C(\mathbb{R}^+ \times \mathbb{N} \times \mathbb{R}) \) the norm \( \| \cdot \|_e \) by

\[
\|u\|_e = \sup_{t \in \mathbb{R}^+} \sup_{t \geq 1} \sup_{\xi \in \mathbb{R}} |u(t, \xi)|e^{a(t+l/2)}
\]

for \( u \in C(\mathbb{R}^+ \times \mathbb{N} \times \mathbb{R}) \).

By the assumption, Lemma 4.13 applies with a finite constant \( c_1 \). This shows for \( u \in C(\mathbb{R}^+ \times \mathbb{N} \times \mathbb{R}) \) and \( t \in \mathbb{R}^+, \xi \in \mathbb{R} \)

\[
e^{a(t+l/2)}|(Tu)_t(t, \xi)| \leq c_1 e^{-at/2} M_{in} + \frac{Kc_1 \|u\|_e^2}{2} \int_0^t e^{-a(t-s)/2} ds
\]

\[
\leq c_1 M_{in} + \frac{Kc_1}{a} \|u\|_e^2
\]

and by the explicit form (Lemma 4.11) for \( l \geq 2 \)

\[
e^{a(t+l/2)}|(Tu)_t(t, \xi)| \leq e^{-at/2} M_{in} + Kl\|u\|_e^2 \int_0^t e^{-al(t-s)/2} ds
\]

\[
\leq M_{in} + \frac{2K}{a} \|u\|_e^2.
\]

Hence

\[
\|Tu\|_e \leq c_1 M_{in} + c_2 \|u\|_e^2
\]

where \( c_2 = \max(c_1,2)K/a \). Therefore, there exists \( \delta > 0 \) such that, if \( M_{in} \leq \delta \) and \( \|u\|_e \leq (1 + c_1) M_{in} \), then \( \|Tu\|_e \leq (1 + c_1) M_{in} \).

If \( u, \tilde{u} \in C(\mathbb{R}^+ \times \mathbb{N} \times \mathbb{R}) \) satisfy \( \|u\|_e, \|\tilde{u}\|_e \leq (1 + c_1) \delta \), then as before we find

\[
\|Tu - T\tilde{u}\|_e \leq \frac{2K(1 + c_1)\delta}{a} \max(c_1,2)\|u - \tilde{u}\|_e.
\]
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Hence we can choose \( \delta \) small enough such that \( T \) is a contraction on \( \{ u \in C(\mathbb{R}^+ \times \mathbb{N} \times \mathbb{R}) : \|u\|_e \leq (1 + c_1)M_{in}\} \) for \( M_{in} \leq \delta \).

Thus for \( M_{in} \leq \delta \), there exists a unique fixed point \( u \) with \( \|u\|_e \leq (1 + c_1)M_{in} \). By Theorem 4.9, this \( u \) must be equal to the Fourier transform of the solution to the Kuramoto equation.

The structure for the proof of algebraic stability is very similar to the previous proof of exponential estimate.

**Proof of Theorem 4.4.** Define on \( C(\mathbb{R}^+ \times \mathbb{N} \times \mathbb{R}) \) the norm \( \| \cdot \|_a \) by

\[
\|u\|_a = \sup_{t \in \mathbb{R}^+} \sup_{l \geq 1} \sup_{\xi \in \mathbb{R}^+} |u_l(t, \xi)| \frac{(1 + \xi + t)^b}{(1 + t)^{\alpha(l-1)}}
\]

for \( u \in C(\mathbb{R}^+ \times \mathbb{N} \times \mathbb{R}) \).

By the assumption, Lemma 4.13 applies with a finite constant \( \gamma_1 \). This shows for \( u \in C(\mathbb{R}^+ \times \mathbb{N} \times \mathbb{R}) \) and \( t \in \mathbb{R}^+, \xi \in \mathbb{R} \)

\[
|(Tu)_1(t, \xi)|(1 + \xi + t)^b \leq \gamma_1M_{in} + \frac{K\|u\|_a^2}{2} \int_0^t \gamma_1(1 + s)^{\alpha-b}ds \\
\leq \gamma_1M_{in} + \frac{\gamma_1K}{2(b-1-\alpha)}\|u\|_a^2.
\]

For modes \( l \geq 2 \) the explicit formula Lemma 4.11 shows

\[
|(Tu)_l(t, \xi)| \frac{(1 + \xi + t)^b}{(1 + t)^{\alpha(l-1)}} \leq M_{in} + K\|u\|_a^2 l \int_0^t (1 + s)^{\alpha_l-b} \frac{d}{(1 + t)^{\alpha(l-1)}}ds.
\]

For \( l \in \mathbb{N} \) with \( \alpha_l > b-1 \) we can bound

\[
l \int_0^t (1 + s)^{\alpha_l-b} \frac{d}{(1 + t)^{\alpha(l-1)}}ds \leq \frac{l}{\alpha_l-b+1}
\]

by a finite constant independent of \( l \).

For \( l \in \mathbb{N} \) with \( l \geq 2 \) and \( \alpha_l-b \leq 1 \) the integral \( \int_0^t (1 + s)^{\alpha_l-b}ds \) grows at most logarithmically, so that it can be bounded by \( (1 + t)^{\alpha_l(l-1)} \). Hence there exists a finite \( \gamma_2 \) satisfying

\[
\|Tu\|_a \leq \gamma_1M_{in} + \gamma_2\|u\|_a^2.
\]

Thus there exists \( \delta > 0 \) such that \( M_{in} \leq \delta \) implies that \( \|Tu\|_a \leq (1 + \gamma_1)M_{in} \) holds, if \( \|u\|_a \leq (1 + \gamma_1)M_{in} \).

For two functions \( u, \tilde{u} \in C(\mathbb{R}^+ \times \mathbb{N} \times \mathbb{R}) \) with \( \|u\|_a, \|\tilde{u}\|_a \leq (1 + \gamma_1)\delta \), we find for \( t \in \mathbb{R}^+ \)
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and \( \xi \in \mathbb{R}^+ \) as before

\[
|(Tu - T\tilde{u})_1(t, \xi)|(1 + \xi + t)^b \leq K\gamma_1(1 + \gamma_1)\delta\|u - \tilde{u}\|_a \int_0^t (1 + s)^{\alpha-b} ds
\]

\[
\leq \frac{K\gamma_1(1 + \gamma_1)\delta}{b - 1 - \alpha} \|u - \tilde{u}\|_a
\]

and for \( l \geq 2 \)

\[
|(Tu - T\tilde{u})_l(t, \xi)|(1 + \xi + t)^b \leq 2K(1 + \gamma_1)\delta\|u - \tilde{u}\|_a l \int_0^t (1 + s)^{\alpha l - b} \frac{(1 + t)^{\alpha l - 1}}{(1 + t)^{\alpha l - 1}} ds.
\]

By the same argument, the factors with \( l \) are uniformly bounded over \( l \geq 2 \), so that, for small enough \( \delta > 0 \), the map \( T \) is a contraction on \( \{u \in C(\mathbb{R}^+ \times \mathbb{N} \times \mathbb{R}) : \|u\|_a \leq (1 + \gamma_1)M_{\text{in}}\} \) when \( M_{\text{in}} \leq \delta \). Hence there exists a unique fixed point \( Tu = u \) with \( \|u\|_a \leq (1 + \gamma_1)M_{\text{in}} \). For every \( T > 0 \), the restricted uniqueness (Theorem 4.9 and Theorem 4.10) shows that this solution must be equal to the Fourier transform of the mean-field solution to the Kuramoto equation up to time \( T \). Hence \( u \) always equals the Fourier transform of the solution and the bound on \( u \) proves the theorem.

4.6 Bifurcation analysis

4.6.1 Linear eigenmodes and spectral decomposition

By the study of the Volterra equation, we can easily find the eigenmodes for the order parameter if the system is unstable or critical. Going back to the linear evolution of \( u \), we can use this to characterise the stable subspace.

For the characterisation of the stable subspace we use the functional \( \alpha \). Abstractly, it is the corresponding element in the kernel of the adjoint \( L^* \). For this work we can, however, characterise it explicitly.

**Lemma 4.16.** For \( a \in \mathbb{R} \) and \( \lambda \in \mathbb{C} \) and \( j \in \mathbb{N} \) with \( \Re \lambda > -a \) define the continuous functional \( \alpha_{\lambda,j} \) on \( \mathcal{Y}^a \) by

\[
\alpha_{\lambda,j}(u) = \left( \frac{d}{dz} \right)^j [L u_1](z) \Bigg|_{z=\lambda} = \int_0^\infty u_1(t)(-t)^j e^{-\lambda t} dt.
\]

**Proof.** Since \( |u(1, \xi)| \leq e^{-a\xi}\|u\|_{\mathcal{Y}^a} \), the functional is well-defined, continuous and, for \( j \geq 1 \), the derivative can be computed by differentiating under the integral sign. \( \square \)

**Lemma 4.17.** Assume \( a \in \mathbb{R} \) and \( \tilde{g} \in C(\mathbb{R}) \) as in Theorem 4.5 and let \( \lambda_1, \ldots, \lambda_n \) be the roots of multiplicity \( p_1, \ldots, p_n \) as in Theorem 4.5. Define the closed subspace

\[
\mathcal{Y}_a = \{ u \in \mathcal{Y}^a : \alpha_{\lambda_i,j}(u) = 0 \text{ for } i = 1, \ldots, n \text{ and } j = 0, \ldots, p_i - 1 \}.
\]
Then $\mathcal{Y}^a_s$ is invariant under the linear evolution $e^{tL}$ and $u \in \mathcal{Y}^a_s$ is in $\mathcal{Y}^a_s$ if and only if for $\nu(t) = (e^{tL}u)(1,0)$ holds $\nu \in L^\infty(\mathbb{R}^+,\exp_a)$. In this case

$$\sup_{t \geq 0} e^{at} \| (e^{tL}u) \|_{L^\infty(\mathbb{R}^+,\exp_a)} \leq c_1 \| u \|_{L^\infty(\mathbb{R}^+,\exp_a)} \quad (4.10)$$

holds with $c_1 = 1 + (1 + \| r_s \|_{L^1(\mathbb{R},\exp_a)})(K/2)\| g \|_{L^1(\mathbb{R},\exp_a)} < \infty$.

**Proof.** If $u \in \mathcal{Y}^a_s$, the solution of the Volterra equation for $\nu$ in Theorem 4.5 simplifies to $\nu(t) = u_1(t) - (r_s * u_1)(t)$.

Since $r_s \in L^1(\mathbb{R},\exp_a)$, this shows $\nu \in L^\infty(\mathbb{R}^+,\exp_a)$ and, as in Lemma 4.13, Equation (4.10) follows with the given constant $c_1$.

Conversely, assume $\nu \in L^\infty(\mathbb{R}^+,\exp_a)$. Then at $z \in \mathbb{C}$ with $\Re z > -a$ the Laplace transforms of $\nu$, $k$ and $u_1$ are analytic and, by the Volterra equation (4.4), satisfy

$$(\mathcal{L}\nu)(z) + (\mathcal{L}k)(z)(\mathcal{L}\nu)(z) = [\mathcal{L}u_1](z).$$

Hence the LHS has roots $\lambda_1, \ldots, \lambda_n$ of multiplicities $p_1, \ldots, p_n$. Thus the RHS must have the same roots, i.e. $\alpha_{\lambda_i,j}(u) = 0$ for $i = 1, \ldots, n$ and $j = 0, \ldots, p_i - 1$, which shows $u \in \mathcal{Y}^a_s$.

The growth condition $\nu \in L^\infty(\mathbb{R}^+,\exp_a)$ under the linear evolution is invariant, so that $\mathcal{Y}^a_s$ is invariant under the linear evolution.

We can use this to control the decay in $Z^a_s = \mathcal{Y}^a_s \cap Z^a$ under the linear evolution and the forcing term from a Duhamel equation.

**Lemma 4.18.** Assume the hypothesis of Lemma 4.17 with $a \geq 0$. Then for $u \in Z^a_s$ we have for $t \in \mathbb{R}^+$

$$\| e^{tL}u \|_{Z^a} \leq c_1 e^{-at}\| u \|_{Z^a}. \quad (4.11)$$

For $0 \leq \mu < a$ consider $F \in C(\mathbb{R}^+ \times \mathbb{N} \times \mathbb{R})$ with $F(t,\cdot) \in \mathcal{Y}^a_s$ for all $t \in \mathbb{R}^+$ and norm

$$\| F \|_{\mathcal{Y}^a_{-\mu}} := \sup_{t \in \mathbb{R}^+} e^{-\mu t}\| F(t,\cdot) \|_{\mathcal{Y}^a} < \infty.$$  

Then

$$v = \int_0^\infty e^{tL}F(t,\cdot)dt$$

is well-defined and $v \in Z^a_s$ with

$$\| v \|_{Z^a} \leq c(\mu) \| F \|_{\mathcal{Y}^a_{-\mu}}$$

where $c(\mu) = (a - \mu)^{-1}c_1$.  
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Remark 4.19. The forcing $F$ is measured in the weaker norm $Y^u$ and we are able to recover the control in the stronger norm $Z^u$.

Proof. Since $u$ is in $Z^u$, we find by Lemma 4.17 for $t \in \mathbb{R}^+$ and $\xi \in \mathbb{R}$
\[ e^{a\xi} |(e^{tL}u)_1(\xi)| \leq c_1 e^{-at} \|u\|_{Z^s} \]
and by (4.8) for $l \geq 2$
\[ e^{a\xi} |(e^{tL}u)_l(\xi)| \leq e^{-a t^l} \|u\|_{Z^s}, \]
which shows the first claim.

For the second part note that for every $t \in \mathbb{R}^+$ the integrand $e^{tL}F(t, \cdot, \cdot)$ is continuous. By Lemma 4.17 we can control for $\xi \in \mathbb{R}$
\[ e^{a\xi} |[e^{tL}F(t, \cdot)]_1(\xi)| \leq c_1 e^{-at} \|F(t, \cdot)\|_{Y^u} \leq c_1 e^{(\mu - a) t} \|F\|_{Y^u, \mu} \]
and for $l \geq 2$ by Equation (4.8)
\[ e^{a\xi} |[e^{tL}F(t, \cdot)]_l(\xi)| \leq l c e^{(\mu - a) tl} \|F\|_{Y^u, \mu}. \]
These bounds are uniformly integrable as
\[ \int_0^\infty c_1 e^{(\mu - a) t} dt = \frac{c_1}{a - \mu} \]
and for $l \geq 2$
\[ l \int_0^\infty e^{(\mu - a) tl} dt = \frac{l}{al - \mu} = \frac{1}{a - \mu/l}. \]
Hence the integral is well-defined and defines a continuous function $v \in C(\mathbb{N} \times \mathbb{R})$. Moreover, it shows the claimed control of $\|v\|_{Z^s}$. \hfill \square

In order to find the eigenmodes in $Z^u$ and the projection to them, we consider the linear generator $L$ on $Z^u$.

Lemma 4.20. Assume the hypothesis of Lemma 4.17 with $a > 0$. Define the closed operator $L : D(L) \subset Z^u \mapsto Y^u$ with $D(L) = \{ u \in C^1(\mathbb{N} \times \mathbb{R}) : \|u\|_{Z^s} < \infty \}$ by
\[ (Lu)_1(\xi) = \partial_\xi u_1(\xi) + \frac{K}{2} u_1(0) \hat{g}(\xi) \]
and for $l \geq 2$
\[ (Lu)_l(\xi) = l \partial_\xi u_1(\xi). \]
Then in $\{ \lambda : \Re \lambda > -a \}$ the spectrum of $L$ equals $\sigma = \{ \lambda_1, \ldots, \lambda_n \}$. For $\lambda \not\in \sigma$ and $\Re \lambda > -a$
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the resolvent \((L - \lambda)^{-1}\) is given by

\[
[(L - \lambda)^{-1}v](\xi) = -\int_{\xi}^{\infty} e^{-\lambda(\zeta - \xi)} \left( v_1(\zeta) + \frac{K}{2} \frac{[Lv_1](\lambda)}{1 + (Lk)\lambda} \hat{g}(\zeta) \right) d\zeta
\] (4.11)

for \(\xi \in \mathbb{R}\) where \(k\) is the convolution kernel from Equation (4.5) and for \(l \geq 2\)

\[
[(L - \lambda)^{-1}v]_l(\xi) = -\frac{1}{l} \int_{\xi}^{\infty} e^{-(\lambda/l)(\zeta - \xi)} v_l(\xi, \zeta) d\zeta
\] (4.12)

**Proof.** By classical analysis the differentiation and the uniform limit can be interchanged so that \(L\) is closed.

For the resolvent fix \(\lambda \in \mathbb{C}\) with \(\Re\lambda > -a\) and \(\lambda \notin \sigma\) and \(v \in Y^a\). We now look for solutions of \((L - \lambda)u = v\) in \(u \in D(L) \subset Z^a\).

For \(l \geq 2\) this implies

\[
l \partial_\xi u_l(\xi) - \lambda u_l(\xi) = v_l(\xi) \Rightarrow \partial_\xi \left( e^{-(\lambda/l)\xi} u_l(\xi) \right) = \frac{1}{l} v_l(\xi) e^{-(\lambda/l)\xi}.
\]

Since \(\Re\lambda > -a\) this shows that \(u\) is uniquely given by Equation (4.12).

For \(l = 1\) we likewise find that \(u\) must satisfy

\[
u_1(\xi) = -\int_{\xi}^{\infty} e^{-\lambda(\zeta - \xi)} \left( v_1(\zeta) - \frac{K}{2} u_1(0) \hat{g}(\zeta) \right) d\zeta.
\]

Hence by taking \(\xi = 0\) we find that \(u\) must satisfy

\[
u_1(0) (1 + (Lk)(\lambda)) = -[Lv_1](\lambda).
\]

Since \(\lambda \notin \sigma\), this determines \(u_1(0)\) uniquely and the solution is given by Equation (4.11). Moreover, the found solution satisfies \(\|u\|_{Z^a} < \infty\). Hence such a \(\lambda\) is not in the spectrum of \(L\) and the resolvent map takes the given form.

If \(\lambda \in \sigma\), the above shows that \(L - \lambda\) is not injective, so that \(\lambda\) is in the spectrum.

Equation (4.11) shows that at a root \(\lambda\) of multiplicity \(p\) the residue of the resolvent map \((L - \lambda)^{-1}\) is in the space spanned by \(\{z_{\lambda,j} : j = 0, \ldots, p - 1\}\) where for \(\xi \in \mathbb{R}\)

\[
(z_{\lambda,j})_1(\xi) = \frac{K}{2} \int_{\xi}^{\infty} e^{-\lambda(\zeta - \xi)} (\xi - \zeta)^j \hat{g}(\zeta) d\zeta
\]

and for \(l \geq 2\)

\[
(z_{\lambda,j})_l(\xi) = 0.
\]

Since we assume \(\hat{g} \in L^1(\mathbb{R}, \exp_a)\), we always have \(z_{\lambda,j} \in D(L) \subset Z^a\).

**Lemma 4.21.** Assume the hypothesis of Lemma 4.17 with \(a > 0\). Then for a root \(\lambda\) with \(\Re\lambda > -a\) of \(1 + (Lk)(z)\) with multiplicity \(p\), the elements \(z_{\lambda,0}, \ldots, z_{\lambda,p-1}\) are generalised
eigenvectors of $L$ with eigenvalue $\lambda$.

**Proof.** Note that for $j = 0, \ldots, p - 1$

$$(z_{\lambda,j})_1(0) = -\left(\frac{d}{dz} \right)^j (Lk)(z) \bigg|_{z=\lambda} = \begin{cases} 1 & j = 0, \\ 0 & \text{otherwise}. \end{cases}$$

Then by direct computation

$$Lz_{\lambda,j} = \begin{cases} \lambda z_{\lambda,j} & j = 0, \\ \lambda z_{\lambda,j} + j z_{\lambda,j-1} & \text{otherwise}. \end{cases}$$

Using holomorphic functional calculus, we can construct the required projection.

**Lemma 4.22.** Assume the hypothesis of Lemma 4.17 with $a > 0$. There exists a continuous projection $P_{cu} : Y^a \mapsto Z^a_{cu}$ such that the complementary projection $P_s = I - P_{cu}$ maps to $Y^a_s$.

**Proof.** Take $\gamma$ a contour in $\{z \in \mathbb{C} : \Re z > -a\}$ encircling all roots $\lambda_1, \ldots, \lambda_n$ once and define

$$P_{cu}(u) = \frac{-1}{2\pi i} \oint_{\gamma} (L - \lambda)^{-1}(u) \, d\lambda.$$

Then $P_{cu}$ is a continuous projection. Since its value is given by the residues, Equation (4.11) shows that $P_{cu}$ maps into $Z^a_{cu}$.

On the image of the complementary projection $P_s$ the resolvent map $(L - \lambda)^{-1}$ is continuous for $\Re \lambda > -a$. By Equation (4.11) this can only be true if for all roots $\lambda_1, \ldots, \lambda_n$ with multiplicities $p_1, \ldots, p_n$ also $Lu_1$ has a root of matching multiplicity, i.e. $\alpha_{\lambda_i,j}$ must be vanishing for $i = 1, \ldots, n$ and $j = 0, \ldots, p_i - 1$. Hence the image is within $Y^a_s$.

### 4.6.2 Center-manifold reduction

Since the nonlinearity $R$ is smooth from $Z^a$ to $Y^a$, the center-unstable manifold reduction follows from the decay on the stable part (Lemma 4.18) and the continuous projections (Lemma 4.22). The center-manifold reduction in Banach spaces is discussed in [155, Chapter 2], which can be adapted to our case with a weak PDE as Duhamel’s principle holds again. Moreover, instead of a center manifold reduction, we do a center-unstable manifold reduction [154, Section 1.5], as this implies convergence to the reduced manifold. The statements are also discussed in [68].

In order to understand the bifurcation behaviour, the center-unstable manifold is constructed with $\epsilon = K - K_c$ as additional parameter. Furthermore, we need to localise the non-linearity around the incoherent state. This localisation might affect the resulting reduced manifold, which is not unique. Moreover, we choose the localisation to preserve the rotation symmetry of the problem so that the resulting manifold has the same symmetry.
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Hence we study the solution in $\tilde{Z}^a = Z^a \times \mathbb{R}$ and $\tilde{Y}^a = Y^a \times \mathbb{R}$ with norms $\|(u, \epsilon)\|_{\tilde{Z}^a} = \max(\|u\|_{Z^a}, |\epsilon|)$ and $\|(u, \epsilon)\|_{\tilde{Y}^a} = \max(\|u\|_{Y^a}, |\epsilon|)$. In these define the linear evolution operator $e^{tL}$ as $e^{tL}u = e^{tL}(u, \epsilon) = (e^{tL}u, \epsilon)$.

The center-unstable space $\tilde{Z}^a_{cu}$ is now spanned by $(0, 1)$ and $(z_{\lambda_i, j}, 0)$ for $i = 1, \ldots, n$ and $j = 0, \ldots, p_i - 1$. The projection $\tilde{P}_{cu}$ is defined as $\tilde{P}_{cu}(u, \epsilon) = (P_{cu}u, \epsilon)$ with $P_{cu}$ from Lemma 4.22. The complementary projection $\tilde{P}_{s}$ maps into the stable part $\tilde{Y}^a_{s} = Y^a_{s} \times \{0\}$.

For the center-unstable manifold reduction the used properties of the linear evolution are collected in the following lemma.

**Lemma 4.23.** Assume the hypothesis of Theorem 4.6. Then there exists a continuous projection $\tilde{P}_{cu} : Y^a \to \tilde{Z}^a_{cu}$ with complementary projection $\tilde{P}_{s} = I - \tilde{P}_{cu}$ mapping $Y^a$ to $\tilde{Y}^a_{s}$. The subspaces $\tilde{Z}^a_{cu}$ and $\tilde{Y}^a_{s}$ are invariant under the linear evolution. On $\tilde{Z}^a_{cu}$ the linear evolution acts as finite-dimensional matrix exponential whose generator has spectrum $\lambda_1, \ldots, \lambda_n$. On $\tilde{Z}^a_{s} = \tilde{P}_{s}\tilde{Z}^a$ there exists a constant $c_1$ such that for $t \in \mathbb{R}^+$ and $u \in \tilde{Z}^a_{s}$

$$\|e^{tL}u\|_{\tilde{Z}^a_{s}} \leq c_1 e^{-at}\|u\|_{\tilde{Z}^a_{s}},$$

and there exists a continuous function $c : [0, a) \to \mathbb{R}^+$ such that for $\mu \in [0, a)$ and $F \in C(\mathbb{R}^+ \times \mathbb{N} \times \mathbb{R} \times \mathbb{R})$ with $F(t, \cdot) \in \tilde{Y}^a_{s}$ for $t \in \mathbb{R}^+$ and norm

$$\|F\|_{Y^a_{s, -\mu}} := \sup_{t \in \mathbb{R}^+} e^{-\mu t}\|F(t, \cdot)\|_{\tilde{Y}^a_{s}} < \infty,$$

the integral

$$v = \int_0^\infty e^{tL}F(t, \cdot) \, dt$$

is well-defined and $v \in \tilde{Z}^a_{s}$ with

$$\|v\|_{\tilde{Z}^a_{s}} \leq c(\mu)\|F\|_{\tilde{Y}^a_{s, -\mu}}.$$

**Proof.** The linear evolution on $\epsilon$ is constant so that the properties follow from the study of $e^{tL}$, i.e. Lemmas 4.18, 4.21 and 4.22.\]

In the extended dynamics for $\tilde{u}$ in $\tilde{Z}^a$, the nonlinearity takes the form $\tilde{R} : \tilde{Z}^a \to \tilde{Y}^a$ given by

$$\tilde{R}(\tilde{u}) = (N(\tilde{u}), 0),$$

where $N : \tilde{Z}^a \to \tilde{Y}^a$ is for $\tilde{u} = (u, \epsilon)$ defined by

$$(N(\tilde{u}))_1(\xi) = \frac{\epsilon}{2} u_1(0) \tilde{g}(\xi) - \frac{(K_c + \epsilon)}{2} u_1(0) u_2(\xi)$$
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for $\xi \in \mathbb{R}$ and for $l \leq 2$
\[
(N(\tilde{u}))_{l}(\xi) = \frac{(K_{c} + \epsilon)l}{2} \left( u_{1}(0)u_{l-1}(\xi) - u_{1}(0)u_{l+1}(\xi) \right).
\]

For the localisation let $\chi : \mathbb{R}^{+} \mapsto [0, 1]$ be a smooth function with $\chi(x) = 1$ for $x \leq 1$ and $\chi(x) = 0$ for $x \geq 2$. Then let $\chi_{\delta}(x) = \chi(x/\delta)$ and $s_{\delta}(x) = x\chi_{\delta}(|x|)$. With this define the localised nonlinearity $\tilde{R}_{\delta} : \tilde{Z}^{a} \mapsto \tilde{Y}^{a}$ by

\[
\tilde{R}_{\delta}(\tilde{u}) = (N_{\delta}(\tilde{u}), 0)
\]

where $N_{\delta} : \tilde{Z}^{a} \mapsto \tilde{Y}^{a}$ is for $\tilde{u} = (u, \epsilon)$ defined by

\[
(N_{\delta}(\tilde{u}))_{1}(\xi) = \frac{s_{\delta}(\epsilon)}{2} - s_{\delta}(u_{1}(0))\dot{g}(\xi) - \frac{(K_{c} + s_{\delta}(\epsilon))}{2} s_{\delta}(u_{1}(0))s_{\delta}(u_{2}(\xi))
\]

for $\xi \in \mathbb{R}$ and for $l \geq 2$
\[
(N_{\delta}(\tilde{u}))_{l}(\xi) = \frac{(K_{c} + s_{\delta}(\epsilon))}{2} \left( s_{\delta}(u_{1}(0))s_{\delta}(u_{l-1}(\xi)) - s_{\delta}(u_{1}(0))s_{\delta}(u_{l+1}(\xi)) \right).
\]

Then for $\delta > 0$, the localised nonlinearity $\tilde{R}_{\delta}$ agrees with the original nonlinearity of the mean-field equation for $\|\tilde{u}\|_{\tilde{X}^{a}} \leq \delta$, is in $C^{\infty}(\tilde{Z}^{a}, \tilde{Y}^{a})$ with $\tilde{R}_{\delta}(0) = D\tilde{R}_{\delta}(0) = 0$ and is bounded and Lipschitz continuous with constants tending to 0 as $\delta \to 0$.

We now study the evolution PDE

\[
\begin{cases}
\partial_t u_1(t, \xi) = \partial_\xi u_1(t, \xi) + \frac{K_c}{2} u_1(t, 0) \dot{g}(\xi) + (N_\delta(\tilde{u}(t, \cdot)))_{1}(\xi), \\
\partial_t u_l(t, \xi) = l \partial_\xi u_l(t, \xi) + (N_\delta(\tilde{u}(t, \cdot)))_{l}(\xi) \quad \text{for} \ l \geq 2, \\
\partial_t \epsilon(t) = 0,
\end{cases}
\tag{4.13}
\]

for $\tilde{u} = (u, \epsilon) \in C(\Delta \times N \times \mathbb{R} \times \mathbb{R})$ understood weakly against test functions in $C^1_0$ and where $\Delta \subset \mathbb{R}$ is a time interval.

**Lemma 4.24.** A solution $\tilde{u}$ of Equation (4.13) satisfies Duhamel’s formula, i.e. for $t_0, t_1 \in \Delta$ with $t_0 \leq t_1$ the following holds

\[
\tilde{u}(t_1) = e^{(t_1 - t_0)\tilde{L}} \tilde{u}(t_0) + \int_{t_0}^{t_1} e^{(t_1 - s)\tilde{L}} \tilde{R}_{\delta}(\tilde{u}(s)) \, ds.
\]

**Proof.** Consider $\tilde{R}_{\delta}(\tilde{u})$ as forcing. Then the linear problem has a unique solution given by the formula. \qed

**Lemma 4.25.** Let $\tilde{u}$ be a solution of Equation (4.13). Given $\tilde{u}(t_0) \in \tilde{Z}^{a}$ the solution is uniquely determined at later times $t \geq t_0$ and $\|\tilde{u}(t)\|_{\tilde{X}^{a}}$ is uniformly bounded for compact intervals of later times. If $\delta$ is small enough, there exists, given $\tilde{u}(t_0) \in \tilde{Z}^{a}$, a global solution
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for \( t \geq t_0 \).

**Proof.** The projections commute with the linear evolution in the Duhamel formula and are bounded. Since \( \tilde{R}_\delta \) is bounded, this shows with the control of the linear evolution (Lemma 4.23) that \( \|\tilde{u}(t)\|_{\tilde{Z}_a} \) is uniformly bounded for compact time-intervals of later times. Furthermore, \( \tilde{R}_\delta \) is Lipschitz so that the Duhamel formulation gives a Gronwall control showing uniqueness.

If \( \delta \) is small enough, then the Picard iteration

\[
\tilde{u} \mapsto e^{(t-t_0)\tilde{L}}\tilde{u}(t_0) + \int_{t_0}^{t} e^{(t-s)\tilde{L}}\tilde{R}_\delta(\tilde{u}(s))\,ds
\]

is a contraction, so that a solution exists. \( \Box \)

With this we can construct the reduced manifold. We want to capture the evolution in the reduced manifold where the stable part has decayed, which we can characterise by the growth as \( t \to -\infty \).

**Theorem 4.26.** Assume the hypothesis of Theorem 4.6. There exists \( \mu \in (0, \alpha) \) and \( \delta_b \) such that for \( \delta \leq \delta_b \) there exists \( \tilde{\psi} \in C^k(\tilde{Z}_{cu}, \tilde{Z}_a) \) such that

\[
\mathcal{M} = \{ \tilde{u}_0 \in \tilde{Z}_a : \exists \tilde{u} \text{ satisfying Equation } (4.13) \text{ with } \tilde{u}(0) = \tilde{u}_0 \}
\]

and

\[
\sup_{t \in \mathbb{R}^-} e^{\mu t}||\tilde{u}(t)||_{\tilde{Z}_a} < \infty
\]

\[
= \{ v + \tilde{\psi}(v) : v \in \tilde{Z}_{cu} \}
\]

which is the reduced manifold. Under the evolution of Equation (4.13) the reduced manifold is invariant and exponentially attractive. Moreover, the Taylor series of \( \tilde{\psi} \) is explicitly computable at 0 starting with

\[
\tilde{\psi}|_0 = 0,
\]

\[
D\tilde{\psi}|_0 = 0,
\]

\[
D^2\tilde{\psi}|_0(h_1, h_2) = \int_{-\infty}^{0} e^{-Ls}D^2\tilde{P}_s[\tilde{R}_\delta]_0(e^{Lh_1}, e^{Lh_2})\,dt.
\]

The growth condition already suggests that this captures the dominant behaviour and \( \mathcal{M} \) is attractive.

**Proof.** Since we have a Duhamel formula, the proofs of Theorem 1 and 2 of [155] work. We further adapt it, as in Section 1.5 of [154], to the center-unstable case. Parts of the results are also stated as Theorem 2.9 and 3.22 of Section 2 of [68].

The key point is to note that, by the Duhamel formulation, a solution with the growth bound is a fixed point of the map \( T \) given by

\[
(T\tilde{u})(t) = e^{L\tilde{P}_{cu}\tilde{u}_0} - \int_{t}^{0} e^{(t-s)L}\tilde{P}_{cu}\tilde{R}_\delta(\tilde{u}(s))\,ds + \int_{-\infty}^{t} e^{(t-s)L}\tilde{P}_{s}\tilde{R}_\delta(\tilde{u}(s))\,ds
\]
for $t \in \mathbb{R}^-$ on the space $C(\mathbb{R}^- \times \mathbb{N} \times \mathbb{R} \times \mathbb{R})$ with norm $\|\tilde{u}\| = \sup_{t \in \mathbb{R}^-} e^{st}\|\tilde{u}(t, \cdot)\|_{\mathcal{Z}^a}$. Here note that on $\mathcal{Z}^a_{cu}$ the linear evolution $e^{st}$ restricts to a finite dimensional matrix exponential, which has a well-defined inverse $e^{-st}$.

For small enough $\delta$, the map $T$ is a contraction with a unique fixed point depending on $\tilde{P}_{cu} \tilde{u}_0$ so that there exists $\tilde{\psi} : \mathcal{Z}^a_{cu} \rightarrow \mathcal{Z}^a_{cu}$ such that the unique solution is $\tilde{P}_{cu} \tilde{u}_0 + \tilde{\psi}(\tilde{P}_{cu} \tilde{u}_0)$ [155, Theorem 1]. Hence the set $\mathcal{M}$ is a reduced manifold with the given form. Moreover, the growth condition is invariant under the evolution.

By a Fibre contraction argument ([155, Theorem 2] and [154, Section 1.3]), for small enough $\delta$, the map $\tilde{\psi}$ has the claimed regularity and the derivatives can be computed explicitly at 0 with the given form.

As discussed in [154, Section 1.5] and [68, Theorem 3.22 of Chapter 2] a similar fixed point argument shows the exponential attractiveness.

Hence, with a sufficient localisation, we can prove Theorem 4.6.

**Proof of Theorem 4.6.** Apply Theorem 4.26 with a small enough $\delta$. Then for $|\epsilon| \leq \delta$ and $\|u\| \leq \delta$ the nonlinearity of $\bar{R}_\delta$ agrees with the nonlinearity of the Kuramoto equation, i.e. a solution to the localised evolution is also a solution to the original problem in the restricted region.

The map $\tilde{\psi}$ maps into $\mathcal{Z}^a_{cu}$ and thus has the form $\tilde{\psi}(u, \epsilon) = (\psi(u, \epsilon), 0)$ for $\psi$ mapping into $\mathcal{Z}^a_{s}$. As $\epsilon$ is constant, the reduced manifold must have the claimed form and the result follows from the uniqueness (Theorem 4.9).

**Remark 4.27.** The Kuramoto equation has the rotation symmetry, i.e. if $u$ is a solution to the Kuramoto equation, then $\bar{u}(t, \xi) = e^{i\alpha}u_l(t, \xi)$ is again a solution. This symmetry is also satisfied by the localised nonlinearity and thus by the reduced manifold.

### 4.6.3 Example for Gaussian velocity distribution

The center-manifold reduction can be used to determine the bifurcation behaviour by studying the evolution on the reduced manifold. The resulting behaviour crucially depends on the velocity distribution and [38] contains several examples based on the center-manifold reduction with noise, which at this point is very similar. The Penrose diagrams (cf. Figures 4.1 and 4.2) already show the dimension of the reduced manifold as the covering number, e.g. this shows for the example of Figure 4.2 that at the critical coupling two eigenmodes appear.

As an example we repeat Chiba’s analysis [31] for the bifurcation of the Gaussian distribution. In this example the density is given by

$$g(\omega) = \frac{1}{\sqrt{2\pi}} e^{-\omega^2/2},$$

and the Fourier transform is

$$\hat{g}(\xi) = e^{-\xi^2/2}.$$
From the discussion in Section 4.3, we see that the critical coupling is

\[ K_c = \frac{2}{\pi g(0)} = \frac{4}{\sqrt{2\pi}} \]

and that at the critical coupling \( K_c \) there exists a single eigenvalue at \( \lambda = 0 \) for small enough \( a \).

Recall, that the eigenvector \( z_{0,0} \) is given by

\[ (z_{0,0})_1(\xi) = \frac{K_c}{2} \int_{\xi}^{\infty} \hat{g}(\zeta) d\zeta. \]

Hence \( (z_{0,0})_1(0) = 1 \) and

\[ \alpha_{0,0}(z_{0,0}) = \frac{K_c}{2} \int_{0}^{\infty} \int_{\xi}^{\infty} \hat{g}(\zeta) d\zeta d\xi = \frac{K_c}{2}, \]

so that

\[ P_{cu}(u) = \frac{2}{K_c} \alpha_{0,0}(u) z_{0,0}. \]

Now apply Theorem 4.6 with sufficiently small \( a > 0 \) such that \( \lambda_1 = 0 \) is the only eigenmode and with \( k \geq 3 \). Then for \( \tilde{u} = (u, \epsilon) \in \tilde{Z}_{cu}^a \)

\[ \psi(\tilde{u}) = \frac{1}{2} b(\tilde{u}) + O(||\tilde{u}||^3), \]

where

\[ b(\tilde{u}) = D^2 \psi|_0(\tilde{u}, \tilde{u}) = \int_{-\infty}^{0} e^{-tL} P_{x}[D^2 N]|_0(\tilde{u}, \tilde{u}) \, dt. \]

For this we find that only the first two spatial modes are non-vanishing with

\[ (b(\tilde{u}))_1(\xi) = O(|\epsilon||u||) \]

and

\[ (b(\tilde{u}))_2(\xi) = \int_{-\infty}^{0} 2K_c u_1(\xi - 2t)u_1(0) \, dt. \]

Hence we can compute

\[ (N(u + \psi(u, \epsilon)))_1(\xi) = \frac{\epsilon}{2} u_1(0) \hat{g}(\xi) - \frac{K_c}{2} u_1(0) \frac{(b(\tilde{u}))_2(\xi)}{2} + O(|\epsilon|^2 ||u||, ||\tilde{u}||^4). \]
As \( \tilde{u} = u_1(0)z_{0,0} \) we find

\[
\int_0^\infty (b(\tilde{u}))_2(\xi)\,d\xi = (u_1(0))^2 \int_{-\infty}^\infty \int_{\xi=0}^{\xi+2t} 2K_\epsilon(z_{0,0})_1(\xi - 2t)(z_{0,0})_1(0) \,dt \,d\xi
\]

\[
= K_\epsilon^2(u_1(0))^2 \int_{\xi=0}^{\infty} \int_{\xi=0}^{\infty} \hat{g}(\zeta) \,d\zeta \,d\xi
\]

\[
= K_\epsilon^2(u_1(0))^2 \int_{\xi=0}^{\infty} \frac{\zeta^2}{4} \hat{g}(\zeta) \,d\zeta
\]

\[
= \frac{\sqrt{2\pi}}{8}.
\]

Hence we find

\[
\alpha_{0,0}(N(u + \psi(u,\epsilon))) = \frac{\sqrt{2\pi}}{4} u_1(0) - \frac{1}{\pi} |u_1(0)|^2 u_1(0) + O(\|u\|, \|\tilde{u}\|^4).
\]

On the reduced manifold the solution is \( \beta(t)z_{0,0} + \psi(\beta(t)z_{0,0}, \epsilon) \), which evolves by the previous computation as

\[
\frac{K_\epsilon}{2} \partial_t \beta = \frac{\sqrt{2\pi}}{4} \epsilon \beta - \frac{1}{\pi} |\beta|^2 \beta + O(\|\epsilon\|^2, \|\tilde{u}\|^4).
\]

For small enough \( \epsilon \leq 0 \), it follows that \( \beta = 0 \) is a stable fixed point, i.e. the incoherent state is stable. For small enough \( \epsilon > 0 \), the zero solution is unstable, but the set \( |\beta| = \beta_c \) are stable attractors where

\[
\beta_c = \sqrt{\frac{2\pi}{4} \sqrt{2\pi}} + O(\epsilon).
\]

Hence we have proved the claimed bifurcation from the incoherent state and have shown that for small enough \( \epsilon \) the appearing stationary states are nonlinearly stable. Since \( (z_{0,0})_1(0) = 1 \), the value of \( \beta \) agrees with the order parameter so that we have found the known result.

### 4.7 Boundedness and convergence in the exponential norms

The bifurcation analysis (Section 4.6) shows the nonlinear stability of states with non-vanishing order parameter. In particular, these states have finite small norm in \( Z^\alpha \). From the discussion on the stationary states, we expect them to be the partially locked states \( f_{st} \) from Section 1.3.2 with all mass at the stable fixed point. In this section, we show how the exponential norms in Fourier can be understood by an analytic extension. Furthermore, we show that \( f_{st} \in Z^\alpha \) for suitable velocity marginals \( g \).

The exponential norm \( L^\infty(\mathbb{R}, \exp_a) \) can be related to an analytic extension in a strip \( \{ z : -a < \Im z \leq 0 \} \).

**Lemma 4.28.** Let \( f \in L^1(\mathbb{R}) \cap C(\mathbb{R}) \) with Fourier transform \( \hat{f} \in L^1(\mathbb{R}) \) satisfying \( \hat{f} \in L^\infty(\mathbb{R}, \exp_a) \). Then \( f \) has an analytic continuation to \( \{ z : -a < \Im z \leq 0 \} \).
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Proof. For \( z \in \mathbb{R} \) the Fourier inversion formula shows
\[
 f(z) = \frac{1}{2\pi} \int_{\mathbb{R}} e^{iz\xi} \hat{f}(\xi) d\xi.
\]
By the assumed supremum bound on \( \hat{f} \) for \( \xi \geq 0 \) and the bound \( |\hat{f}(\xi)| \leq \|f\|_1 \) for \( \xi \leq 0 \), this definition extends to the given range and has a complex derivative given by differentiating under the integral sign.

Lemma 4.29. Let \( f \in L^1(\mathbb{R}) \) and suppose \( f \) has an analytic continuation to \( \{ z : -a \leq \mathbb{I}z \leq 0 \} \) such that \( |f(z)| \to 0 \) uniformly as \( |\mathbb{R}z| \to \infty \) and \( f(\cdot - ia) \in L^1(\mathbb{R}) \). Then the Fourier transform \( \hat{f} \) is bounded as
\[
 \|\hat{f}\|_{L^\infty(\mathbb{R},\exp a)} \leq \|f(\cdot - ia)\|_{L^1(\mathbb{R})}.
\]
Proof. By the assumed decay we can deform the contour of integration as
\[
 \hat{f}(\xi) = \int_{\mathbb{R}} e^{-i\xi y} f(y) dy = \int_{\mathbb{R}} e^{-i(\xi(y-ia))} f(y-ia) dy = e^{-a\xi} \int_{\mathbb{R}} e^{-i\xi y} f(y-ia) dy.
\]
Bounding the integral with the \( L^1 \) norm of \( f \) shows the claimed result.

For a stationary state \( f_{st} \) with all locked oscillator at the stable fixed point, we recall from Section 1.3.2 its spatial Fourier transform \( \tilde{f}_{st} \) as
\[
 \tilde{f}_{st}(\omega) = g(\omega) \left( \beta \left( \frac{\omega}{K\eta} \right) \right)^{\frac{1}{2}},
\]
where we again assume without loss of generality that \( \eta \in [0,1] \) and \( \beta \) is given by
\[
 \beta(z) = \begin{cases} 
 -iz \left( 1 - \sqrt{1 - \frac{1}{z^2}} \right) & \text{for } |z| \geq 1, \\
 -iz + \sqrt{1 - z^2} & \text{for } |z| < 1.
\end{cases}
\]

The factor \( \beta \) has a very nice analytic continuation in the needed region, the lower half plane.

Lemma 4.30. The function \( \beta \) has an analytic continuation given by the above formula in the lower half plane \( \{ z \in \mathbb{C} : 3z \leq 0 \} \). It is bounded in this region by 1 and for \( |z| \geq \sqrt{2} \)
\[
 |\beta(z)| \leq \frac{1}{|z|}.
\]
Moreover, for any \( a > 0 \)
\[
 \sup_{x \in \mathbb{R}} |\beta(x - ia)| < 1.
\]
4.8 Implied convergence

Proof. The above formula defines analytic functions in \(|z| < 1\) by \(-iz + \sqrt{1 - z^2}\) and in \(|z| > 1\) by \(-iz(1 - \sqrt{1 - z^2})\), as the argument of the square root always has a non-negative real part. Moreover, it is the solution to the quadratic equation \(y^2 + 2iyz - 1 = 0\) for \(y\), whose roots are separated unless \(z = \pm 1\). At \(z = -1\), we find

\[
\lim_{z \to -i, |z| < 1} \beta(z) = -1 + \sqrt{2} = \lim_{z \to -i, |z| > 1} \beta(z),
\]

so that the branches match up in the lower half plane. Hence \(\beta\) is analytic in the claimed region.

For \(|z| \geq \sqrt{2}\), we can use the series expansion to find

\[
|\beta(z)| \leq \frac{1}{2|z|} \sum_{i=0}^{\infty} |z|^{-2i} \leq \frac{1}{|z|}.
\]

Moreover, along \(\Im z = 0\), we can immediately check that \(\beta\) is bounded by 1. Thus the maximum principle shows the remaining claimed bounds.

This bound with the form of the stable partially locked states immediately shows the following theorem.

**Theorem 4.31.** Suppose a velocity marginal with density \(g \in L^1(\mathbb{R})\), where \(g\) has an analytic continuation to \(\{z : -a \leq \Im z \leq 0\}\) such that \(|g(z)| \to 0\) uniformly as \(|Re z| \to \infty\) and \(g(\cdot - ia) \in L^1(\mathbb{R})\). Then a partially locked state \(f_{st}\) with all locked oscillators at the stable fixed-point has a Fourier transform \(u \in Z^a\). If furthermore \(|\eta| \leq a/(\sqrt{2} K)\), then

\[
\|u\|_{Z^a} \leq K|\eta|/2 \|g(\cdot - ia)\|_{L^1(\mathbb{R})}.
\]

Proof. By the above discussion we find

\[
\|u\|_{L^\infty} \leq \sup_{\omega \in \mathbb{R}} \left| \beta \left( \frac{\omega - ia}{K|\eta|} \right) \right|^t \|g(\cdot - ia)\|_{L^1(\mathbb{R})} \leq \frac{K|\eta|}{a} \|g(\cdot - ia)\|_{L^1(\mathbb{R})}.
\]

Hence the previous lemma shows the claimed control.

4.8 Implied convergence

We can relate convergence in \(Z^a\) as found in the center-unstable manifold reduction and the exponential stability with weak convergence.

**Theorem 4.32.** Let \(f \in C_\mathcal{M}\) be a solution to the Kuramoto equation with initial data \(f_{in} \in \mathcal{M}(\Gamma)\) and Fourier transform \(u\). If \(u(t, \cdot) \to v\) in \(Z^a\) as \(t \to \infty\), where \(v\) is the Fourier transform of \(f_\infty \in \mathcal{M}(\Gamma)\), then for every \(\phi \in H^4(\Gamma)\) the integral \(f_\Gamma \phi(\theta, \omega) f(t, \theta, \omega) d\theta d\omega\) converges to \(\int f_\Gamma \phi(\theta, \omega) f_\infty(\theta, \omega) d\theta d\omega\) as \(t \to \infty\).
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Proof. Since the velocity marginal is conserved, without loss of generality assume \( \int_{\theta \in \mathbb{T}} \phi(\theta, \omega) d\theta = 0 \) for all \( \omega \in \mathbb{R} \) and \( \phi \) to be real-valued. Then by Plancherel theorem

\[
\int_{\Gamma} \phi(\theta, \omega) f(t, \theta, \omega) d\theta d\omega = 2\mathbb{R} \left( \sum_{l \geq 1} \int_{\xi \in \mathbb{R}} u_l(t, \xi) \hat{\phi}_l(\xi) d\xi \right),
\]

where \( \hat{\phi} \) is the Fourier transform of \( \phi \). Since \( \phi \in H^4 \), we have \( \hat{\phi} \in L^1(\mathbb{R} \times \mathbb{R}) \). Hence for every \( \epsilon > 0 \), there exists some \( M \) such that

\[
\sum_{l \geq 1} \int_{-\infty}^{M} |\hat{\phi}_l(\xi)| d\xi \leq \frac{\epsilon}{8}.
\]

Since \( u \) and \( v \) correspond to probability measures, they are bounded by 1 so that

\[
\left| \sum_{l \geq 1} \int_{-\infty}^{M} (u_l(t, \xi) - v_l(\xi)) \overline{\hat{\phi}_l(\xi)} d\xi \right| \leq \frac{\epsilon}{4}.
\]

For \( \xi \geq M \) we have a control by \( Z^a \)

\[
\left| \sum_{l \geq 1} \int_{M}^{\infty} (u_l(t, \xi) - v_l(\xi)) \overline{\hat{\phi}_l(\xi)} d\xi \right| \leq e^{-aM} \|u - v\|_{Z^a}\|\hat{\phi}\|_1.
\]

Hence for large enough \( t \) we have \( |\rho_t(\phi) - \rho_\infty(\phi)| \leq \epsilon \). Since \( \epsilon \) is arbitrary, this shows the claimed convergence. \( \square \)

In the stability theorem 4.4 we only control a norm in half of the Fourier coefficients which also looses control for higher spatial modes. However, this controls the order parameter \( \eta \) and in particular it shows \( \int_0^\infty |\eta(t)| dt < \infty \). With this knowledge we can go back to the original equation to deduce convergence properties. As an example we show a convergence in the gliding frame. This case is particularly interesting, because other results usually prove Landau damping by convergence in the gliding frame, e.g. [14, 52, 53, 114].

In the gliding frame the position of each oscillator is corrected by the effect of the free transport, i.e. if \( f \) is the solution of the Kuramoto equation, then the density \( h \) in the gliding frame is given by

\[
h(t, \theta, \omega) = f(t, \theta + t\omega, \omega).
\]

If \( f \in C^1(\mathbb{R}^+ \times \Gamma) \), then \( f \) satisfies classically

\[
\partial_t f(t, \theta, \omega) + \partial_{\theta} \left[ \omega + \left( \frac{K}{2\imath} \left( \eta(t) e^{-\imath \theta} - \overline{\eta(t)} e^{\imath \theta} \right) \right) f(t, \theta) \right] = 0.
\]
4.8 Implied convergence

so that then \( h \in C^1(\mathbb{R}^+ \times \Gamma) \) and \( h \) satisfies

\[
\partial_t h(t, \theta, \omega) + \partial_\theta \left[ \frac{K}{2i} \left( \eta(t) e^{-i(\theta + t\omega)} - \overline{\eta(t)} e^{i(\theta + t\omega)} \right) h(t, \theta, \omega) \right] = 0. \tag{4.14}
\]

**Theorem 4.33.** Suppose \( f_{in} \in C^2(\Gamma) \) and let \( f \) be the solution of the Kuramoto equation with initial data \( f_{in} \). Then \( f \) has a gliding frame density \( h \in C^1(\mathbb{R}^+ \times \Gamma) \) and for every \( t \in \mathbb{R}^+ \) and \( \omega \in \mathbb{R} \) holds

\[
\int_\Gamma (h(t, \theta, \omega))^2 d\theta \leq e^{K \int_0^t |\eta(s)| ds} \int_\Gamma (f_{in}(\theta, \omega))^2 d\theta
\]

and

\[
\int_\Gamma (\partial_\theta h(t, \theta, \omega))^2 d\theta \\
\leq e^{3K \int_0^t |\eta(s)| ds} \int_\Gamma (\partial_\theta f_{in}(\theta, \omega))^2 d\theta + K \int_0^t |\eta(s)| ds \sup_{s \in [0, t]} \int_\Gamma (h(t, \theta, \omega))^2 d\theta.
\]

If \( \int_0^\infty |\eta(t)| dt < \infty \), then for every fixed \( \omega \in \mathbb{R} \) the function \( h(t, \cdot, \omega) \) converges in \( L^2(\mathbb{T}) \) as \( t \to \infty \).

If additionally \( f_{in} \in L^2(\Gamma) \) and \( \partial_\theta f_{in} \in L^2(\Gamma) \), then \( h(t, \cdot, \cdot) \) converges in \( L^2(\Gamma) \) as \( t \to \infty \).

**Proof.** Along the evolution the regularity is propagated \([86]\), so that \( f \in C^2(\mathbb{R}^+ \times \Gamma) \). Hence \( h \in C^2(\mathbb{R}^+ \times \Gamma) \) and \( h \) satisfies Equation (4.14).

For the bounds, fix \( \omega \) and let

\[
z(t) = \int_{\theta \in \mathbb{T}} (h(t, \theta, \omega))^2 d\theta.
\]

By the assumed regularity, we can differentiate under the integral sign to find

\[
\frac{d}{dt} z(t) = \int_{\theta \in \mathbb{T}} \frac{K}{2} \left( \eta(t) e^{-i(\theta + t\omega)} + \overline{\eta(t)} e^{i(\theta + t\omega)} \right) (h(t, \theta, \omega))^2 d\theta \leq K |\eta(t)| z(t).
\]

Hence Gronwall’s inequality shows the first part

\[
z(t) \leq e^{K \int_0^t |\eta(s)| ds} z(0) = e^{K \int_0^t |\eta(s)| ds} \int_\Gamma (f_{in}(\theta, \omega))^2 d\theta.
\]

Similar, we consider

\[
y(t) = \int_{\theta \in \mathbb{T}} (\partial_\theta h(t, \theta, \omega))^2 d\theta
\]

and find

\[
\frac{d}{dt} y(t) = \frac{K}{2} \int_{\theta \in \mathbb{T}} \left[ (h(t, \theta, \omega))^2 + 3(\partial_\theta h(t, \theta, \omega))^2 \right] \left( \eta(t) e^{-i(\theta + t\omega)} + \overline{\eta(t)} e^{i(\theta + t\omega)} \right) d\theta
\]

\[
\leq K |\eta(t)| z(t) + 3K |\eta(t)| y(t).
\]
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Then Gronwall’s inequality shows the claimed bound.

If \( \int_0^\infty |\eta(t)| dt < \infty \), these bounds show that there exist constants \( C_1, C_2 \in \mathbb{R} \) such that for every \( \omega \in \mathbb{R} \)

\[
\int_{\theta \in \mathbb{T}} (h(t, \theta, \omega))^2 d\theta \leq C_1 \int_{\theta \in \mathbb{T}} (f_{in}(\theta, \omega))^2 d\theta
\]

and

\[
\int_{\theta \in \mathbb{T}} (\partial_\theta h(t, \theta, \omega))^2 d\theta \leq C_2 \int_{\theta \in \mathbb{T}} \left[ (f_{in}(\theta, \omega))^2 + (\partial_\theta f_{in}(\theta, \omega))^2 \right] d\theta.
\]

In particular the bounds are finite as the integral is over a compact domain and we assume \( f_{in} \in C^2(\Gamma) \).

Now consider for \( t \geq s \geq 0 \)

\[
D(t, s) = \int_{\theta \in \mathbb{T}} (h(t, \theta, \omega) - h(s, \theta, \omega))^2 d\theta.
\]

By the assumed regularity we can differentiate under the integral sign and find

\[
\partial_t D(t, s) = \int_{\theta \in \mathbb{T}} 2[\partial_\theta h(t, \theta, \omega) - \partial_\theta h(s, \theta, \omega)] K \frac{t}{2} (\eta(t) e^{-i(\theta + \omega)} - \eta(t) e^{i(\theta + \omega)}) h(t, \theta, \omega) d\theta
\]

\[
\leq 2K |\eta(t)| \left( \sqrt{y(t)} + \sqrt{y(s)} \right) \sqrt{z(t)}
\]

Hence

\[
D(t, s) \leq C \int_s^t |\eta(\bar{s})| d\bar{s}
\]

for a constant \( C \). As \( \int_0^\infty |\eta(t)| dt < \infty \), this shows the claimed convergence in \( L^2(\mathbb{T}) \) as \( t \to \infty \).

If \( f_{in} \in L^2(\Gamma) \) and \( \partial_\theta f_{in} \in L^2(\Gamma) \), we can integrate the previous inequality over \( \omega \) to show the convergence of \( h(t, \cdot, \cdot) \) in \( L^2(\Gamma) \) as \( t \to \infty \).

The convergence in the gliding frame implies for example weak convergence in the normal setup.

**Theorem 4.34.** Suppose the assumption of Theorem 4.33 with \( \int_0^\infty |\eta(t)| dt < \infty \) and \( f_{in} \in L^2(\Gamma) \) and \( \partial_\theta f_{in} \in L^2(\Gamma) \). Then for every \( \phi \in L^2(\Gamma) \)

\[
\int_{\mathbb{R}} \int_{\mathbb{T}} f(t, \theta, \omega) \phi(\theta, \omega) d\theta d\omega \rightarrow \int_{\mathbb{R}} \int_{\mathbb{T}} g(\omega) \frac{2\pi}{g(\omega)} \phi(\theta, \omega) d\theta d\omega \quad \text{as} \quad t \to \infty.
\]

**Proof.** By the previous theorem, the gliding frame density converges in \( L^2(\Gamma) \). Let \( h_\infty \) be the limit, i.e.

\[
h(t, \cdot, \cdot) \to h_\infty(\cdot, \cdot)
\]

holds in \( L^2(\Gamma) \) as \( t \to \infty \).

The inner product can be expressed in terms of \( h \) as

\[
\int_{\mathbb{R}} \int_{\mathbb{T}} f(t, \theta, \omega) \phi(\theta, \omega) d\theta d\omega = \int_{\mathbb{R}} \int_{\mathbb{T}} h(t, \theta, \omega) \phi(\theta + t\omega, \omega) d\theta d\omega.
\]
4.9 Spatial mode reduction (Ott–Antonsen ansatz)

Given $\epsilon > 0$, we then have for large enough $t$ by the convergence in $L^2$

$$\left| \int_{\mathbb{R}} \int_{T} f(t, \theta, \omega) \phi(\theta, \omega) d\theta d\omega - \int_{\mathbb{R}} \int_{T} h_{\infty}(\theta, \omega) \phi(\theta + t\omega, \omega) d\theta d\omega \right| \leq \frac{\epsilon}{2}.$$

Let $\hat{h}_{\infty}$ and $\hat{\phi}$ be the Fourier transform in both variables $\theta$ and $\omega$. Then the Plancherel theorem shows

$$\int_{\mathbb{R}} \int_{T} h_{\infty}(\theta, \omega) \phi(\theta + t\omega, \omega) d\theta d\omega = \sum_{k \in \mathbb{Z}} \int_{\mathbb{R}} (\hat{h}_{\infty})_k(\xi) \hat{\phi}_k(\xi - kt) d\xi.$$

The velocity marginal $g$ is constant so that $(\hat{h}_{\infty})_0(\xi) = \hat{g}(\xi)$, which shows

$$\int_{\mathbb{R}} (\hat{h}_{\infty})_0(\xi) \hat{\phi}_0(\xi) d\xi = \int_{\omega \in \mathbb{R}} \int_{\theta \in T} \frac{g(\omega)}{2\pi} \phi(\theta, \omega) d\theta d\omega.$$

For $k \neq 0$ we find that

$$\left| \int_{\mathbb{R}} (\hat{h}_{\infty})_k(\xi) \hat{\phi}_k(\xi - kt) d\xi \right| \leq \| (\hat{h}_{\infty})_k \|_2 \| \hat{\phi}_k \|_2$$

and

$$\int_{\mathbb{R}} (\hat{h}_{\infty})_k(\xi) \hat{\phi}_k(\xi - kt) d\xi \to 0$$

as $t \to \infty$.

Since $\hat{h} \in L^2$ and $\hat{\phi} \in L^2$, we have the bound

$$\sum_{k \in \mathbb{Z}} \| (\hat{h}_{\infty})_k \|_2 \| \hat{\phi}_k \|_2 < \infty,$$

so that dominated convergence shows as $t \to \infty$

$$\sum_{k \in \mathbb{Z}} \int_{\mathbb{R}} (\hat{h}_{\infty})_k(\xi) \hat{\phi}_k(\xi - kt) d\xi \to \int_{\mathbb{R}} (\hat{h}_{\infty})_0(\xi) \hat{\phi}_0(\xi) d\xi,$$

which is the claimed limit.

4.9 Spatial mode reduction (Ott–Antonsen ansatz)

In this short section, we remark how the exponential norms can be utilised to show the spatial mode reduction as discussed in Section 1.3.4. We recall that the reduced dynamics impose that the distribution $f$ has the form

$$\tilde{f}_t(\omega) = \alpha'(\omega)g(\omega)$$
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for \( l \in \mathbb{N} \) and some function \( \alpha \).

In order to measure the defect of a solution \( f \) to the reduced dynamics, we introduce

\[
 w_{n,m}(t, \xi) = (\hat{f}_{n+m}(t, \cdot) \ast \hat{g})(\xi) - (\hat{f}_n(t, \cdot) \ast \hat{f}_m(t, \cdot))(\xi)
\]

for \( n, m \in \mathbb{N} \). By the symmetry of the convolution, we have the boundary conditions

\[
 w_{n,0} \equiv w_{0,m} \equiv 0
\]

for \( n, m \in \mathbb{N} \). Otherwise the evolution equation becomes

\[
 \partial_t w_{n,m}(t, \xi) = (n + m) \partial_\xi w_{n,m}(t, \xi)
\]

\[
 - \frac{Kn}{2} \left[ \eta(t) w_{n-1,m}(t, \xi) - \eta(t) w_{n+1,m}(t, \xi) \right]
\]

\[
 - \frac{Km}{2} \left[ \eta(t) w_{n,m-1}(t, \xi) - \eta(t) w_{n,m+1}(t, \xi) \right],
\]

where \( \eta(t) \) is the order parameter. Since \( |\eta| \leq 1 \), we can choose a large enough rate \( a \) such that

\[
 \sup_{n,m \in \mathbb{N}} \| w_{n,m} \|_{L^\infty(\mathbb{R}, \exp a)} = \sup_{n,m \in \mathbb{N}} \sup_{\xi \in \mathbb{R}} e^{a \xi} |w_{n,m}(t, \xi)|
\]

is exponentially decaying to zero. Similarly, the decay can be observed in the \( L^2 \) norms used in Chapter 5.

This gives an explicit way of convergence to the reduced manifold with high regularity assumptions. A similar result is by Ott and Antonsen [121] and Ott, Hunt and Antonsen [123], where they solved the equation in the analytic continuation for \( \omega \) and obtain less explicit convergence estimates. Even though this reduces the dynamics, the resulting equation is still a PDE without dissipation, e.g. a spectral analysis in strong topology still shows a continuous spectrum along the imaginary axis [120].

4.10 Direct stability results for particle systems

The mean-field theory (Chapter 2) does not take advantage of the structure of the equation and just uses a crude Lipschitz bound for the stability (Lemma 2.3). We recall from Chapter 2 that the dual bonded Lipschitz distance \( d \) between two solutions can diverge with rate at most \( C_D = \sqrt{2} \max(1, K) + 2K \), cf. [86], i.e. for two solutions \( f \) and \( h \) to the Kuramoto equation, we have

\[
 d(f(t, \cdot), h(t, \cdot)) \leq e^{C_D t} d(f_\infty, h_\infty).
\]

Even though this estimate gives a quantitative control, the factor \( e^{C_D t} \) can become very large for the considered time frame. Taking advantage of the structure of the equation, we obtain a control of the order parameter with a slower time growth.
4.10 Direct stability results for particle systems

We obtain the result by controlling a suitable distance between a smooth solution \( f^\infty \), e.g. the incoherent state or a solution converging to it, and a rough approximation \( f^N \), e.g. the empirical measure of a finite particle system. Assuming an initial closeness, we propagate the control in time by using that \( f^N \) and \( f^\infty \) are both solutions to the mean-field limit Kuramoto equation.

As the distance to the empirical measure must be finite, we use the norm

\[
\| f^N - f^\infty \|_{\alpha, \beta} = \sup_{l \geq 0} \sup_{\xi \geq 0} e^{-\alpha \xi - \beta l} |(\hat{f}^N)_l(\xi) - (\hat{f}^\infty)_l(\xi)|
\]

for \( \alpha, \beta > 0 \). This norm is very weak and has the opposite weight in Fourier than the weight characterising analytic functions.

In order to find the expected rate of divergence, consider the free transport \( e^{-tL_I} f \), whose generator is in this representation \( L_I = -i \partial_\xi \). After time \( t \), we have the following control in the first mode

\[
|e^{-tI\partial_\xi} (\hat{f}^N)_1(\xi) - e^{-tI\partial_\xi} (\hat{f}^\infty)_1(\xi)| \leq e^{\alpha t} e^{\beta \sqrt{l^2 + \xi^2}} d_{\alpha, \beta}(f^N, f^\infty).
\]

In particular this shows that under the free transport, the possible difference of the order parameter grows with rate \( \alpha \), i.e. we would have

\[
|\eta[e^{tI\partial_\xi} f^N] - \eta[e^{tI\partial_\xi} f^\infty]| \leq e^{\alpha t} e^{\beta \sqrt{l^2 + \xi^2}} d_{\alpha, \beta}(f^N, f^\infty).
\]

Very roughly, we can indeed prove that the difference of the order parameter can be controlled with this rate over finite time intervals for states close enough to a stable incoherent state.

This improves the control of the order parameter for finite particle systems around the incoherent state, in particular, because \( d_{\alpha, \beta} \) can be controlled by the stronger adapted Wasserstein distance \( d \) from Chapter 2.

More precisely, we find directly from the dual Lipschitz formulation

\[
|\langle \hat{f}^N \rangle_l(\xi) - \langle \hat{f}^\infty \rangle_l(\xi)| = \left| \int_\Gamma e^{-i\theta - i\xi \omega} f^N(\theta, \omega) d\theta d\omega - \int_\Gamma e^{-i\theta - i\xi \omega} f^\infty(\theta, \omega) d\theta d\omega \right|
\]

\[
\leq 2 \sqrt{2} \sqrt{l^2 + \xi^2} d(f^N, f^\infty).
\]

In order to relate this control to \( d_{\alpha, \beta} \), we study

\[
(l, \xi) \rightarrow e^{-\alpha \xi - \beta l} \sqrt{l^2 + \xi^2}
\]

as function for \( (l, \xi) \in \mathbb{R}^+ \times \mathbb{R}^+ \). On the boundary \( l = 0 \) and \( \xi = 0 \), it obtains the maxima

\[
\frac{1}{e^{\alpha}} \quad \text{and} \quad \frac{1}{e^{\beta}}
\]
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and as \( \| (l, \xi) \| \to \infty \) the weight vanishes. In the interior we have the local extremum at \( (l, \xi) = (\beta, \alpha)/(\alpha^2 + \beta^2) \) with the value

\[
\frac{1}{e^{\sqrt{\alpha^2 + \beta^2}}}
\]

Therefore,

\[
sup_{l \geq 0} sup_{\xi \geq 0} 2\sqrt{2} e^{-\alpha \xi - \beta l} \leq \frac{2\sqrt{2}}{e^{\min(\alpha, \beta)}} d(f_N, f^\infty)
\]

which implies

\[
d_{\alpha, \beta}(f_N, f^\infty) \leq \frac{2\sqrt{2}}{e^{\min(\alpha, \beta)}} d(f_N, f^\infty)
\]

Hence if \( \alpha, \beta > 0 \), then an empirical measure \( f_N \) close in weak topology to the continuous measure \( f^\infty \), is also close in \( d_{\alpha, \beta} \) distance. Conversely, the \( d_{\alpha, \beta} \) distance can only become small if \( \alpha, \beta > 0 \), because the Fourier transform of the empirical measure is not decaying.

Applied to the order parameter, the result of this section now shows that, for initial data close to the incoherent state and finite time range \( t \in [0, T] \), we can control the order parameter as

\[
|\eta(f_N(t, \cdot)) - \eta(f^\infty(t, \cdot))| \leq C \frac{2\sqrt{2}}{e^{\min(\alpha, \beta)}} e^{\alpha t} d(f_N, f^\infty)
\]

with an explicit constant \( C \) and any \( \alpha, \beta > 0 \) (the choice of \( \alpha \) and \( \beta \) changes however the required closeness to the incoherent state). Compared to the standard estimate (Lemma 2.3)

\[
|\eta(f_N(t, \cdot)) - \eta(f^\infty(t, \cdot))| \leq 2\sqrt{2} e^{C t} d(f_N, f^\infty),
\]

this improves the quantitative control in this setting.

For the control of the difference, we first consider the linearisation \( L_{f^\infty} \) around the incoherent state with velocity distribution \( \hat{g}^\infty \). Explicitly, in the given Fourier representation, we recall it as

\[
(L_{f^\infty}u)(\xi) = \partial_\xi u(\xi) + \frac{K}{2} u(0) \hat{g}^\infty(\xi),
\]

\[
(L_{f^\infty}u)(\xi) = l \partial_\xi u(\xi) \quad \text{for } l \geq 2.
\]

As we assume that the evolution will be close to the incoherent state, we assume that \( L_{f^\infty} \) is stable, i.e. \( \hat{g} \in L^1(\mathbb{R}^+) \) and

\[
1 - \frac{K}{2} \mathcal{L} \hat{g}^\infty(\lambda) \neq 0 \quad \text{for } \Re \lambda \geq 0.
\]

Recalling Theorem 4.2, this shows that the resolvent of the associated Volterra equation has finite \( L^1(\mathbb{R}) \) norm. We can adapt Lemma 4.13 to the situation of a decreasing weight, showing that the linear evolution of \( L_{f^\infty} \) can be controlled with the rate of the free transport.

Lemma 4.35. Let \( g^\infty \) be a stable velocity distribution with \( \hat{g} \in L^1(\mathbb{R}^+) \). Then there exists a
constant $c_1$ such that for any weight $w : \mathbb{N} \times \mathbb{R}^+ \mapsto [0, 1]$, which is decreasing in the second variable $\xi$, the semigroup $e^{tL_I^\infty}$ satisfies for $t \in \mathbb{R}^+$ and $\xi \in \mathbb{R}^+$

$$w_1(\xi + t)|(e^{tL_I^\infty}u)_1(\xi)| \leq c_1 \sup_{\xi \geq 0} w_1(\xi)u_1(\xi)$$

and for $l \geq 2$

$$w_1(\xi + t)|(e^{tL_I^\infty}u_l(\xi)| \leq \sup_{\xi \geq 0} w_1(\xi)u_1(\xi).$$

**Proof.** Let $\nu(t) = (e^{tL_I^\infty}u)_1(0)$ be the order parameter under the linear evolution. By Theorem 4.2, there exists a resolvent $r \in L^1(\mathbb{R}^+)$ such that

$$\nu(t) = u_1(t) - \int_0^t u_1(s)r(t-s)ds.$$ 

Hence we find

$$w_1(t)|\nu(t)| \leq \left[ \sup_{\xi \geq 0} w_1(\xi)|u_1(\xi)| \right] \left[ 1 + \int_0^t \frac{w_1(t)}{w_1(s)}|r(t-s)|ds \right] \leq \left[ \sup_{\xi \geq 0} w_1(\xi)|u_1(\xi)| \right] \left[ 1 + \|r\|_{L^1(\mathbb{R}^+)} \right].$$

Thus we can control

$$w_1(\xi + t)|(e^{tL_I^\infty}u)_1(\xi)| \leq \left[ \sup_{\xi \geq 0} w_1(\xi)|u_1(\xi)| \right] \left[ 1 + \int_0^t \frac{K}{2}(1 + \|r\|_{L^1(\mathbb{R}^+)} \frac{w_1(\xi + t)}{w_1(s)}|\hat{g}^\infty(\xi + t - s)|ds \right] \leq \left[ \sup_{\xi \geq 0} w_1(\xi)|u_1(\xi)| \right] \left[ 1 + (1 + \|r\|_{L^1(\mathbb{R}^+)} \|\hat{g}^\infty\|_{L^1(\mathbb{R}^+)} \right].$$

The control for $l \geq 2$ follows directly from the explicit solution.

We first consider the evolution close to the stationary incoherent state.

**Theorem 4.36.** Let $f^\infty$ be the stable incoherent state with velocity marginal $g$ satisfying $\hat{g} \in L^1(\mathbb{R})$ and let $c_1$ be the corresponding constant from Lemma 4.35. Then for $\alpha, \beta, A, \lambda > 0$ a solution $f^N$ to the Kuramoto equation with

$$\delta := d_{\alpha, \beta}(f^N, f^\infty)$$

is controlled as

$$\sup_{\xi \geq 0} e^{-\alpha \xi} |f^N(t, \xi)| \leq e^{\beta} e^{\lambda t}(c_1 + A)\delta.$$

85
for times $t \in [0, T]$, where $T$ is such that
\[
\delta < \frac{A}{K_c \gamma \eta e^{2\alpha T} e^{\lambda T} (c_1 + A)^2}. 
\]
In particular, this controls the order parameter as
\[
|\eta(t)| \leq e^{\beta e^{(\lambda + \alpha)t} (c_1 + A) \delta}. 
\]
In the case $\lambda = 0$ the condition becomes
\[
\delta < \frac{A}{2K_{c1} (c_1 + A) + K_c e^{2\beta + 1} e^{2\alpha T} e^{\lambda T} (c_1 + A)^2}. 
\]

Remark 4.37. The condition on $\delta$ is always satisfied if $T \to 0$ and the condition can equivalently be formulated by restricting the time range.

The proof is based on the following lemma controlling the growth.

Lemma 4.38. With the setup of Theorem 4.36 and with $\gamma, \lambda > 0$ define
\[
e(t) = e^{-\lambda t} \sup_{l \geq 1} e^{-\beta l e^{-\alpha (\xi + lt)}} e^{-\gamma (t - 1)} |\hat{f}^N_l(t, \xi) - \hat{f}^\infty_l(t, \xi)|, 
\]
Then $t \to e(t)$ is continuous and the growth is controlled as
\[
e(t) \leq c_1 \delta + \frac{Kc_1 (1 - e^{-\lambda t})}{2\lambda} \delta \left[ \sup_{s \in [0, t]} e(s) \right] + \frac{Kc_1}{\gamma} e^{2\beta t} e^{2\alpha t} e^{\lambda T} \left[ \sup_{s \in [0, t]} e(s) \right]^2. 
\]
Note that we here restrict to $l \geq 1$ as the $l = 0$ mode is preserved. As in the stability proof, we allow some loss over time in the higher modes.

Proof. The result is obtained by studying the difference
\[
v_l(t, \xi) = \hat{f}^N_l(t, \xi) - \hat{f}^\infty_l(t, \xi). 
\]
Since the weight is decreasing and $|v_l(t, \xi)| \leq 2$, the continuity of the Fourier transform implies that $t \to e(t)$ is continuous. Moreover, by mollification of the initial data and propagation of regularity (Lemma 2.5), the following a priori estimates give the claimed control.
The evolution of the difference $v$ is given by
\[
\partial_t v = L_f v + R(v), 
\]
4.10 Direct stability results for particle systems

where \( R \) collects the remaining terms, i.e.,

\[
(Re_1)(\xi) = \frac{K}{2} \left[ v_1(0)(\hat{g}^N(\xi) - \hat{g}^\infty(\xi)) - \overline{v_1(0)v_2(\xi)} \right]
\]

and for \( l \geq 2 \)

\[
(Re_l)(\xi) = \frac{Kl}{2} \left[ v_1(0)v_{l-1}(\xi) - \overline{v_1(0)v_{l+1}(\xi)} \right].
\]

The remaining term can be bounded as

\[
\sup_{\xi \geq 0} e^{-\alpha \xi} \lvert (Re_1)(\xi) \rvert \leq \frac{K}{2} \lvert v_1(0) \rvert \left( \delta + \lVert v_2 \rVert_{L^\infty(\mathbb{R}^+,\exp\gamma_s - \gamma_s)} \right)
\]

and for \( l \geq 2 \)

\[
\sup_{\xi \geq 0} e^{-\alpha \xi} \lvert (Re_l)(\xi) \rvert \leq \frac{Kl}{2} \lvert v_1(0) \rvert \left( \lVert v_{l-1} \rVert_{L^\infty(\mathbb{R}^+,\exp\gamma_s - \gamma_s)} + \lVert v_{l+1} \rVert_{L^\infty(\mathbb{R}^+,\exp\gamma_s - \gamma_s)} \right).
\]

Hence we find by Duhamel for \( l \geq 2 \)

\[
e^{-\lambda t}e^{-\beta t}e^{-\alpha(t + t)}e^{-\gamma(t + t)} |v_1(\xi)| \leq e^{-\gamma(l-1)t - \lambda t} \delta + \int_0^t Kkle^{2\beta}e^{2\alpha s}e^{\gamma t}e^{-\gamma(t-s)}e^{-\lambda t + 2\alpha s}e(s)^2ds \leq e^{-\gamma(l-1)t - \lambda t} \delta + \frac{Kl}{\gamma l + 2\alpha} e^{2\beta} e^{2\alpha t} e^{\gamma t} \left( \sup_{s < t} e(s) \right)^2.
\]

and for \( l = 1 \)

\[
e^{-\lambda t}e^{-\beta t}e^{-\alpha(t + t)} |v_1(\xi)| \leq c_1 e^{-\lambda t} \delta + \int_0^t Kc_1 e^{\alpha s + \lambda s} e(s) \left[ e^{-\lambda t} e^{-\alpha s} \delta + e^{-\lambda(t-s)} e^{2\beta} e^{\alpha s} e\gamma t e(s) \right] ds \leq c_1 e^{-\lambda t} \delta + \frac{Kc_1(1 - e^{-\lambda t})}{2\lambda} \delta \left( \sup_{s < t} e(s) \right)^2 + \frac{Kc_1 e^{2\beta} e^{2\alpha t} e^{\gamma t} e(t)}{4\lambda + 4\alpha + 2\gamma} \left( \sup_{s < t} e(s) \right)^2.
\]

\[\square\]

**Remark 4.39.** A finer estimate looking more carefully at the linear term is

\[
e(t) \leq c_1 e^{-\lambda t} + \frac{Kc_1}{2} \delta \int_0^t e^{-\lambda(t-s)} e(s)ds + \frac{Kc_1}{\gamma} e^{2\beta} e^{2\alpha t} e^{\gamma t} e(t) \left( \sup_{s \in [0,t]} e(s) \right)^2.
\]

In particular, ignoring the quadratic term, we can obtain a stricter result on the decay, showing the continuity of the resolvent on the level of the Volterra equation. Moreover, the obtained constants can be optimised.

With this estimate, we can now easily obtain the proof of Theorem 4.36.
4 Stability of the incoherent state in the Kuramoto equation

Proof of Theorem 4.36. Assume for $\gamma, T > 0$ holds

$$(c_1 + A)\delta > c_1 \delta + \frac{Kc_1}{2\lambda} e^{-\lambda T} (c_1 + A)\delta + \frac{Kc_1}{\gamma} e^{2\alpha T} e^{\lambda T} e^{\lambda T} (c_1 + A)^2 \delta^2.$$ 

Then the previous Lemma 4.38 shows that for $t \in [0, T]$ holds

$$e(t) \leq (c_1 + A)\delta.$$ 

Here $\gamma$ is a free parameter and the optimal choice for controlling the first spatial mode $l = 1$ is $\gamma = T^{-1}$, which then gives the claimed condition.

The next step is to consider the case when $f^\infty$ is a smooth solution converging to the incoherent state through Landau damping. In this case the evolution of the difference

$$v_l(t, \xi) = \hat{f}_l^N(t, \xi) - \hat{f}_l^\infty(t, \xi)$$

evolves according to

$$\partial_t v_l = l\partial_\xi v_l + \frac{Kl}{2} \left[ u^N_l(0)v_{l-1} + v_l(0)u^\infty_l - \overline{(u^N_l(0)v_{l+1} + v_l(0)u^\infty_l)} \right],$$

where $u^N$ and $u^\infty$ are the Fourier transform of $f^N$ and $f^\infty$, respectively, with the understanding that $v_0 = \hat{g}^N - \hat{g}^\infty$ and $u_0 = \hat{g}^\infty$.

Again we separate the linear part as

$$\partial_t v = L_{f^\infty} v + Rv$$

where

$$(Rv)_1(\xi) = \frac{K}{2} \left[ u^N_1(0)v_0 - \overline{u^N_1(0)v_2} - \overline{v_1(0)u^\infty_2} \right]$$

and for $l \geq 2$

$$(Rv)_l(\xi) = \frac{Kl}{2} \left[ u^N_l(0)v_{l-1} + v_l(0)u^\infty_{l-1} - \overline{(u^N_l(0)v_{l+1} + v_l(0)u^\infty_{l+1})} \right].$$

Using Duhamel’s principle with $L_{f^\infty}$, we can again control the growth, cf. Lemma 4.35.

**Lemma 4.40.** Assume a damped solution $f^\infty$ to the Kuramoto equation such that the semigroup generated by $L_{f^\infty}$ is stable as in Lemma 4.35 and that with $a > 0$ holds

$$\sup_{l \geq 1} \sup_{\xi \geq 0} |u^\infty_l(t, \xi)| \leq d^\infty(t) \leq e^{-at} \delta^\infty.$$ 

Let $\alpha, \beta, \lambda, \gamma > 0$ and consider another solution $f^N$ with $d(f^N_0, f^\infty_m) = \delta$, i.e. initially the
difference \( v = u^N - u^\infty \) in Fourier of \( f^N \) and \( f^\infty \) satisfies

\[
\sup_{l \geq 0} \sup_{\xi \geq 0} e^{-\beta l} e^{-\alpha \xi} |(v_{iN})(\xi)| = \delta.
\]

Then for

\[
e(t) = e^{-\lambda t} \sup_{l \geq 1} \sup_{\xi \geq 0} e^{-\beta l} e^{-\alpha (\xi + lt)} e^{-\gamma (l-1) t} |v_l(\xi)|
\]

we have the control

\[
e(t) \leq c_1 \delta + c_1^\infty \delta^\infty + c_L^\infty \delta^\infty \left[ \sup_{s \in [0,t]} e(s) \right] + c_L \delta \left[ \sup_{s \in [0,t]} e(s) \right] + c_Q \left[ \sup_{s \in [0,t]} e(s) \right]^2
\]

with

\[
c_1^\infty = \frac{K c_1 e^{-\beta}}{2(\alpha + a)} \cdot \\
c_L^\infty = \max \left( \frac{c_1}{2}, 2 \right) \frac{K}{\gamma} e^{\beta + \alpha t + \gamma t}, \\
c_L = \frac{K c_1 (1 - e^{-\lambda t})}{\lambda}, \\
c_Q = \max \left( \frac{c_1}{2}, 1 \right) \frac{K}{\gamma} e^{2 \alpha t} e^{\lambda t} e^{\gamma t}.
\]

Proof. The remaining term \( Rv \) can be bounded as

\[
\sup_{\xi \geq 0} e^{-\alpha \xi} |(Rv)_1(\xi)| \leq \frac{K}{2} \left[ (d^\infty(t) + |v_1(0)|)(\delta + \|v_2\|_{L^\infty(\mathbb{R}_+, \exp_{-\alpha})}) + |v_1(0)|d^\infty(t) \right]
\]

and for \( l \geq 2 \)

\[
\sup_{\xi \geq 0} e^{-\alpha \xi} |(Rv)_l(\xi)| \leq \frac{K l}{2} \left[ (d^\infty(t) + |v_1(0)|) \left( \|v_{l-1}\|_{L^\infty(\mathbb{R}_+, \exp_{-\alpha})} + \|v_{l+1}\|_{L^\infty(\mathbb{R}_+, \exp_{-\alpha})} \right) \\
+ 2|v_1(0)|d^\infty(t) \right].
\]
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Use the Duhamel formula splitting to find
\[
e^{-\lambda t}e^{-\beta e^{-\alpha(\xi + t)}}|v_1(t, \xi)|
\]
\[
\leq c_1e^{-\lambda t} + \frac{Kc_1}{2} \int_0^t e^{-\lambda(t-s)}(d^\infty(s) + e^{\lambda s + \beta + \alpha s}e(s))\left(\delta + e^{\lambda s + 2\beta + 2\alpha s + \gamma s}e(s)\right)\] 
\[+ e^{\lambda s + \beta + \alpha s}e(s)d^\infty(s)\] 
\[
ds
\leq c_1e^{-\lambda t} + \frac{Kc_1}{2} \int_0^t d^\infty(s)e^{-\lambda t - \alpha s}ds 
+ \frac{Kc_1}{2} \left[\sup_{s < t} e(s)\right] \left[\delta \int_0^t e^{-\lambda(t-s)}ds + \int_0^t e^{-\lambda(t-s)}(1 + e^{\beta + \alpha s + \gamma s})d^\infty(s)ds\right]
+ \frac{Kc_1}{2} \left[\sup_{s < t} e(s)\right]^2 \int_0^t e^{\lambda t - 2\lambda(t-s) + 2\beta + 2\alpha s + \gamma s}ds
\]

and for \(l \geq 2\)
\[
e^{-\lambda t}e^{-\beta l e^{-\alpha(\xi + t)}}e^{-\gamma t(l-1)}|v_1(t, \xi)| 
\]
\[
\leq e^{-\lambda t}e^{-\gamma t(l-1)\delta} + K \int_0^t (d^\infty(s) + e^{\lambda s + \beta + \alpha s}e(s))e^{-\lambda(t-s) + \beta + \alpha s + \gamma t - \gamma l(t-s)}e(s)ds 
+ Kl \int_0^t e^{\lambda s + \beta + \alpha s}e(s)e^{-\lambda t - \alpha t - \gamma l(t-1)l}d^\infty(s)ds
\]
\[
\leq e^{-\lambda t}e^{-\gamma t(l-1)\delta} + 2Kl \left[\sup_{s < t} e(s)\right] \int_0^t e^{-\lambda(t-s) + \beta + \alpha s + \gamma t - \gamma l(t-s)}d^\infty(s)ds 
+ Kl \left[\sup_{s < t} e(s)\right]^2 \int_0^t e^{-\lambda t + 2\lambda s + 2\beta + 2\alpha s + \gamma t - \gamma l(t-s)}ds.
\]

Using the bound on \(d^\infty(s)\) then shows the claimed estimate. \(\Box\)

This allows to control the behaviour around a sufficiently damped solution.

**Theorem 4.41.** Assume a damped solution \(f^\infty\) such that the semigroup generated by \(L_{f^\infty}\) is stable as in Lemma 4.35 and that with \(\alpha > 0\) holds
\[
\sup_{l \geq 1} \sup_{\xi \geq 0} |u_1^\infty(t, \xi)| \leq d^\infty(t) \leq e^{-at}d^\infty.
\]

Let \(\alpha, \beta > 0\) and consider another solution \(f^N\) with initial difference
\[
d_{\alpha, \beta}(f^N_m, f^\infty_m) = \delta.
\]

Then for \(A, \lambda > 0\) and a time range \(T\) satisfying
\[
e^{c_{\lambda, \delta} T}d^\infty < 1
\]
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and

\[ A > \frac{c_L^\infty \delta^\infty (c_1 + c_1^\infty \delta^\infty)}{1 - c_L^\infty \delta^\infty} \]

and

\[ \delta < \frac{A - c_L^\infty \delta^\infty (c_1 + c_1^\infty \delta^\infty + A)}{c_L(c_1 + c_1^\infty \delta^\infty + A) + c_Q(c_1 + c_1^\infty \delta^\infty + A)^2} \]

the solution is controlled as

\[ \sup_{\xi \geq 0} e^{-a\xi} |v_1^N(t, \xi)| \leq e^B e^{M t} e^{a t} (c_1 + c_1^\infty \delta^\infty + A)\delta, \]

where \( c_1^\infty \) is as in Lemma 4.40 and

\[
\begin{align*}
c_L^\infty &= \max \left( \frac{c_1}{2}, 2 \right) \frac{K}{\gamma} e^{\beta + \alpha T + \gamma T}, \\
c_L &= \frac{K c_1}{2} \frac{1 - e^{-\lambda T}}{\lambda}, \\
c_Q &= \max \left( \frac{c_1}{2}, 1 \right) K T e^{2\beta} e^{2\alpha t} e^{M}.
\end{align*}
\]

Remark 4.42. By choosing the time-range small enough, we can make \( c_L^\infty \) arbitrary small so that the conditions are satisfied for any given \( A \) and \( \delta \).

Proof. The proof is as in Theorem 4.36, where we again choose \( \gamma = T^{-1} \) to optimise and propagate control through Lemma 4.40.

Finally, we remark that as in the nonlinear stability (Theorem 4.4), we can also handle the distance in a suitable Sobolev norm. In this case we assume, that we control the smooth solution as

\[ |u^\infty(t, \xi)| \left( \frac{1 + \xi + t}{1 + t} \right)^{a(t-1)} \leq \delta^\infty \]

by Theorem 4.4. The initial distance to \( f^N \) is measured by

\[ \delta = \sup_{t \geq 0} \sup_{\xi \geq 0} \frac{|(v_{in})_h(\xi)|}{(1 + \xi + t)^{a(t-1)}} \]

where \( v \) is again the difference of the Fourier transform of \( f^N \) and \( f^\infty \). In this distance we assume that \( \alpha, \beta \geq 1 \), which implies that it is controlled by the adapted Wasserstein distance \( d(f^N_{in}, f^\infty_{in}) \).

In this setup, we propagate, similar to Lemma 4.40, the following distance

\[ e(t) = \sup_{t \geq 1} \sup_{\xi \geq 0} \frac{|v_1(t, \xi)|}{(1 + \xi + t)^{a(t-1)}}. \]
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**Lemma 4.43.** Let $1 + \alpha > b$ and $\gamma \geq a$. Then the distance $e(t)$ satisfies

$$e(t) \leq c_1 \delta + c_1^\infty \delta^{\infty} \delta + c_L^\infty \sup_{s \in [0,t]} e(s) + c_L \left( \sup_{s \in [0,t]} e(s) \right) + c_Q \left( \sup_{s \in [0,t]} e(s) \right)^2$$

with

\[
c_1^\infty = \frac{Kc_1}{2(1-b)} [1 + t]^{1-b} - 1,
\]

\[
c_L^\infty = \max \left( K \left( \frac{3}{2} \right)^\beta + 1 \right) \left( \frac{(1 + t)^{\alpha-b+1}}{\gamma} + \frac{Kc_1}{2} \left( \frac{(1 + t)^{\alpha-b+1}}{\alpha + \alpha - b + 1} + \frac{(1 + t)^{\alpha+1}}{\alpha + \gamma - b + 1} \right) \right),
\]

\[
c_L = \frac{Kc_1}{k + 1} (1 + t)^{1+\alpha} - 1,
\]

\[
c_Q = \max \left( K \left( \frac{3}{2} \right)^\beta (1 + t)^{\alpha+\gamma - 1} \right),
\]

\[
K = \frac{Kc_1}{2(1-b)} [1 + t]^{1-b} - 1.
\]

**Proof.** We again use Duhamel. For $l = 1$ we find

\[
\frac{|v_1(t,\xi)|}{(1 + \xi + t)^{\alpha}} \leq \frac{c_1 \delta + Kc_1}{2} \frac{\delta^\infty}{(1 + s)^{b}} + e(s)(1 + s)^{\alpha} \delta (1 + s)^{\alpha} e(s)ds
\]

and for $l \geq 2$

\[
\frac{v_1(t,\xi)}{(1 + \xi + t)^{\alpha}l^{l-1}(1 + t)^{\gamma(l-1)}} \leq \frac{\delta}{(1 + t)^{\gamma(l-1)}} + \frac{Kl}{2} \int_{0}^{t} \frac{\delta^\infty}{(1 + s)^{b}} + e(s)(1 + s)^{\alpha} ds \left( 1 + s \right)^{l-\beta} \frac{(1 + t)^{\gamma l + \alpha}}{(1 + t)^{\gamma(l-1)}} ds
\]

Bounding the integrals and taking the supremum then shows the claimed bound. 

As in the exponential case, we can use this to find an control over finite time ranges.

We finish this section with a brief discussion. As $u^N$ and $u^\infty$ are the Fourier transform of probability measures, they are trivially bounded by 1. As the weight is decreasing, we could use this bound for large $l$ and $\xi$, e.g. in order to break the nonlinearity or to restrict to a finite range of $l$. As the case for large $l$ implies the exponential growth this could allow some truly algebraic control. Also the constants are often bounded by the bound for large $l$ so that using this control can improve the estimates. Another improvement could be the use of an $L^2$ type norm in order to take advantage of the divergence structure, similar to the ideas in Chapter 5.

Finally, for applications, it would be interesting to compare the results with the expected distance of a particle system approximating a smooth state, i.e. if we create initial data $f^N_{in}$ by
sampling a smooth distribution $f_{in}^\infty$, we know that in the Wasserstein distance $d(f_N^{in}, f_{in}^\infty) \to 0$ as $N \to \infty$. However, for a better comparison, we are interested in the precise convergence behaviour in the different distances introduced in this section. With this, we could optimise the predicted control of the order parameter and compare the approaches more accurately.
5 Stability of partially locked states in the Kuramoto model

The work in this chapter has been done in collaboration with Bastien Fernandez and David Gérard-Varet from Université Paris 7 Denis Diderot and follows the joint preprint [45]. In this work, we want to understand the stability of partially locked states.

5.1 Overview

In many cases the Kuramoto equation seems to converge to a synchronised stationary state for a large enough coupling constant. The structure of such states has been discussed in Section 1.3.2 and as asymptotic states, we expect that all locked oscillators are at the stable fixed-point. These states are denoted by $f_{st}$ and numerical simulations suggest that these states can be stable and capture the asymptotic behaviour. In particular, for a symmetric unimodal distribution, Mirollo and Strogatz [109] showed the absence of growing modes with a continuous spectrum along the imaginary axis, see also [120]. These states are irregular and nevertheless the stability of the unlocked oscillators only happens through phase mixing in a weak sense.

The starting point of this work is the bifurcation analysis in my previous work (Chapter 4 and [46]), which included the stability of these states around the incoherent state, see also [31].

Thus the idea is to understand the stability again with one-sided exponential norms in Fourier variables. However, the transport operator $L_1$ has no easy explicit solution in contrast to the free transport operator. We compensate this by using $\ell^2$ norms and resolvent estimates, which take advantage of the divergence structure like in Section 4.4. In devising a suitable norm, a key requirement is a possible control of the order parameter. With the Sobolev embedding theorem, this inspired the use of the following weighted norms for the Fourier transform $\hat{f}$. For $a > 0$ and $k \in \mathbb{R}$ define

$$\|h\|_a = \left(\int_{\mathbb{R}} e^{2a \xi} (|h(\xi)|^2 + |h'(\xi)|^2) \, d\xi\right)^{1/2}$$
for \( h : \mathbb{R} \mapsto \mathbb{C} \) and

\[
\| u \|_{a,k} = \left( \sum_{l \in \mathbb{N}} \int_{\mathbb{R}} e^{2a\xi^2 l^2k} \left( |u_l(\xi)|^2 + |\partial_\xi u_l(\xi)|^2 \right) d\xi \right)^{1/2}.
\]

for \( u : \mathbb{N} \times \mathbb{R} \mapsto \mathbb{C} \) and let \( X_{a,k} \) be the corresponding Hilbert space.

By the Gearhart-Prüss theorem, we can conclude exponential decay under the transport operator in \( X_{a,-1} \) and \( X_{a,0} \) by the resolvent estimates. Adding the finite-rank operator \( L_2 \) to find the complete linearised dynamics, we still have exponential decay apart from possible eigenmodes.

In fact, the stationary states have a rotation symmetry, which means that the linearised equation has always an eigenvalue 0. Therefore, a stability result must mean that a perturbed state asymptotically converges to a possibly rotated state. This can be understood through a center-manifold reduction or by polar coordinates. Our main result exactly shows this for the full nonlinear dynamics in the absence of additional linear modes.

During the writeup F. Rousset pointed out to us, that a similar use of weighted spaces was done by Pego and Weinstein [127] in order to understand the asymptotic stability of solitary waves in the generalised Korteweg-de Vries (KdV) equation.

An additional difficulty is the handling of the regularity loss by the nonlinearity, which must be compensated by the regularisation of the linear semigroup. In this setup, we have a solution in \( X_{a,0} \) and a forcing in \( X_{a,-1} \) by the nonlinearity.

Typically, like in the work by Pego and Weinstein [127] and in the case of regularising noise (heat equation), one shows for the semigroup \( e^{tL} \) of the linear evolution an estimate of the form

\[
\| e^{tL} u \|_{a,0} \leq C t^{-1/2} e^{-at} \| u \|_{a,-1}.
\]

By the Duhamel formula, this then controls the norm at a later time \( t \), which we can use to close the argument.

However, in our case we can only expect that

\[
\| e^{tL} u \|_{a,0} \leq C t^{-1} e^{-at} \| u \|_{a,-1},
\]

which is not integrable so that this approach does not work. In order to see this, take \( L \) to be the free transport operator, where we find

\[
\| (e^{tL} u) \|_a = e^{-at} \| (u) \|_a.
\]

Hence we find

\[
\| e^{tL} \|_{X_{a,-1} \mapsto X_{a,0}} = \max_{l \in \mathbb{N}} le^{-al},
\]

which behaves in the claimed way.

In order to overcome the difficulty, we consider estimates in \( L^2 \) in time, where we can close
the estimates assuming that the nonlinearity is small. By using additional energy estimates, we can conclude a pointwise bound in time justifying the assumed smallness and yielding the result.

**Theorem 5.1.** Consider a partially locked state $f_{\text{st}}$ with velocity marginal $g$. Let $\alpha > 0$ be such that $\|\hat{g}\|_{a} < \infty$ and let $\alpha > \alpha' > 0$ be such that no eigenmode with $\Re \lambda \geq -\alpha'$ exists apart from the eigenmode corresponding to the rotation symmetry.

Then there exists $\epsilon > 0$ such that for every probability measure $f_{\text{in}} \in \mathcal{M}(\Gamma)$ with velocity marginal $g$ satisfying
\[ \|\hat{f}_{\text{in}} - \hat{f}_{\text{st}}\|_{a,0} < \epsilon, \]
there exists $\Theta_{\infty} \in \mathbb{T}$ so that the solution $f$ to the Kuramoto equation has the asymptotic behaviour
\[ \|\hat{f}(t,\cdot) - R_{\Theta_{\infty}}f_{\text{st}}\|_{a,0} = O(\epsilon^{-\alpha'}). \]

Here the hat $\hat{\cdot}$ denotes the Fourier transform as in Section 1.3, which we identified with their restriction to $\mathbb{N} \times \mathbb{R}$, and $R_{\Theta}$ is the rotated measure, i.e.
\[ (R_{\Theta}f)(\theta,\omega) = f(\theta + \Theta,\omega). \]

The possible eigenmodes can be understood by perturbing the transport operator $L_{1}$ with $L_{2}$, the effect of the perturbed order parameter on the stationary state. This can be understood as in Chapter 3 and the resolvent equation. However, $L_{2}$ is not linear over $\mathbb{C}$ as it involves the order parameter $\eta$ and its conjugate $\overline{\eta}$. We can handle this by formally separating $\eta$ and $\overline{\eta}$, which yields a $2 \times 2$ matrix condition, see Section 5.4.

Interestingly, the stability condition exactly matches the stability in the Ott–Antonsen ansatz, see Section 5.6.2.

### 5.2 Stationary states in $\mathcal{X}_{a,k}$

The exponential decay of the Fourier transform used in $\mathcal{X}_{a,k}$ can be related to the analytic continuation of the original function. Using $L^{2}$ norms, we can prove the equivalence of these notions.

**Lemma 5.2.** Let $f$ be a complex valued Radon measure on $\mathbb{R}$ and fix $\alpha > 0$. Then the map $\xi \mapsto \hat{f}(\xi)e^{\alpha \xi} \in L^{2}(\mathbb{R})$ if and only if there exists $F : \mathbb{C} \to \mathbb{C}$ such that

(i) $F$ is analytic in the strip $\{ z \in \mathbb{C} : \exists z \in (-a,0) \}$,

(ii) For all $\epsilon > 0$ holds
\[ \sup_{y \in [-a,-\epsilon]} \|F(\cdot + iy)\|_{L^{2}(\mathbb{R})} < +\infty \]
and for \( y \in [-a, -\epsilon] \) holds
\[
\| F(\cdot + iy) \|_{L^2(\mathbb{R})} = \| e^{-y \hat{f}(\cdot)} \|_{L^2(\mathbb{R})}.
\]

(iii) In \( S'(\mathbb{R}) \) holds
\[
\lim_{y \to 0^-} F(\cdot + iy) = f(\cdot).
\]

Proof. Assume that \( f \in S'(\mathbb{R}, \mathbb{C}) \) is such that \( \xi \to \hat{f}(\xi)e^{a\xi} \in L^2(\mathbb{R}) \) for some \( a > 0 \) and let \( F \) be defined by
\[
F(z) = \frac{1}{2\pi} \int_{\mathbb{R}} e^{iz\xi} \hat{f}(\xi) d\xi.
\]
Item (i) is a simple consequence of holomorphy under integral sign. Item (ii) is a basic application of Plancherel isometry.

To prove (iii), we first observe that Plancherel Theorem implies the following relation
\[
\langle F(\cdot + iy), \phi \rangle = \frac{1}{2\pi} \int_{\mathbb{R}} e^{-y\xi} \hat{f}(\xi) \overline{\hat{\phi}(\xi)} d\xi,
\]
for all \( \phi \in S(\mathbb{R}) \). A simple application of the dominated convergence theorem then yields
\[
\lim_{y \to 0^-} \frac{1}{2\pi} \int_{\mathbb{R}} e^{-y\xi} \hat{f}(\xi) \overline{\hat{\phi}(\xi)} d\xi = \frac{1}{2\pi} \int_{\mathbb{R}} \hat{f}(\xi) \phi(\xi) d\xi = \langle f, \phi \rangle,
\]
as desired.

Conversely, assume that items (i) to (iii) are fulfilled. By (iii) and the continuity of the Fourier transform in \( S' \), we have
\[
\lim_{y \to 0^-} F(\cdot + iy) = \hat{f},
\]
in \( S' \). Now (ii) implies that we can write for almost every \( \xi \)
\[
F(\cdot + iy)(\xi) = e^{-y\xi} \int_{\mathbb{R} + iy} e^{-iz\xi} F(x) dx,
\]
where the integral is to be understood in semi-convergence sense. Proceeding as in [137], holomorphy of \( F \) yields
\[
\int_{\mathbb{R} + iy} e^{-iz\xi} F(x) dx = \int_{\mathbb{R} - i\alpha} e^{-iz\xi} F(x) dx = e^{-a\xi} \int_{\mathbb{R}} e^{-iz\xi} F(x - i\alpha) dx = e^{-a\xi} u(\xi),
\]
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where \( u \in L^2(\mathbb{R}) \) as the Fourier transform of \( F(\cdot - ia) \in L^2(\mathbb{R}) \). Therefore, we get

\[
\hat{f} = \lim_{y \to 0^-} e^{-y\xi} e^{-a\xi} u \quad \text{in} \quad \mathcal{S}'(\mathbb{R})
\]

\[
= \lim_{y \to 0^-} e^{-y\xi} e^{-a\xi} u \quad \text{in} \quad \mathcal{D}'(\mathbb{R})
\]

\[
= e^{-a\xi} u
\]

from where the conclusion follows using \( u \in L^2(\mathbb{R}) \).

Recall from Section 1.3, that a possible partially locked state \( f_{\text{pls}} \) with a given velocity marginal \( g \) and order parameter \( \eta \in [0,1] \) has the form

\[
f_{\text{pls}}(\theta, \omega) = \begin{cases} 
(\alpha(\omega) \delta_{\text{arcsin}(\omega/(K\eta))}(\theta) + (1 - \alpha(\omega)) \delta_{\text{arcsin}(\omega/(K\eta))}(\theta)) g(\omega) & \text{if } |\omega| \leq K\eta, \\
\sqrt{\frac{\omega^2 - (K\eta)^2}{2\pi(\omega - K\eta \sin \theta)}} g(\omega) & \text{if } |\omega| > K\eta
\end{cases}
\]

for a measurable function \( \alpha : [-K\eta, K\eta] \to [0,1] \). Assuming the regularity \( \|\hat{g}\|_a < \infty \) on the velocity marginal, we then find that \( \|\hat{f}_{\text{pls}}\|_{a,k} < \infty \) if and only if \( \alpha \equiv 1 \), i.e. all locked oscillators are at the stable fixed point. Recall that we denoted this stable state by \( f_{\text{st}} \).

**Proposition 5.3.** Assume that \( g \in L^1(\mathbb{R}) \) and that \( \|\hat{g}\|_a < +\infty \) for some \( a > 0 \). Then, for every \( \eta \in [0,1] \), the probability measure \( f_{\text{pls}} \) defined by Equation (5.1) satisfies \( \|\hat{f}_{\text{pls}}\|_{a,k} < +\infty \) for some \( k \in \mathbb{Z} \), if and only if \( \alpha \equiv 1 \). Moreover, \( \|\hat{f}_{\text{pls}}\|_{a,k} < +\infty \) if and only if \( \|\hat{f}_{\text{pls}}\|_{a,k'} < +\infty \) for all \( k' \neq k \).

**Proof.** The proof is split into two parts. The first part shows that \( \alpha \equiv 1 \) implies the finite norm for any \( k \in \mathbb{Z} \). The second part then assures that a finite norm for any \( k \in \mathbb{Z} \) implies \( \alpha \equiv 1 \), which yields the statement.

**Proof that \( \|\hat{f}_{\text{pls}}\|_{a,k} < \infty \).** The previous lemma shows that \( g \) has an analytic continuation in the strip \( \{ z \in \mathbb{C} : \Im z \in [-a,0] \} \) and \( \beta \) is analytic in the lower half plane, cf. Lemma 4.30. The norm can therefore be expressed as

\[
\|\hat{f}_{\text{pls}}\|_{a,k} = \sum_{l \in \mathbb{N}} l^{2k} \int_{\mathbb{R}} (1 + |\omega - ia|^2) |g(\omega - ia)|^2 \left| \beta \left( \frac{\omega - ia}{K\eta} \right) \right|^{2l} d\omega.
\]

By Lemma 4.30, we have

\[
\sup_{\omega \in \mathbb{R}} \left| \beta \left( \frac{\omega - ia}{K\eta} \right) \right| < 1,
\]

and the assumed regularity on the velocity marginal

\[
\|\hat{g}\|_a = \int_{\mathbb{R}} (1 + |\omega - ia|^2) |g(\omega - ia)|^2 d\omega.
\]

Using the bounds in the integral expression shows the claimed finiteness.
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Proof of uniqueness. The proof proceeds by contradiction and relies on the following statement, whose proof is given below.

**Lemma 5.4.** Let \( f \in L^1(\mathbb{R}) \) be such that \( f(x) = 0 \) for \( |x| > \delta \) for some \( \delta > 0 \), and \( \xi \rightarrow \hat{f}(\xi)e^{i\xi} \in L^2(\mathbb{R}) \) for some \( a > 0 \). Then \( f = 0 \) a.e.

Now, in addition to \( f_{st} \), assume the existence of a PLS \( f_{pls} \) with order parameter \( \eta \), and \( \alpha \not\equiv 1 \) and \( \|\hat{f}_{pls}\|_{a,k} < +\infty \). Then expression (5.1) implies that the first Fourier coefficient of the difference \( h = f_{pls} - f_{st} \) satisfies

- \( \tilde{h}_1 \in L^1(\mathbb{R}) \),
- \( \tilde{h}_1(\omega) = 0 \) for \( |\omega| > K\eta \),
- the Fourier transform satisfies \( \xi \rightarrow \tilde{h}_1(\xi)e^{i\xi} \in L^2(\mathbb{R}) \).

However, Lemma 5.4 asserts that \( h = 0 \); hence the contradiction.

**Proof of Lemma 5.4.** Consider the shifted \( f \) such that \( \text{supp}(f) \subset [-2\delta, 0] \). We have \( |\hat{f}(z)| \leq \|f\|_1 \) for \( \Im(z) \geq 0 \). Now, introduce the map \( h \) by

\[
 h(z) = \hat{\tilde{f}} \left( \frac{i - iz}{1 + z} \right).
\]

Then \( h \) is holomorphic in the unit ball \( D = \{z : |z| < 1\} \) and continuous in \( \overline{D} \setminus \{-1\} \). Moreover, \( h \) is bounded within \( \overline{D} \setminus \{-1\} \) by \( \|f\|_1 \).

Up to dividing by \( z^n \), we can assume w.l.o.g., that \( h(0) \neq 0 \). By contradiction, assume that \( f \) is not identically 0. The mapping \( z \rightarrow \log|h(z)| \) is subharmonic (see e.g. [137, Theorem 15.19]), which yields

\[
 \log|h(0)| \leq \frac{1}{2\pi} \lim_{r \to 1^-} \int_{T} \log|h(re^{i\theta})|d\theta = \frac{1}{2\pi} \int_{T} \log|h(e^{i\theta})|d\theta,
\]

where the equality follows from Lebesgue’s dominated convergence theorem based on that the quantity \( |h(e^{i\theta})| \) is bounded above. Hence the negative part \( \log|h(e^{i\theta})| \) must be integrable over \( T \), i.e.

\[
 \int_{T} \log_- |h(e^{i\theta})|d\theta = 2 \int_{\mathbb{R}} \log_- \left| \frac{\hat{f}(x)}{1 + x^2} \right| dx < +\infty,
\]

where we have used a change of variable.

Now, let \( A = \{x \in \mathbb{R}^+ : e^{ax} |\hat{f}(x)| > 1\} \). We must have \( \text{Leb}(A) < +\infty \), otherwise we would have \( \|f\|_a = +\infty \). Moreover,

\[
 \int_{\mathbb{R}} \frac{\log_- |\hat{f}(x)|}{1 + x^2} dx \geq \int_{\mathbb{R}^+} 1_{x \notin A} \frac{\log_- |\hat{f}(x)|}{1 + x^2} dx \geq \int_{\mathbb{R}^+} 1_{x \notin A} \frac{ax}{2(1 + x^2)} dx.
\]
Now, using that $\text{Leb}(A) < +\infty$, we get
\[
\int_{\mathbb{R}^+} 1_{x \in A} \frac{ax}{1 + x^2} dx \leq C \text{Leb}(A) < +\infty,
\]
for some $C \in \mathbb{R}^+$. However, the integral $\int_{\mathbb{R}^+} 1_{x \in A} \frac{ax}{(1 + x^2)^2} dx$ also diverges, and this contradicts the fact that $\theta \to \log \frac{1}{|h(e^{i\theta})|}$ is integrable. \hfill \Box

Finally, we remark that the convergence to the partially locked state in these norms implies weak convergence.

**Lemma 5.5.** Let $\{f_n\}_{n \in \mathbb{N}}$ be a sequence of probability measures on the cylinder with frequency marginal $g$ and let $f$ be with the same property. We have
\[
\lim_{n \to \infty} \|\hat{f}_n - \hat{f}\|_{a,0} = 0 \implies \lim_{n \to \infty} f_n = f,
\]
where convergence here is understood in the weak sense.

**Proof.** The sequence of frequency marginals $\int_{\mathbb{T}} f_n(\theta, \omega) d\theta$ is tight, because it is constant. Hence, the sequence $\{f_n\}_{n \in \mathbb{N}}$ itself is tight.

Let $f'$ be any accumulation point of $\{f_n\}_{n \in \mathbb{N}}$ and let $\{n_i\}$ be the corresponding subsequence. Convergence in weak topology implies
\[
\lim_{i \to \infty} (\hat{f}_{n_i})_l(\xi) = \hat{f}'_l(\xi), \quad \forall (l, \xi).
\]

However, the convergence $\|\hat{f}_n - \hat{f}\|_{a,0} \to 0$ implies that every $(\hat{f}_n)_l$ converges in $H^1([-m, m])$, for every $m \in \mathbb{R}^+$. By the Sobolev embedding $H^1([-m, m]) \hookrightarrow C_0([-m, m])$, this implies
\[
\lim_{n \to \infty} (\hat{f}_{n_i})_l(\xi) = \hat{f}_l(\xi), \quad \forall (l, \xi).
\]

Since the Fourier transform is one-to-one, we must have $f' = f$ for every accumulation point $f'$. Hence $\lim_{n \to \infty} f_n = f$. \hfill \Box

### 5.3 Cauchy problem in $X_{a,k}$

Using energy estimates with the divergence structure, we can directly prove that the Cauchy problem in the norm $X_{a,0}$ is well-posed.

**Proposition 5.6.** Let $f_{in} \in \mathcal{M}(\Gamma)$ with velocity marginal $g$ satisfying $\|\hat{f}_{in}\|_{a,0} < \infty$ and $\|\hat{g}\|_{a} < \infty$ for some $a > 0$. Then the solution to the Kuramoto equation with initial data $f_{in}$ satisfies
\[
\sup_{t \in [0, T]} \|\hat{f}(t)\|_{a,0} < \infty
\]
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for all $T > 0$. Moreover, the map $t \mapsto \hat{f}(t)$ is strongly continuous in $X_{a,0}$.

We identified the evolution of the Fourier transform $\hat{u}(t) = \hat{f}_{|N \times \mathbb{R}}$ in Theorem 4.7, which we recall as

$$\partial_t \hat{u}_l(\xi) = l \partial_\xi \hat{u}_l(\xi) + \frac{K l}{2} \left( u_1(0) u_{l-1}(\xi) - \overline{u_1(0)} u_{l+1}(\xi) \right), \quad \forall (l, \xi) \in N \times \mathbb{R}, \quad (5.2)$$

with the identification $u_0 = \hat{g}$. Using energy estimates, we can construct solutions in $X_{a,0}$ with the claimed property.

**Lemma 5.7.** Assume that $\|\hat{g}\|_a < +\infty$ for some $a > 0$. For every $u_{in}$ in $X_{a,0}$, there exists a unique weak solution $u$ of Equation (5.2) that satisfies $u(0) = u_{in}$ and

$$u \in L^\infty(0, T, X_{a,0}) \cap L^2(0, T, X_{a,1/2})$$

for all $T > 0$. Moreover, $u$ belongs to $C(\mathbb{R}^+, X_{a,0})$.

This shows the main result with the uniqueness from Theorem 4.9.

**Proof of Proposition 5.6.** Let $f = \hat{f}(t)$ be a solution of the Kuramoto equation with initial data $f_{in}$ and let $u_f := \hat{f}_{|N \times \mathbb{R}}$. Clearly, $u_f$ solves (5.2), and as the Fourier transform of a measure and it is uniformly bounded in $(l, \xi)$. Let now $u$ be the solution of (5.2) given by Lemma 5.7, with initial data $u_{in}$. Then, $u_f$ and $u$ both satisfy the assumption for the uniqueness theorem 4.9 for any $\beta > 0$, which implies $u_f = u$. \qed

**Proof of Lemma 5.7.** The proof of existence proceeds via an approximation scheme and a standard compactness argument based on Aubin-Lions Lemma. We start with the a priori estimates that are crucial for the limit processes. (NB: these estimates are well-defined for those $\{u(\xi)\}$ that are finite vectors of smooth functions with compact support).

The first estimate is obtained by testing (5.2) against $e^{2a\xi l^{-1}} u_l(\xi)$. After integration in $\xi$, summation in $l$, and taking the real part, we obtain

$$\frac{1}{2} \frac{d}{dt} \sum_{l \in N} \int_{\mathbb{R}} e^{2a\xi} \frac{|u_l(\xi)|^2}{l} d\xi + a \sum_{l \in N} \int_{\mathbb{R}} e^{2a\xi} |u_l(\xi)|^2 d\xi = -K \sum_{l \in N} \int_{\mathbb{R}} e^{2a\xi} u_1(0) u_{l-1}(\xi) \overline{u_l(\xi)} d\xi - \sum_{l \in N} \int_{\mathbb{R}} e^{2a\xi} \overline{u_1(0)} u_{l+1}(\xi) u_l(\xi) d\xi$$

$$= -K \left( u_1(0) \right) \int_{\mathbb{R}} e^{2a\xi} \hat{g}(\xi) u_1(\xi) d\xi,$$

where the last equality follows from a change $l \mapsto l + 1$ of index in the first sum. Using the Cauchy-Schwarz inequality, it follows that we have

$$\frac{1}{2} \frac{d}{dt} \sum_{l \in N} \int_{\mathbb{R}} e^{2a\xi} \frac{|u_l(\xi)|^2}{l} d\xi + a \sum_{l \in N} \int_{\mathbb{R}} e^{2a\xi} |u_l(\xi)|^2 d\xi \leq K |u_1(0)| \|\hat{g}\|_a \left( \int_{\mathbb{R}} e^{2a\xi} |u_1(\xi)|^2 d\xi \right)^{1/2}.$$
Proceeding similarly for the derivative $\partial_\xi u_l(\xi)$ and combining the resulting inequality with the one here then yields

$$\frac{d}{dt}\|u\|^2_{a,-1/2} + 2a\|u\|^2_{a,0} \leq 2\sqrt{2}K\|u_1(0)\||\hat{g}\|_a\|u_1\|_a,$$

Now, using the Sobolev embedding $H^1(-1,1) \hookrightarrow C([-1,1])$, we infer

$$|u_1(0)| \leq C\|u\|_{a,-1/2}, \quad (5.3)$$

for some $C \in \mathbb{R}^+$. We also have $\|u_1\|_a \leq \|u\|_{a,-1/2}$ and the Gronwall’s Lemma and the assumption $\|\hat{g}\|_a < +\infty$ imply the existence of $C_1 \in \mathbb{R}^+$ such that

$$\|u(t)\|^2_{a,-1/2} + 2a\int_0^t \|u(s)\|^2_{a,0}ds \leq e^{C_1t}\|u_{in}\|^2_{a,-1/2}, \quad \forall t \in \mathbb{R}^+.$$

In particular, (5.3) implies

$$\sup_{t \in [0,T]} |u_1(t,0)| < +\infty, \quad \forall T \in \mathbb{R}^+,$$

provided that $\|u_{in}\|_{a,0} < +\infty$.

With this control on $|u_1(t,0)|$, provided, we can now pass to the estimate on $\|u\|_{a,0}$. To that goal, we test (5.2) against $e^{\alpha t}u_l(\xi)$. Proceeding as before, we obtain

$$\frac{1}{2}\frac{d}{dt}\sum_{l \in \mathbb{N}} \int_\mathbb{R} e^{2\alpha t}|u_l(\xi)|^2d\xi + a\sum_{l \in \mathbb{N}} \int_\mathbb{R} e^{2\alpha t}|u_l(\xi)|^2d\xi$$

$$= -K\mathbb{R} \left( \sum_{l \in \mathbb{N}} \int_\mathbb{R} e^{2\alpha t}u_l(0)u_{l-1}(\xi)\hat{u}_l(\xi)d\xi - \sum_{l \in \mathbb{N}} \int_\mathbb{R} e^{2\alpha t}u_l(0)u_{l+1}(\xi)\hat{u}_l(\xi)d\xi \right)$$

$$= -K|u_1(0)| \left( \|\hat{g}\|_a \left( \int_\mathbb{R} e^{2\alpha t}|u_1(\xi)|^2d\xi \right)^{1/2} + \sum_{l \in \mathbb{N}} \int_\mathbb{R} e^{2\alpha t}|u_l(\xi)|^2d\xi \right).$$

Repeating the argument for the derivative $\partial_\xi u_l(\xi)$ then yields

$$\frac{d}{dt}\|u\|^2_{a,0} + 2a\|u\|^2_{a,1/2} \leq 2K \left( \sqrt{2}|u_1(0)||\hat{g}\|_a\|u_1\|_a + |u_1(0)||u_l\|^2_{a,0} \right).$$

Finally, we use on one hand the bound (5.3) with $\|u\|_{a,0}$ instead of $\|u\|_{a,-1/2}$ and the inequality $\|u_1\|_a \leq \|u\|_{a,0}$, and on the other hand the first estimate on $\sup_{t \in [0,T]} |u_1(t,0)|$, to conclude the existence of $C_T < +\infty$ (growing at most exponentially with $T \in \mathbb{R}^+$) such that the
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following inequality holds

\[
\|u(t)\|_{a,0}^2 + 2a \int_0^t \|u(s)\|_{a,2}^2 \, ds \leq e^{Crt}\|u_{in}\|_{a,0}^2, \, \forall t \in [0, T].
\] (5.4)

This estimate allows one to construct a global weak solution using standard arguments. For instance, one can consider a sequence of approximate systems, by projecting equation (5.2) onto a finite number of modes:

\[
\partial_t u^n_l(\xi) = b\partial_\xi u^n_l(\xi) + \mathbb{P}_n \left( \frac{K}{2} \left( u^n_l(0)u^n_{l-1}(\xi) - \overline{u^n_l(0)}u^n_{l+1}(\xi) \right) \right), \quad \forall (l, \xi) \in \{1, \ldots, n\} \times \mathbb{R}. \tag{5.5}
\]

Here, \(\mathbb{P}_n\) is the projection onto modes \(l \in \{1, \ldots, n\}\). The approximate initial data \(u^n(0) := u^n_{in}\) is taken smooth, zero for \(l > n\) and \(|\xi| > n\), and such that it converges to \(u_{in}\) in \(X_{a,0}\). For any given \(n\), (5.5) is a simple transport equation with a smooth semilinear term and a smooth and compactly supported initial data. The existence of a local in time solution \(u^n\) is well-known [133]. The solution is smooth and compactly supported, with \(\text{supp}(u(t)) \subset \{1, \cdots, n\} \times [-n(1 + t), n - t]\). Moreover, the previous a priori estimates extend straightforwardly to this approximate equation

\[
\|u^n(t)\|_{a,0}^2 + 2a \int_0^t \|u^n(s)\|_{a,2}^2 \, ds \leq e^{Crt}\|u^n_{in}\|_{a,0}^2 \leq C'e^{Crt}, \, \forall t \in [0, T],
\]

for any \(T\) less than the maximal time of existence \(T^n\). It follows in particular that \(T^n\) is infinite. Indeed, assume a contrario that \(T^n\) is finite. As \(u^n\) is compactly supported, the previous bound implies that \(u^n\) belongs to \(L^\infty([0, T^n) \times \{1, \ldots, n\} \times \mathbb{R})\). This prevents blow up of the solution in finite time, and we get a contradiction.

Let \(T > 0\). From the bound on \((u^n)_{n\in\mathbb{N}}\) in \(L^\infty(0, T, X_{a,0})\), one can obtain a bound on the sequence \((\partial_t u^n)_{n\in\mathbb{N}},\) using equation (5.5). More precisely, the quantity \(h^n_l(t, \xi) := \frac{\partial_t u^n_l(t, \xi)}{t}\) is such that

\[(\partial_t h^n)_{n\in\mathbb{N}}\) is bounded in \(L^\infty(0, T, L^2(\mathbb{R}^2; e^{2a\xi}d\xi)).\n\]

Thus, \((u^n_l)_{n\in\mathbb{N}}\) is bounded in \(L^\infty(0, T, H^1(-1, 1))\) and the time derivative \((\partial_t u^n_l)_{n\in\mathbb{N}}\) is bounded in \(L^\infty(0, T, L^2(-1, 1))\). By Aubin-Lions Lemma, one obtains the strong convergence of a subsequence of \((u^n_l(\cdot, 0))_{n\in\mathbb{N}}\) in \(L^\infty(0, T)\). Together with the weak compactness of \((u^n)_{n\in\mathbb{N}}\) in \(L^\infty(0, T, X_{a,0}) \cap L^2(0, T, X_{a,0}^\prime)\), this allows to take the limit \(n \to +\infty\) in (5.5) and yields the existence of a solution \(u\) of (5.2).

For the proof of uniqueness, we use an energy estimate for the difference \(v = u_2 - u_1\) of
two solutions. Proceeding similarly to as for the a priori estimate above, one first obtains
\[
\frac{1}{2} \frac{d}{dt} \sum_{l \in \mathbb{N}} \int_{\mathbb{R}} e^{2aξ} \frac{|v_l(ξ)|^2}{l^2} dξ + a \sum_{l \in \mathbb{N}} \int_{\mathbb{R}} e^{2aξ} \frac{|v_l(ξ)|^2}{l} dξ =
\]
\[
-K \mathbb{R} \left( (u_1)_1(0) \sum_{l \in \mathbb{N}} \int_{\mathbb{R}} e^{2aξ} \frac{v_l(ξ)}{l} \frac{u_{l+1}(ξ)}{l+1} dξ + v_1(0) \sum_{l \in \mathbb{N}} \int_{\mathbb{R}} e^{2aξ} \frac{(u_2)_l(ξ)}{l} \frac{v_l(ξ)}{l} dξ \right)
\]
and then
\[
\frac{d}{dt} \|v\|_{a,-1}^2 + 2a \|v\|_{a,-1/2}^2 \leq C' \|v\|_{a,-1}^2,
\]
for some \(C' \in \mathbb{R}^+\). Applying Gronwall’s Lemma, the assumption \(v(0) = 0\) implies that \(v(t) = 0\) for all \(t > 0\) as desired.

To prove continuity, letting \(h(t, ξ) = \frac{u(t, ξ)}{l}\), we first observe that
\[
h \in L^\infty(0, T, X_{a,1}) \quad \text{and} \quad \partial_t h \in L^\infty(0, T, l^2(N, L^2(e^{2aξ} dξ)))
\]
for all \(T \in \mathbb{R}^+\).

From standard functional analysis (see e.g. Theorem 2.1 in [146]), it follows that \(h\) is weakly continuous in time with values in \(X_{a,1}\), and thus \(u \in C_w(\mathbb{R}^+, X_{a,0})\). Moreover, since \(X_{a,0}\) is a Hilbert space (hence a uniformly convex space) to obtain strong continuity, it suffices to prove that
\[
t \mapsto \|u(t)\|_{a,0}
\]
is continuous (see e.g. Proposition 3.32 in [24]). We consider separately the cases \(t = 0^+\) and \(t > 0\).

Right continuity at 0 is rather straightforward. On one hand weak continuity implies
\[
\liminf_{t \to 0^+} \|u(t)\|_{a,0} \geq \|u(0)\|_{a,0}.
\]
On the other hand, the estimate (5.4) above implies
\[
\limsup_{t \to 0^+} \|u(t)\|_{a,0} \leq \|u(0)\|_{a,0}.
\]

For \(t > 0\), we use the regularization effect induced by the weight. The integral term of (5.4) shows that
\[
\|u(δ)\|_{a,1/2} < +\infty, \quad \text{for a.e. } δ \in \mathbb{R}^+.
\]
Take any such \(δ\). By mimicking the arguments above, one can construct a solution \(\tilde{u} = \{\tilde{u}_l(t, ξ)\}\) of (5.2) over \((δ, +∞)\) satisfying
\[
\tilde{u} \in L^\infty(δ, T, X_{a,1}) \cap L^2(δ, T, X_{a,1}), \quad \text{for all } T > δ.
\]
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with \( \tilde{u}(\delta) = u(\delta) \). By invoking the uniqueness of the solution in \( L^\infty(\delta, T, X_{a,0}) \cap L^2(\delta, T, X_{a,1/2}) \), we deduce \( \tilde{u} = u \). It follows in particular that \( u \in L^2(\delta, T, X_{a,1}) \) for any \( T > \delta > 0 \). It is then easily seen that (5.2) reads

\[
\partial_t u_l(\xi) - l \partial_\xi u_l(\xi) = F_l(\xi)
\]

where \( F \in L^2(\delta, T, X_{a,0}) \) for any \( T > \delta > 0 \). Using the explicit formula

\[
u_l(t, \xi) = u_l(\delta, \xi) + \int_\delta^t F_l(s, \xi + l(t - s)) ds, \quad t > \delta > 0\]

one can check that \( u \) is continuous at positive times with values in \( X_{a,0} \).

5.4 Linear analysis

As for the Cauchy problem, the dynamics of a perturbation is studied in Fourier variables. For a stationary state \( f_{st} \) with order parameter \( \eta_{st} \), we consider the evolution of a perturbed system \( f_{st} + u \) in Fourier variables. Throughout the analysis we will take w.l.o.g. \( \eta_{st} \in [0, 1] \) and use \( u \) to denote a perturbation in Fourier variables. Focusing again on the spatial modes \( l \in \mathbb{N} \) and using the notation \( u_0 \equiv 0 \), the evolution is governed by

\[
\partial_t u = Lu + Qu,
\]

where \( L = L_1 + L_2 \) is the linearisation given by

\[
(L_1 u)_l(\xi) = l \left( \partial_\xi u_l(\xi) + \frac{K \eta_{st}}{2} (u_{l-1}(\xi) - u_{l+1}(\xi)) \right),
\]

and

\[
(L_2 u)_l(\xi) = \frac{K l}{2} \left( u_1(0)(f_{st})_{l-1}(\xi) - \overline{u_1(0)(f_{st})_{l+1}(\xi)} \right),
\]

and the nonlinearity

\[
(Q u)_l(\xi) = \frac{K l}{2} \left( u_1(0) u_{l-1}(\xi) - \overline{u_1(0) u_{l+1}(\xi)} \right).
\]

Throughout we fix \( a > 0 \) such that the velocity marginal \( g \) satisfies \( \| g \|_a < \infty \). For any \( k \in \mathbb{N} \) the transport operator \( L_1 \) is a closed densely-defined operator on \( X_{a,k} \) with domain

\[
D_{a,k} = \{ u \in X_{a,k} : L_1 u \in X_{a,k} \}.
\]

The density can easily be seen from the fact that \( D_{a,k} \) contains all smooth compactly supported functions. As the free transport operator \( l \partial_\xi \) generates a strongly continuous semigroup, it is closed and thus is the combined operator \( L_1 \).
5.4 Linear analysis

5.4.1 Transport operator

In the coherent state we could explicitly solve the transport operator and conclude the decay. For the inhomogeneous state, we replace this with the following resolvent estimate. This is the key estimate capturing the decay and the main reason for the choice of the norm.

**Lemma 5.8.** Let \( k \in \{-1, 0\} \). The resolvent set of \( L_1 \) over \( X_{a,k} \) contains the half-plane \( \Re(\lambda) > -a \) and we have

\[
\|(\lambda I - L_1)^{-1}\|_{a,-1 \to X_{a,0}} \leq \frac{1}{\min\{a, \Re(\lambda) + a\}}, \quad \forall \lambda \in \mathbb{C} : \Re(\lambda) > -a.
\]

Moreover, letting \( \lambda_0 = -a + \frac{K\eta}{2} \), we have in the half-plane \( \Re(\lambda) > \lambda_0 \)

\[
\|(\lambda I - L_1)^{-1}\|_{a,k} \leq \frac{1}{\Re(\lambda) - \lambda_0}.
\]

By the Hille-Yosida theorem \( L_1 \) therefore generates a strongly continuous semigroup. In addition, the first estimate of Lemma 5.8 implies that \( \|(\lambda I - L_1)^{-1}\|_{a,k} \) is uniformly bounded over the half-plane \( \Re(\lambda) > -a + \epsilon \) for any \( \epsilon > 0 \). The Gearhart-Prüss Theorem (see e.g. Corollary 2.2.5 in [116]) then implies that the semigroup \( e^{tL_1} \) must be exponentially stable with some rate \( b > a - \epsilon \).

**Corollary 5.9.** For \( k \in \{-1, 0\} \), the operator \( L_1 \) generates a strongly continuous semigroup on \( X_{a,k} \). Moreover, for every \( b < a \), there exist \( C \in \mathbb{R}^+ \) such that

\[
\|e^{tL_1}\|_{a,k} \leq Ce^{-bt}, \quad \forall t \in \mathbb{R}^+.
\] (5.6)

Moreover, the first estimate shows the needed gain of regularity.

**Proof of Lemma 5.8.** To derive the claimed inequalities, we consider the resolvent equation

\[
(\lambda I - L_1)u = v.
\]

The second estimate is obtained by testing against \( e^{2a\xi l^2k}u_l(\xi) \), under the assumption \( \|u\|_{a,k} < +\infty \). After integration in \( \xi \), summation in \( l \) and taking the real part, we obtain

\[
\Re(\lambda) \sum_{l \in \mathbb{N}} \int_{\mathbb{R}} e^{2a\xi l^2k}|u_l(\xi)|^2 d\xi + a \sum_{l \in \mathbb{N}} \int_{\mathbb{R}} e^{2a\xi l^2k+1}|u_l(\xi)|^2 d\xi
\]

\[
- \frac{K\eta}{2} \Re \left( \sum_{l \in \mathbb{N}} \int_{\mathbb{R}} e^{2a\xi l^2k+1}(u_{l-1}(\xi)u_l(\xi) - u_{l+1}(\xi)u_l(\xi)) d\xi \right) \leq \|u\|_{a,k}\|v\|_{a,k}
\]

A change \( l \mapsto l + 1 \) of index in the third sum yields, also using \( u_0(\xi) = 0 \) and simplifying the
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expression of \((l+1)^{2k+1} - l^{2k+1}\) for \(k \in \{-1, 0\}\)

\[
(\Re(\lambda) + a) \sum_{l \in \mathbb{N}} \int_{\mathbb{R}} e^{2a\xi l^{2k}} |u_l(\xi)|^2 d\xi
\leq \frac{K \eta}{2} \Re \left( \sum_{l \in \mathbb{N}} \int_{\mathbb{R}} e^{2a\xi ((l+1)^{2k+1} - l^{2k+1})} u_l(\xi) \bar{u}_{l+1}(\xi) d\xi \right) + \|u\|_{a,k} \|v\|_{a,k}
\leq \frac{K \eta}{2} \|u\|_{a,k}^2 + \|u\|_{a,k} \|v\|_{a,k}.
\]

As in the proof of Lemma 5.7, one can proceed similarly for the derivative \(\partial_\xi u_l(\xi)\) and the second estimate easily follows.

For the first estimate, we proceed similarly for \(k = -1/2\) and use the inequality

\[
\Re(\lambda) \sum_{l \in \mathbb{N}} \int_{\mathbb{R}} e^{2a\xi} |u_l(\xi)|^2 d\xi \leq \Re(\lambda) \sum_{l \in \mathbb{N}} \int_{\mathbb{R}} e^{2a\xi} l^{-1} |u_l(\xi)|^2 d\xi, \quad \forall \lambda : \Re(\lambda) \leq 0,
\]

to obtain

\[
\min\{a, \Re(\lambda) + a\} \sum_{l \in \mathbb{N}} \int_{\mathbb{R}} e^{2a\xi} |u_l(\xi)|^2 d\xi \leq \|u\|_{a,0} \|v\|_{a,-1},
\]

and then

\[
\|u\|_{a,0} \leq \frac{\|v\|_{a,-1}}{\min\{a, \Re(\lambda) + a\}}, \quad \forall \lambda \in \mathbb{C} : \Re(\lambda) > -a,
\]

from where the first estimate follows. Finally, standard arguments (e.g. Galerkin approximation) based on this estimate show that \(\lambda I - L_1\) is invertible for \(\Re(\lambda) > -a\).

5.4.2 Eigenmodes

The operator \(L_2\) depends only on the order parameter and, as discussed in Section 3.1, we can use Duhamel’s principle to derive a Volterra equation for the order parameter. However, the eigenmode analysis works over \(\mathbb{C}\) and \(L_2\) is not linear over \(\mathbb{C}\).

In order to get a \(\mathbb{C}\)-linear operator and to investigate its spectral properties, one may consider the real and imaginary parts separately, as in \([109, 120]\). We use an alternative approach here, based on complex conjugates. Given \(u = \{u_l(\xi)\}_{\mathbb{N} \times \mathbb{R}}\) and \(v = \{v_l(\xi)\}_{\mathbb{N} \times \mathbb{R}}\) (which is a substitute for \(\overline{\eta}\)), let

\[
u = \{u_l(\xi)\}_{\mathbb{N} \times \mathbb{R}}\text{ where } u_l(\xi) = \begin{pmatrix} u_l(\xi) \\ v_l(\xi) \end{pmatrix} \in \mathbb{C}^2, \quad \forall (l, \xi) \in \mathbb{N} \times \mathbb{R},
\]

and consider the operator \(L = L_1 + L_2\) defined by

\[
(L_1 u)_l(\xi) = \begin{pmatrix} (L_1 u)_l(\xi) \\ (L_1 v)_l(\xi) \end{pmatrix}
\]
and
\[ (L_2 u)_i(\xi) = \frac{K l}{2} \begin{pmatrix} (f_{st})_{l-1}(\xi) & - (f_{st})_{l+1}(\xi) \\ - (f_{st})_{l+1}(\xi) & (f_{st})_{l-1}(\xi) \end{pmatrix} \begin{pmatrix} u_1(0) \\ v_1(0) \end{pmatrix}. \]

The operators \( L_i \) are defined in such a way that when \( v_l(\xi) = u_l(\xi) \), we have
\[ (L_i u)_i(\xi) = S_i(L_i u)(\xi), \quad \text{for } i = 1, 2. \]

As \( L_1 \) is just the tensor product of \( L_1 \), it generates a semigroup with the results from Corollary 5.9. Now \( L_2 \) is a bounded \( C \)-linear operator, so that \( L \) generates a strongly continuous semigroup. For the range of \( L_2 \) we also introduce \( \hat{p}_k \) for \( k \in \mathbb{Z} \) by
\[ (\hat{p}_k)_l(\xi) = f_{st}^{l+k} - f_{st}^{l-k}, \quad \forall (l, \xi) \in \mathbb{N} \times \mathbb{R}. \]

Using Duhamel’s principle as in Section 3.1 then shows that the order parameter \( \eta \) of the perturbation satisfies the Volterra equation
\[ \begin{pmatrix} \bar{\eta}(t) \\ \eta(t) \end{pmatrix} + \int_0^t k(t - s) \begin{pmatrix} \bar{\eta}(s) \\ \eta(s) \end{pmatrix} ds = F(t) \]
with the kernel
\[ k(t) = - \frac{K}{2} \begin{pmatrix} (e^{t L_1} \hat{p}_0)_1(0) & - (e^{t L_1} \hat{p}_2)_1(0) \\ - (e^{t L_1} \hat{p}_2)_1(0) & (e^{t L_1} \hat{p}_0)_1(0) \end{pmatrix} \]
and the forcing
\[ F(t) = (e^{t L_1} u_{in}_1(0)). \]

Thus we find an eigenmode \( \lambda \in \mathbb{R} \lambda > -a \) in the complexified version if
\[ \det \left( \text{Id} - \frac{K}{2} M(\lambda, \eta_{st}) \right) = 0, \]
where
\[ M(\lambda, \eta_{st}) = \begin{pmatrix} ((\lambda \text{Id} - L_1)^{-1} \hat{p}_0)_1(0) & -((\lambda \text{Id} - L_1)^{-1} \hat{p}_2)_1(0) \\ -((\lambda \text{Id} - L_1)^{-1} \hat{p}_2)_1(0) & ((\lambda \text{Id} - L_1)^{-1} \hat{p}_0)_1(0) \end{pmatrix}. \]

In fact, we can show that the complexification does not introduce and spurious eigenmodes. Therefore, it describes the linear stability accurately. In particular, the existence of such an eigenmode means that the order parameter is not decaying under the linear evolution and
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d This is the main observable of the system.

Resolvent of $L$

As we need to derive the decay and regularisation of the linear semigroup from the resolvent estimates, we establish the eigenmode condition on the level of the resolvent of $L$. We note, however, that the results can also be obtained by studying the Volterra equation like in Section 4.3.

By the Riemann-Lebesgue lemma, we can characterise the behaviour of $M$.

**Lemma 5.10.** The matrix $M(\lambda, \eta_{st})$ from (5.7) is analytic in $\Re \lambda > -a$. Moreover, for any $a' < a$ we have $\|M(\lambda, \eta_{st})\| \to 0$ uniformly as $|\lambda| \to \infty$ in $\Re \lambda > -a'$.

*Proof.* As the Laplace transform, the decay Corollary 5.9 shows the claimed analyticity in the region. The decay follows likewise from the decay of the semigroup $\e^{tL_1}$ and the Riemann-Lebesgue lemma. \hfill $\square$

The spectrum of $L$ can now be described by the following lemma.

**Lemma 5.11.** Let $k \in \{-1, 0\}$. In the region $\{\lambda \in \C : \Re \lambda > -a\}$, the operator $L$ on $\chi_{a,k}^2$ has only a discrete spectrum, where the eigenvalues are the roots

$$\det(\Id - \frac{K}{2}M(\lambda, \eta_{st})) = 0.$$ 

For $a' < a$ there exists a constant $R$ such that

$$\sup_{\Re \lambda > a', |\lambda| > R} \|((-a' + iy)\Id - L)^{-1}\|_{\chi_{-1,a} \to \chi_{-1,0}} < +\infty.$$ 

In particular, if $a' < a$ is such that the line $\{\lambda \in \C : \Re \lambda = -a'\}$ does not contain an eigenvalue, then

$$\sup_{y \in \R} \|((-a' + iy)\Id - L)^{-1}\|_{\chi_{-1,a} \to \chi_{-1,0}} < +\infty.$$ 

*Proof.* By Corollary 5.9, the operator $L_1$ generates a strongly continuous semigroup with decay rate at least $a$. Hence the resolvent contains the claimed region. The operator $L_2$ is a bounded finite-rank operator and thus does not change the essential spectrum of $L$.

For the discrete spectrum, let

$$U = \{U_t(\xi)\}_{t \in \R} \text{ where } U_t(\xi) = \left(\begin{array}{c} U_t(\xi) \\ V_t(\xi) \end{array}\right) \in \C^2,$$

then the resolvent equation $(\lambda\Id - L)u = U$ can be written in the region $\Re(\lambda) > -a$

$$(\Id - (\lambda\Id - L_1)^{-1}L_2)u = (\lambda\Id - L_1)^{-1}U.$$
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An important property is that the vector \( L_2 u \), and hence \((\lambda \text{Id} - L_1)^{-1} L_2 u\), only involves the component \( u_1(0) \) of \( u \). Using also the commutation \( L_1 \pi = L_1 \bar{u} \), it follows that the component \((l, \xi) = (1, 0)\) of the resolvent equation writes

\[
\left( \text{Id} - \frac{K}{2} M(\lambda, \eta_{st}) \right) u_1(0) = (\lambda \text{Id} - L_1)^{-1} U_1(0),
\]

(5.8)

Therefore, in the case where \( \text{Id} - \frac{K}{2} M(\lambda, \eta_{st}) \) is invertible, let \( u^* = \{u^*_l(\xi)\}^{N \times \mathbb{R}} \) be any vector for which \( u^*_1(0) \) solves (5.8). We infer that the resolvent equation has a solution given by

\[
u = (\lambda \text{Id} - L_1)^{-1} (L_2 u^* + U) ,
\]

which is unique since \((\lambda \text{Id} - L_1)^{-1} L_2 u^*\) only involves the component \( u_1^*(0) \).

For \( a' < a \) the inverse of \( M \) for \( \Re \lambda > -a' \) can be controlled by Lemma 5.10 for large enough \(|\lambda|\). Hence the claimed supremum bound follows from Lemma 5.8. Likewise, if \( a' < a \) is chosen with no poles on the line \( \Re \lambda = -a' \), the solution for \( u_1(0) \) is bounded and the result follows.

On the other hand, if \( \det (\text{Id} - \frac{K}{2} M(\lambda, \eta_{st})) = 0 \), let \( u^\dagger \) be with component \( u^\dagger_1(0) \in \ker (\text{Id} - \frac{K}{2} M(\lambda, \eta_{st})) \).

Using once again that \((\lambda \text{Id} - L_1)^{-1} L_2 u^\dagger \) only involves \( u^\dagger_1(0) \), one directly checks that \((\lambda \text{Id} - L_1)^{-1} L_2 u^\dagger \) is an eigenvector of \( L \) with eigenvalue \( \lambda \). Consequently, \( \det (\text{Id} - \frac{K}{2} M(\lambda, \eta_{st})) = 0 \) if and only if \( \lambda \) is an eigenvalue of \( L \) in the half-plane \( \Re(\lambda) > -a \).

### Absence of spurious modes

We show that the complexification process does not generate unstable spurious modes, i.e. to any eigenvalue \( \lambda \) with \( \Re(\lambda) > 0 \) of \( L \) (resp. non-zero eigenvalue on the imaginary axis), corresponds a diverging (resp. rotating) solution of \( \partial_t u = Lu \). We consider the cases \( \Im(\lambda) \neq 0 \) and \( \lambda \in \mathbb{R} \) separately.

**Case** \( \Im(\lambda) \neq 0 \). In this case also \( \overline{\lambda} \) must be an eigenvalue of \( L \). Choose \( u \) with components

\[
u_1(0) = \left( \begin{array}{c} u_1(0) \\ v_1(0) \end{array} \right) \in \ker \left( \text{Id} - \frac{K}{2} M(\lambda, \eta_{st}) \right)
\]

and \( \pi \) with components

\[
\pi_1(0) = \left( \begin{array}{c} \pi_1(0) \\ \overline{\pi}_1(0) \end{array} \right) \in \ker \left( \text{Id} - \frac{K}{2} M(\overline{\lambda}, \eta_{st}) \right).
\]
Then the trajectory \( t \mapsto U(t) \), (uniquely) defined by
\[
U(t) = e^{\lambda t} (\lambda \text{Id} - L_1)^{-1} L_2 u + e^{\lambda t} (\lambda \text{Id} - L_1)^{-1} L_2 \eta,
\]
is a solution of the equation \( \partial_t u = Lu \). Moreover, this solution components satisfy
\[
(V(t))_l(\xi) = (U(t))_l(\xi);
\]
hence the definition of \( L \) implies that \( \{(U(t))_l(\xi)\}_{N \times \mathbb{R}} \) satisfies the equation \( \partial_t u = Lu \).

**Case** \( \lambda \in \mathbb{R} \). In this case, the matrix \( \text{Id} - \frac{K}{2} M(\lambda, \eta_{st}) \) must be Hermitian and of the form
\[
\rho \begin{pmatrix}
e^{i\phi_0} & e^{i\phi_2} \\
e^{-i\phi_2} & e^{-i\phi_0}
\end{pmatrix},
\]
for some \( \phi_0, \phi_2 \in \mathbb{T} \) and \( \rho \in \mathbb{R}^+ \). Clearly, as \( \rho \neq 0 \), the kernel of this matrix is spanned by
\[
\begin{pmatrix}
e^{i\phi} \\
e^{-i\phi}
\end{pmatrix}
\]
for a given \( \phi \in \mathbb{T} \). Letting \( u_1(0) \) be in this kernel and \( U(t) = e^{\lambda t} (\lambda \text{Id} - L_1)^{-1} L_2 u \), we have that the first component \( \{(U(t))_l(\xi)\}_{N \times \mathbb{R}} \) must also satisfy the equation \( \partial_t u = Lu \) in this case.

**Stability condition**

The rotation symmetry \( R_{\Theta} \) of the Kuramoto equation expresses as a phase symmetry in Fourier variables, i.e. if \( t \mapsto u(t) = \{u_l(t, \xi)\}_{N \times \mathbb{R}} \) satisfies (5.2), then for every \( \Theta \in \mathbb{T} \), the trajectory \( t \mapsto R_{\Theta} u(t) \), where \( (R_{\Theta} u(t))_{l,\xi} = e^{i\Theta l} u_l(t, \xi) \), also solves that equation. As noted in [109], this indifference to phase changes implies that we must have
\[
Lu = 0 \quad \text{for } u = D \hat{R} \hat{f}_{st},
\]
where \( D \hat{R} := \frac{dR_{\Theta}}{d\Theta}|_{\Theta=0} \) is the symmetry infinitesimal generator and writes
\[
(D \hat{R} u)_l(\xi) = i l u_l(\xi).
\]
In particular, \( L \) has always the eigenvalue 0.

If this is the only eigenvalue with nonnegative real part, we define the partially locked state as linear stable. Indeed if it fails, the order parameter is not decaying, so that the system cannot appear to be stable.

**Definition 5.12.** The stationary state \( f_{st} \) is stable with rate \( a' < a \) if

\[
\det \left( \text{Id} - \frac{K}{2} M(\lambda, \eta_{st}) \right) \neq 0 \quad \text{for } \Re \lambda \geq -a' \text{ and } \lambda \neq 0
\]
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and

$$\liminf_{\lambda \to 0} \left| \frac{1}{\lambda} \det \left( \text{Id} - \frac{K}{2} M(\lambda, \eta_{st}) \right) \right| > 0.$$  

This is precisely the sense in the statement of Theorem 5.1 and the second part ensures that the eigenvalue 0 is simple. Indeed as in Lemma 4.21, we would otherwise have a generalised eigenmode not corresponding to the rotation symmetry.

By Lemma 5.10 we can always find a decay rate if there is no other non-negative eigenvalue.

**Proposition 5.13.** If \( f_{st} \) is such that

$$\det \left( \text{Id} - \frac{K}{2} M(\lambda, \eta_{st}) \right) \neq 0 \quad \text{for } \Re \lambda \geq 0 \text{ and } \lambda \neq 0$$

and

$$\liminf_{\lambda \to 0} \left| \frac{1}{\lambda} \det \left( \text{Id} - \frac{K}{2} M(\lambda, \eta_{st}) \right) \right| > 0,$$

then there exists \( a' > 0 \) such that \( f_{st} \) is stable in the sense of Definition 5.12.

**Proof.** The function

$$\lambda \to \det \left( \text{Id} - \frac{K}{2} M(\lambda, \eta_{st}) \right)$$

is by Lemma 5.10 analytic in \( \Re \lambda > -a \) and converges to 1 as \( |\lambda| \to \infty \) in \( \Re \lambda > -a + \epsilon \) for any \( \epsilon > 0 \). Hence it can only have finitely many roots so that a claimed rate \( a' \) exists.  

Using the special form of the stationary states, we can express the components of \( M \) as explicit integrals for \( \Re \lambda > 0 \).

**Proposition 5.14.** For \( k \in \mathbb{N} \cup \{0\} \) and \( \Re \lambda > 0 \) we have

$$J_k(\lambda, \eta_{st}) := ((\lambda \text{Id} - L_1)^{-1} \hat{p}_k)_1(0) = \int_{\mathbb{R}} \frac{\beta^k \left( \frac{\omega}{K\eta_{st}} \right)}{\lambda + i\omega + K\eta_{st}\beta \left( \frac{\omega}{K\eta_{st}} \right)} g(\omega) d\omega.$$  

**Proof.** We use inverse Fourier transforms with respect to \( \xi \). Let

$$(p_k)_l(\omega) = \frac{1}{2\pi} \int_{\mathbb{R}} e^{i\omega \xi} (\hat{p}_k)_l(\xi) d\xi,$$

and let \( \hat{L}_1 \) be the inverse Fourier transform of \( L_1 \), i.e. \( \hat{L}_1 \hat{p}_k = L_1 \hat{p}_k \), when passing to Fourier transforms with respect to \( \xi \). We have

$$(\lambda \text{Id} - L_1)^{-1} (\hat{p}_k)_1(0) = \int_{\mathbb{R}} ((\lambda \text{Id} - \hat{L}_1)^{-1} p_k)_1(\omega) d\omega,$$

provided that \( ((\lambda \text{Id} - \hat{L}_1)^{-1} p_k)_1 \in L^1(\mathbb{R}) \), and expression (5.1) implies

$$(p_k)_l(\omega) = l((\hat{f}_{st})_{l+k-1} \omega) = l^{j\beta + k - 1} \left( \frac{\omega}{K\eta_{st}} \right) g(\omega).$$
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Now, using the expression

\[
(L_1 u_t)(\omega) = \left(\omega u_t(\omega) + \frac{K \eta_{st}}{2} (u_{t-1}(\omega) - u_{t+1}(\omega))\right),
\]

and, twice in a row, the equation \(\beta(x)^2 + 2i\beta(x) - 1 = 0\) from Section 1.3.2 that defines \(\beta\), one obtains

\[
(L_1 p_k)(\omega) = \frac{K \eta_{st}}{2} \left(1 + \beta^2 \left(\frac{\omega}{K \eta_{st}}\right)\right)(p_k)(\omega) = -\left(\frac{i \omega + K \eta_{st} \beta \left(\frac{\omega}{K \eta_{st}}\right)}{\lambda + i \omega + K \eta_{st} \beta \left(\frac{\omega}{K \eta_{st}}\right)}\right)(p_k)(\omega),
\]

from where it results that

\[
((\lambda \text{Id} - \tilde{L}_1)^{-1} p_k)(\omega) = \frac{\beta^k \left(\frac{\omega}{K \eta_{st}}\right) g(\omega)}{\lambda + i \omega + K \eta_{st} \beta \left(\frac{\omega}{K \eta_{st}}\right)}.
\]

Using the expression of \(\beta\) and \(|\beta(\cdot)| \leq 1\), the following inequality holds

\[
\left|\frac{\beta^k \left(\frac{\omega}{K \eta_{st}}\right)}{\lambda + i \omega + K \eta_{st} \beta \left(\frac{\omega}{K \eta_{st}}\right)}\right| \leq \frac{1}{\Re(\lambda)}
\]

provided that \(\Re(\lambda) > 0\). The integral is therefore convergent and the lemma follows. \(\square\)

For \(\Re(\lambda) = 0\), the integrals have to be understood in a weak sense: it is the limit as \(\Re \lambda \to 0^+\). This limit exists because of the continuous dependence of the resolvent \((\lambda \text{Id} - L_1)^{-1}\) on \(\lambda\).

In practice, the values on the imaginary axis can be computed as a principal value with correction terms, using Plemelj formula as in [157].

These integral expressions allow an easy numerical computation of \(M(\lambda, \eta_{st})\). Moreover, we can again formulate by the argument principle an easily verifiable stability criterion.

**Criterion 5.15.** The stationary state \(f_{st}\) is stable if the curve

\[
x \to \frac{1 + ix}{x} \det \left(\text{Id} - \frac{K}{2} M(ix, \eta_{st})\right)
\]

for \(x \in \mathbb{R}\) has zero winding number around 0.

### 5.4.3 Spectral projection

From now on assume, that the configuration is stable with rate \(a'\), i.e. with \(\Re \lambda \geq -a'\) there exists only the zero eigenmode corresponding to the rotation symmetry. In order to separate the direction, we need for \(k \in \{-1, 0\}\) a projection operator \(P_0\) on \(X_{a,k}\) such that \(L P_0 = 0\) and \(P_0 L = 0\), i.e. the range of \(P_0\) is \(\ker L\) and \(P_0\) commutes with \(L\).
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On the complexified $\mathbb{L}$, we can define such a projection $P$ through holomorphic functional calculus as in Lemma 4.22.

**Proposition 5.16.** Let $f_{\text{st}}$ be stable with rate $a'$ and $k \in \{-1, 0\}$. Define the spectral projection $P_0$ on $\mathcal{X}_{a,k}^2$ by

$$P_0 : u \mapsto -\frac{1}{2\pi i} \oint_{|\lambda|=a'/2} (\lambda \text{Id} - \mathcal{L})^{-1} u \, d\lambda.$$  

Then $P_0$ satisfies $L P_0 = 0$ and $P_0 L = 0$. On the complementary subspace $P_s \mathcal{X}_{a,-1}^2$ with $P_s = \text{Id} - P_0$ we have

$$\sup_{\Re \lambda \geq -a'} \| (\lambda \text{Id} - \mathcal{L})^{-1} \|_{P_s \mathcal{X}_{a,-1}^2 \rightarrow \mathcal{X}_{a,0}^2} < \infty.$$  

Moreover, the subspaces $P_0 \mathcal{X}_{a,k}$ and $P_s \mathcal{X}_{a,k}$ are invariant under the semigroup $e^{tL}$.

**Proof.** The properties of the projection follow directly from the holomorphic functional calculus and Lemma 5.11. As $P_0$ and $P_s$ commute with the generator $L$, the subspaces are invariant. \qed

Using the adjoint $L^*$, we can characterise the projection more explicitly. By the rotation symmetry, we recall that

$$\left( \frac{D \hat{R} f_{\text{st}}}{D \hat{R} f_{\text{st}}} \right) \in \ker L$$

and $\ker L$ is one-dimensional. Accordingly, let $u^*$ be in $\ker L^*$ such that

$$\left( \frac{D \hat{R} f_{\text{st}}}{D \hat{R} f_{\text{st}}} , u^* \right) = 1$$

using the scalar product on $\mathcal{X}_{a,0}^2$ defined by

$$\langle u, u' \rangle = \langle u, u' \rangle_{a,0} + \langle v, v' \rangle_{a,0}, \quad \text{where } u = \begin{pmatrix} u \\ v \end{pmatrix} \text{ and } u' = \begin{pmatrix} u' \\ v' \end{pmatrix}.$$  

**Lemma 5.17.** The projection $P_0$ has the form

$$Pu = \langle u, u^* \rangle \left( \frac{D \hat{R} f_{\text{st}}}{D \hat{R} f_{\text{st}}} \right)$$

for $u \in \mathcal{X}_{a,k}^2$. Moreover, $u^*$ takes the form

$$u^* = \begin{pmatrix} u^* \\ \bar{u} \end{pmatrix}$$

with $u^* \in \mathcal{X}_{a,k}$ for all $k \in \mathbb{N} \cup \{0\}$.  
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The last property shows that $P_0$ defines in $\mathcal{X}_{a,k}$ for any $k \in \mathbb{Z}$ a continuous projection. The form of $u^*$ shows that we can define the projection $P_0$ on $\mathcal{X}_{a,k}$ by

$$P_0 u = 2 \mathcal{R}(\langle u, u^* \rangle_{a,0}) \mathcal{D} \hat{f}_{sta}$$

with

$$P_0 u = \left( \frac{P_0 u}{P_0 \bar{u}} \right) \text{ for } u = \left( \begin{array}{c} u \\ \bar{u} \end{array} \right),$$

so that $P_0$ and $P_s = \text{Id} - P_0$ inherit all the properties from $P_0$ and $P_s$.

**Proof.** By Lemma 5.2, we always have $\mathcal{D} \hat{f}_{sta} \in \mathcal{X}_{a,k}$ and by the rotation symmetry it is in $\ker L$. Furthermore, it shows that $u^*$ is well-defined and we explicitly find

$$P_0 L = LP_0 = 0,$$

which completely characterises $P_0$.

For the structure of $u^*$, let $\left( \begin{array}{c} u \\ v \end{array} \right) \in \ker(L^*)$ be arbitrary. Then $\left( \begin{array}{c} u + v \\ v \end{array} \right) = \left( \begin{array}{c} u + v \\ u + v \end{array} \right) \in \ker L^*$, which implies $u^* = \frac{u}{v}$ as claimed. Indeed, either $u + v \neq 0$ and that $\ker(L^*)$ is one-dimensional implies that we must have $u^* = \lambda(u + v)$ for some $\lambda \in \mathbb{C}$. Or $u + v = 0$ and then $u^* = \lambda i u$ for some $\lambda \in \mathbb{C}$.

For the regularity observe that $L^*$ can be explicitly computed as $L^* = L_1^* + L_2^*$ where

$$L_1^* u = \left( \begin{array}{c} L_1^1 u \\ L_1^2 v \end{array} \right)$$

with

$$(L_1^1 u)_l = -l (\partial_l u_l + 2au_l) + \frac{K_{sta}}{2} ((l + 1)u_{l+1} - (l - 1)u_{l-1})$$

and

$$(L_1^2 u)_l = \frac{K}{2} \left( \begin{array}{c} m_u w_\delta_{l,1} \\ m_v w_\delta_{l,1} \end{array} \right)$$

with

$$\left( \begin{array}{c} m_u \\ m_v \end{array} \right) = \sum_{l \in \mathbb{N}} e^{2a\xi_l} \begin{pmatrix} (f_{sta})_{l-1}(\xi) & -(f_{sta})_{l+1}(\xi) \\ -(f_{sta})_{l-1}(\xi) & (f_{sta})_{l+1}(\xi) \end{pmatrix} \begin{pmatrix} u_l(\xi) \\ m_l(\xi) \end{pmatrix} d\xi,$$

where we have used the Kronecker symbol and $w : \mathbb{R} \to \mathbb{C}$ is the function such that $\|w\|_a < +\infty$ and

$$\langle w, w' \rangle_a = \overline{w(0)}, \forall w' : \mathbb{R} \to \mathbb{C} : \|w'\|_a < +\infty,$$

where $\langle \cdot, \cdot \rangle_a$ is the scalar product that generates $\|\cdot\|_a$. The existence and uniqueness of $w$ is guaranteed by the Riesz Representation Theorem, using Sobolev embedding to ensure that
5.4 Linear analysis

\[ w^t \mapsto \hat{w}^t(0) \] is a continuous linear functional.

Consequently, \( u^* \) must satisfy the equation \( (L^* u^*)_t = -c^* w \delta_{t,1} \) where

\[
c^* = -\sum_{i \in \mathbb{N}} \int_{\mathbb{R}} e^{2\gamma t} \left( (\hat{f}_{st})_{i-1}(\xi) \hat{u}^*_i(\xi) - (\hat{f}_{st})_{i+1}(\xi) \hat{u}^*_i(\xi) \right) d\xi.
\]

Letting \( x^*_t = -\frac{K\eta}{2} (u_{t+1} + u_{t-1}) + c^* w \delta_{t,1} \), the equation can be written

\[
-l \left( \partial_\xi u^*_t + 2a u^*_t + \frac{K\eta}{2} (u^*_{t+1} - u^*_{t-1}) \right) = x^*_t.
\]

We have \( x^* \in \mathcal{X}_{a,0} \); hence one can perform similar energy estimates to those in the proof of Lemma 5.8 to obtain

\[ \| u^* \|_{a,1/2} \leq C \| x^* \|_{a,0}, \]

for some \( C \in \mathbb{R}^+ \). This inequality implies that \( x^* \in \mathcal{X}_{a,1/2} \), and therefore

\[ \| u^* \|_{a,1} \leq C' \| x^* \|_{a,1/2}, \]

and the claimed regularity follows using a bootstrap argument.

5.4.4 Forced linear equation

By the Gearhart-Prüss theorem, Proposition 5.16 shows decay on \( P_s \mathcal{X}_{a,k} \) for \( k \in \{-1,0\} \).

Corollary 5.18. Let \( k \in \{-1,0\} \). There exists a constant \( C \) such that

\[ \| e^{tL} u \|_{a,k} \leq C e^{-\alpha t} \| u \|_{a,k} \]

for \( u \in P_s \mathcal{X}_{a,k} \).

For the regularisation, we introduce norms over time and adapt the Gearhart-Prüss theorem. Given an Hilbert space \( H \) with norm \( \| \cdot \|_H \), a positive real number \( \gamma \), and a mapping \( w : \mathbb{R}^+ \to H \), consider the norm \( \| w \|_{H,\gamma} \) defined by

\[ \| w \|_{H,\gamma} = \left( \int_{\mathbb{R}^+} e^{2\gamma t} \| w(t) \|_H^2 dt \right)^{1/2}. \]

We have the following statement.

Lemma 5.19. Let \( X \) and \( Y \) be Hilbert spaces, where \( X \) is continuously embedded in \( Y \). Let \( A \) be a densely defined linear operator that generates a semigroup, both on \( X \) and on \( Y \). Assume the existence of \( \gamma \in \mathbb{R}^+ \) such that the resolvent of \( A \) over both spaces contains the half-plane \( \Re(\lambda) \geq -\gamma \) and satisfies

\[ \sup_{y \in \mathbb{R}} \| ((-\gamma + iy)\text{Id} - A)^{-1} \|_{Y \to X} < C_R, \]
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for some \( C_R \in \mathbb{R}^+ \) and

\[
\sup_{\forall \lambda \geq -\gamma} \| (\lambda \text{Id} - A)^{-1} \|_{Y \to X} < \infty.
\]

Then the unique mild solution \( w \in C(\mathbb{R}^+, Y) \) of the initial value problem

\[
\frac{dw}{dt} = Aw + G
\]

where the forcing \( G : \mathbb{R}^+ \to Y \) satisfies \( \|G\|_{Y, \gamma} < +\infty \) and the initial condition \( w(t) = w_{\text{in}} \) satisfies \( \|w_{\text{in}}\|_X < +\infty \), has the following properties

\- \( w(t) \in X \) for a.e. \( t \in \mathbb{R}^+ \)
\- \( \|w\|_{X, \gamma} \leq C (\|w_{\text{in}}\|_X + \|G\|_{Y, \gamma}) \)

for some \( C \in \mathbb{R}^+ \).

**Proof.** The mild solution of the initial value problem is characterized by the Duhamel’s formula

\[
w(t) = e^{tA}w_{\text{in}} + I(t), \quad \forall t \in \mathbb{R}^+,
\]

where \( I(t) = \int_0^t e^{(t-s)A}G(s)\,ds \).

By the Gearhart-Prüss Theorem, the resolvent estimate shows that there exists \( \gamma_G > \gamma \) and \( C_G \in \mathbb{R}^+ \) such that

\[
\|e^{tA}w\|_X \leq C_G e^{-\gamma_G t}\|w\|_X, \quad \forall w \in X, t \in \mathbb{R}^+,
\]

which yields

\[
\|e^{tA}w_{\text{in}}\|_{X, \gamma} \leq \frac{C_G}{(\gamma_G - \gamma)} \|w_{\text{in}}\|_X.
\]

Moreover, for \( \Re(z) > -\gamma \), the Laplace transform \( LI \) of the integral term \( I \) exists as Bochner integral over \( Y \) and satisfies

\[
(LI)(z) = (z \text{Id} - A)^{-1}(LG)(z),
\]

where \( LG \) is the Laplace transform of \( G \). On the line \( \Re(z) = -\gamma \), the Laplace transform \( LG \) exists as a \( L^2 \) function by the Plancherel’s Theorem, and we have

\[
\int_\mathbb{R} \|LG(-\gamma + iy)\|^2_{L^2} \,dy \leq 2\pi \|G\|^2_{L^2, \gamma}.
\]

The assumption on the resolvent estimate then implies

\[
\int_\mathbb{R} \|(LI)(-\gamma + iy)\|^2_X \,dy \leq 2\pi C_R \|G\|^2_{L^2, \gamma}.
\]

Using the Plancherel’s Theorem again, this time to \( (LI)(-\gamma + i\cdot) \), it follows that \( I(t) \in X \) for a.e. \( t \in \mathbb{R}^+ \) and \( \|I\|_{X, \gamma} \leq 2\pi C_R \|G\|^2_{L^2, \gamma} \). Combined with the estimate on the initial term this
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Now, Proposition 5.16 implies that the operator $L$ satisfies the condition of the Lemma with $X = P_\gamma(X^2_{a,0}), Y = P_\gamma(X^2_{a,-1})$ and $\gamma = a'$. The Lemma then yields the following conclusion for the initial value problem

$$\partial_t u = Lu + P_\gamma F(t), \quad u(0) = u_{in} \in P_\gamma(X_{a,0}),$$

(5.9)

where we use the notation

$$\|u\|_{a,k,b} = \left( \int_{\mathbb{R}^+} e^{2\beta t} \|u(t)\|^2_{a,k} dt \right)^{1/2}.$$

**Corollary 5.20.** Let $f_{st}$ be a stable state with rate $a'$. Then there exist $C > 0$ such that, for every forcing signal satisfying $\|F\|_{a,-1,b} < +\infty$, the initial value problem (5.9) has a unique mild solution $t \rightarrow u(t) \in C(\mathbb{R}^+, X_{a,-1})$ with the following properties

- $u(t) \in X_{a,0}$ for a.e. $t \in \mathbb{R}^+$,
- $\|u\|_{a,0,b} \leq C (\|u_{in}\|_{a,0} + \|F\|_{a,-1,b}).$

5.5 Nonlinear stability

The proof of the nonlinear stability result (Theorem 5.1) proceeds through a localisation of the nonlinearity. For a strong enough localisation, we can then show that $\|u\|_{a,a'}$ can be made arbitrary small, where $u$ denotes the distance to the (rotated) stationary state.

The control on $\|u\|_{a,a'}$ follows from Corollary 5.20 using Duhamel’s principle and the smallness of the nonlinearity through the localisation. The handling of the rotation symmetry can be done by a center manifold reduction (Theorem 4.26) replacing the norms

$$\sup_t e^{\mu t} \|f(t)\|$$

by

$$\left( \int_0^t e^{2\mu t} \|f(t)\|^2 dt \right)^{1/2}.$$

By the rotation symmetry, we can explicitly identify the reduced manifold and conclude the result.

However, we can also construct the projection explicitly using polar type coordinates. Let $\hat{f}$ be the Fourier transform of the perturbed system in a sufficiently small neighbourhood of the circle $\{ \hat{R}_\theta \hat{f}_{st} \}_{\theta \in \mathbb{T}}$ in $X_{a,0}$. We can decompose it as

$$\hat{f} = \hat{R}_\theta \left( \hat{f}_{st} + \hat{u} \right).$$

(5.10)
where \((\Theta, u) \in \mathbb{T} \times P_s(\mathcal{X}_{a,0})\) is such that \(\|u\|_{a,0} \to 0\) when the distance \(d\left(\hat{f}, \{\hat{R}\theta \hat{f}_{st}\}_{\Theta \in \mathbb{T}}\right) \to 0\).

To see this, consider the map \(F : \mathbb{T} \times \mathcal{X}_{a,0} \to \mathbb{R}\) defined by

\[
F(\Theta, \hat{f}) = \Re\langle \hat{R}_\Theta \hat{f} - \hat{f}_{st}, u^* \rangle_{a,0},
\]

which is such that \(F(\Theta, \hat{f}) = 0\) if and only if \(\hat{f}\) satisfies (5.10).

We compute

\[
F(0, \hat{f}_{st}) = 0 \quad \text{and} \quad \partial_\Theta F(0, \hat{f}_{st}) = -\Re\left(\langle D\hat{R} \hat{f}_{st}, u^* \rangle_{a,0}\right) \neq 0,
\]

hence by the implicit function theorem, for \(\hat{f}\) close enough to \(\hat{f}_{st}\), there is a smooth \(\Theta_0 = \Theta_0(\hat{f})\) near 0 such that

\[
F(\Theta_0(\hat{f}), \hat{f}) = 0.
\]

This proves the claim in the neighbourhood of \(\hat{f}_{st}\), with \(u = \hat{R}_\Theta \hat{f} - \hat{f}_{st}\).

In this coordinates we can precisely express the decay.

**Lemma 5.21.** Let \(f_{st}\) be stable with rate \(a'\). Then there exists \(\epsilon > 0\) and \(C\) such that for initial data \(f_{in}\) with decomposition

\[
\hat{f}_{in} = \hat{R}_{\Theta_{in}} \left(\hat{f}_{st} + u\right)
\]

with \(\Theta_{in}\) and \(u_{in} \in P_s(\mathcal{X}_{a,0})\) and \(\|u\|_{a,0} \leq \epsilon\), the solution \(f\) of the Kuramoto equation satisfies

\[
\|\hat{f} - \hat{R}_{\Theta(t)}\|_{a,0} \leq C\|u_{in}\|e^{-a't}
\]

for a function \(\Theta : \mathbb{R}^+ \to \mathbb{T}\) exponentially converging with rate \(a'\) to a limit.

This lemma in particular proves Theorem 5.1.

**Proof.** By inserting the expression (5.10) into the equation (5.2) of the Kuramoto dynamics in Fourier variables, one gets after using equivariance

\[
D\hat{R}(f_{st} + u) \frac{d\Theta}{dt} + \partial_t u = Lu + Qu.
\]

Applying \(P_0\) and \(P_s\) respectively, and using \(P_0L = 0\), \(P_sL = LP_0\) and the normalization \(\langle D\hat{R} f_{st}, u^* \rangle = 1/2\), two independent equations result for the variables \(\Theta\) and \(u\), namely

\[
\frac{d\Theta}{dt} = \frac{2\Re(Qu, u^*)_{a,0}}{1 + 2\Re(DRu, u^*)_{a,0}},
\]

(5.11)
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\[ \partial_t u = Lu + P_s Q'u \] where \( Q'u = Qu - 2 \Re \langle Qu, u^* \rangle_{a,0} a, 0 + 2 \Re \langle \hat{D} \hat{R} u, u^* \rangle_{a,0} a, 0 \). \quad (5.12)

As intended, the right hand sides of these equations do not depend on the angular variable \( \Theta \). Moreover, the Cauchy-Schwarz inequality implies

\[ |\langle \hat{D} \hat{R} u, u^* \rangle_{a,0} a, 0| \leq 2 \|u\|_{a,0} \|u^*\|_{a,1}, \]

and the regularity from Lemma 5.17 implies \( \|u^*\|_{a,1} < +\infty \). Therefore, these equations are well-defined as long as \( \|u\|_{a,0} \) is small enough (so that the denominators do not vanish).

Now, if the (restriction to \( \mathbb{N} \times \mathbb{R} \) of the) Fourier transform \( \hat{f}_{in} \) of an initial probability measure \( f_{in} \) is sufficiently close to \( \hat{f}_{st} \), then not only the corresponding initial \( u_{in} \in P_s(\mathcal{X}_{a,0}) \) is small, but the solution \( f(t) \) must remain close to \( \hat{f}_{st} \) for \( t \in (0, T) \), a sufficiently small time interval, by the continuous dependence in time (Proposition 5.6). Hence, both ansatz (5.10) holds and the equations above are well-defined over \( (0, T) \). That these properties holds for all times (provided that \( \hat{f}_{in} \) is taken even closer to \( \hat{f}_{st} \)) is a direct consequence of the following statement.

**Proposition 5.22.** For a stable state \( f_{st} \) with rate \( a', C > 0 \) such that for all \( u_{in} \in P_s(\mathcal{X}_{a,0}) \) satisfying \( \|u_{in}\|_{a,0} < \epsilon' \), equation (5.12) has a unique solution \( t \to u(t) \) satisfying \( u(0) = u_{in} \) and

\[ \|u(t)\|_{a,0} \leq C \|u_{in}\|_{a,0} e^{-a't}, \forall t \in \mathbb{R}^+. \]

This statement is not as obvious as it may look because the quadratic term \( Q' \) maps \( \mathcal{X}_{a,0} \) into \( \mathcal{X}_{a,-1} \) and is proved below.

In addition to ensuring that both ansatz (5.10) and equations (5.11) and (5.12) are globally well-defined when starting sufficiently close to \( \hat{f}_{st} \), Proposition 5.22 implies that the solution must asymptotically approach the PLS circle. To complete the proof, it remains to show that the solution’s angle asymptotically converges \( \Theta(t) \). We have

\[ |\langle Qu, u^* \rangle_{a,0}| \leq \|Qu\|_{a,-1} \|u^*\|_{a,1}, \]

and the definition of \( Q \) and the Sobolev embedding yield

\[ \|Qu\|_{a,-1} \leq C' \|u\|_{a,-1/2} \|u^*\|_{a,0} \leq C' \|u\|_{a,0}^2, \quad (5.13) \]

for some \( C' \in \mathbb{R}^+ \). Hence the driving term in equation (5.11) must also decay exponentially with rate \( b \). Consequently, the following limit exists

\[ \Theta_\infty := \lim_{t \to +\infty} \Theta(t) = \Theta(0) + \int_{\mathbb{R}^+} \frac{2 \Re \langle Qu(s), u^* \rangle_{a,0} a, 0 - \Re \langle \hat{D} \hat{R} u(s), u^* \rangle_{a,0} a, 0}{1 + 2 \Re \langle \hat{D} \hat{R} u(s), u^* \rangle_{a,0} a, 0} ds, \]
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and we have $\Theta(t)$ with limit $\Theta_\infty$ converging exponentially.

Using the forced linear analysis, the used proposition can be proved.

**Proof of Proposition 5.22.** Given $\epsilon > 0$, consider the localisation $Q'_\epsilon : \mathcal{X}_{a,0} \to \mathcal{X}_{a,-1}$ as smooth mapping such that

$$Q'_\epsilon u = \begin{cases} Q' u & \text{if } \|u\|_{a,0} \leq \epsilon \\ 0 & \text{if } \|u\|_{a,0} \geq 2\epsilon. \end{cases}$$

When $\epsilon$ is small enough, the denominator in the expression of $Q'$ remains positive over the ball $\{u : \|u\|_{a,0} < 2\epsilon\}$; hence $Q'_\epsilon$ is globally defined over $\mathcal{X}_{a,0}$ in this case. Moreover, using the inequality (5.13), we infer

$$\|Q'_\epsilon u\|_{a,-1} \leq 2\epsilon C_K \|u\|_{a,0}.$$  

Adapting the analysis in Section 5.3, one can show for all $u_\text{in} \in P_s(\mathcal{X}_{a,0})$, there exists a unique global in time weak solution $u \in C([0,T],\mathcal{X}_{a,0}) \cap L^2(0,T,\mathcal{X}_{a,1/2}) \forall T > 0,$ of

$$\partial_t u = Lu + P_s Q'_\epsilon u$$  \hspace{1cm} (5.14)

with $u(0) = u_\text{in}$. Moreover, by standard arguments, it coincides with the mild solution of Equation (5.9) with $F = Q'_\epsilon$.

Applying Corollary 5.20, we conclude that the solution of (5.14) satisfies the inequality

$$\|u\|_{a,0,a'} \leq \frac{C}{1 - 2\epsilon CC_K} \|u_\text{in}\|_{a,0},$$  \hspace{1cm} (5.15)

provided that $\epsilon$ is small enough, so that the denominator here is positive.

In order to get an $L^\infty$ bound, we directly perform an estimate on equation (5.14). We get

$$\frac{1}{2} \frac{d}{dt}\|u\|_{a,0}^2 + a\|u\|_{a,1/2}^2 \leq C_1 \|u\|_{a,0}^2 + C'_1 |\langle Q'_\epsilon u, u \rangle|_{a,0}$$

for constants $C_1$ and $C'_1$. The second term in the right hand side can controled as follows

$$|\langle Q' u, u \rangle|_{a,0} \leq C_2 \chi \left( \frac{\|u\|_{a,0}}{\epsilon} \right) (|u(1,0)| + \|u\|_{a,0}) \|u\|_{a,1/2}^2$$

for some $C_2 \in \mathbb{R}^+$ and where $\chi : \mathbb{R}^+ \to [0,1]$ is a smooth function such that

$$\chi(x) = \begin{cases} 1 & \text{if } x \leq 1, \\ 0 & \text{if } x \geq 2. \end{cases}$$
For $\epsilon$ small enough, this term can be absorbed by the left-hand side, and the following inequality results

$$\frac{1}{2} \frac{d}{dt} \|u\|_{a,0}^2 \leq C_3 \|u\|_{a,0}^2$$

for some $C_3 \in \mathbb{R}^+$ and then

$$\frac{d}{dt} (e^{2\alpha't} \|u\|_{a,0}^2) \leq (2\alpha' + C_3)e^{2\alpha't} \|u\|_{a,0}^2.$$  

The Gronwall’s Lemma yields in turn

$$e^{2\alpha't} \|u(t)\|_{a,0}^2 \leq \|u_{in}\|_{a,0}^2 \exp \left( (2\alpha' + C_3) \int_0^t e^{2\alpha's} \|u(s)\|_{a,0}^2 ds \right).$$

Using the bound (5.15), the desired exponential decay follows

$$\sup_{t \in \mathbb{R}^+} e^{2\alpha't} \|u(t)\|_{a,0} \leq C_4 \|u_{in}\|_{a,0},$$

for the solution of equation (5.14). Finally, by choosing $\|u_{in}\|_{a,0}$ small enough, this inequality implies in particular that $\|u(t)\|_{a,0} \leq \epsilon$ for all $t \in \mathbb{R}^+$ and hence we have $Q_\epsilon u(t) = Qu(t)$ for all $t$, i.e. $t \to u(t)$ is actually a solution of (5.12).

### 5.6 Analysis of the stability condition

As discussed in Section 5.4.2, the stability criterion Definition 5.12 is equivalent to the linear stability of the circle $\{ R_\Theta f_{a,t} \}_{\Theta \in \mathbb{Z}}$, more precisely that $0$ is the only eigenvalue, which is simple, in the half-plane $\Re(\lambda) \geq 0$, and that the rest of the spectrum lies in $\Re(\lambda) \leq -\epsilon$ for some $\epsilon > 0$. Of note, that $0$ must always be an eigenvalue is a consequence of the rotation symmetry $R_\Theta$.

However, this property can be obtained independently, as in [120], by using the equations

$$\beta^2(z) + 2iz\beta(z) - 1 = 0,$$

and the self-consistency condition

$$K \int_{\mathbb{R}} g(Kr_0 \omega)\beta(\omega)d\omega = 1.$$ 

Indeed, one directly checks with the notation $J_k$ from Proposition 5.14 that

$$\frac{K}{2} \left( J_0(\lambda, \eta_{st}) + \frac{2\lambda}{K\eta_{st}} J_1(\lambda, \eta_{st}) + J_2(\lambda, \eta_{st}) \right) = 1, \quad \forall \lambda : \Re(\lambda) > 0,$$

from where $\det(\text{Id} - \frac{K}{2} M(0, \eta_{st})) = 0$ immediately follows when taking the limit $\lambda \to 0$ in $\mathbb{R}$.  

123
5 Stability of partially locked states in the Kuramoto model

5.6.1 Even frequency distributions

The stability of partially locked states depends on context and, as for existence, various situations can occur depending on the bifurcation that generates these states. For instance, when the velocity marginal \( g \) is an even function, we have 
\[
J_k(\bar{\lambda}, r) = J_k(\lambda, r)
\]
for all \( \lambda \in \mathbb{C} \) and then
\[
\det \left( \text{Id} - \frac{K}{2} M(\lambda, \eta_{st}) \right) = \left( 1 - \frac{K}{2} (J_0(\lambda, \eta_{st}) - J_2(\lambda, \eta_{st})) \right) \left( 1 - \frac{K}{2} (J_0(\lambda, \eta_{st}) + J_2(\lambda, \eta_{st})) \right).
\]

Moreover, one can show (we skip the tedious computation for brevity) that
\[
J_0(\lambda, \eta_{st}) - J_2(\lambda, \eta_{st}) = 2h_c(\lambda) \quad \text{and} \quad J_0(\lambda, \eta_{st}) + J_2(\lambda, \eta_{st}) = 2h_s(\lambda),
\]
where the functions \( h_c \) and \( h_s \) are defined in [109] and can be identified as even and odd perturbations. In this way, we can link our stability criterion to the results of [109]. In the case of unimodal \( g \), Proposition 4 in this paper implies that for \( K > K_c := \frac{2\pi g(0)}{\eta_{st}} \), the factor \( 1 - Kh_c \) does not vanish over \( \Re(\lambda) \geq 0 \), while the only zero of \( 1 - Kh_s \) in \( \Re(\lambda) \geq 0 \) is \( \lambda = 0 \). It follows that
\[
\det \left( \text{Id} - \frac{K}{2} M(\lambda, \eta_{st}) \right) > 0, \forall \lambda \neq 0 \text{ with } \Re(\lambda) \geq 0,
\]
for the unique PLS \( f_s \) which exists for \( K > K_c \). To check the second point in the stability condition, use the expression of \( h_s \) given in [109], we find
\[
h_s'(0) = \int_{|\omega| \geq K\eta_{st}} \frac{g(\omega)d\omega}{\sqrt{\omega^2 - (K\eta_{st})^2}} - \frac{1}{(K\eta_{st})^2} \int_{|\omega| \leq K\eta_{st}} g(\omega)d\omega
\]
\[
= \frac{2}{K\eta_{st}} \left( \int_{1}^{+\infty} \frac{g(K\eta_{st}x)dx}{\sqrt{x^2 - 1(x + \sqrt{x^2 - 1})}} - \int_{0}^{1} g(K\eta_{st}x)dx \right)
\]
\[
> \frac{2}{K\eta_{st}} \int_{1}^{+\infty} \frac{dx}{\sqrt{x^2 - 1(x + \sqrt{x^2 - 1})}} - \int_{0}^{1} \frac{dx}{\sqrt{x^2 - 1(x + \sqrt{x^2 - 1})}}
\]
where the last inequality coming from the fact that \( g \) is unimodal. A simple computation shows that
\[
\int_{1}^{+\infty} \frac{dx}{\sqrt{x^2 - 1(x + \sqrt{x^2 - 1})}} = 1
\]
so that \( h_s'(0) \neq 0 \). Then Theorem 5.1 implies that, when it exists, this stationary solution is always asymptotically stable.

Finally, notice that uniqueness of a PLS circle does not necessarily imply its stability. By considering a three modal distribution counterexamples can be constructed.
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5.6.2 Relation to Ott–Antonsen ansatz

Mode reduction

Recall from Section 1.3.4, that the Kuramoto equation has the invariant manifold with distributions \( f \) satisfying

\[
\tilde{f}_l(\omega) = \alpha^l(\omega) g(\omega), \quad \forall (l, \omega) \in \mathbb{N} \times \mathbb{R}
\]

with amplitude function \( \alpha \), which evolves according to (1.12).

Within this manifold the existence of eigenmodes can be studies as before yielding exactly the same linear stability condition. In particular, Omel’chenko and Wolfrum [120] studied this approach in a strong topology and faced the same issue of a continuous spectrum on the imaginary axis. They expressed the linear stability theory through the matrix \( B \) defined by

\[
\frac{K}{2} M(\lambda, r) = PB(\lambda)P^{-1}
\]

where

\[
P = \begin{pmatrix} 1 & i \\ 1 & -i \end{pmatrix}
\]

and find modes with eigenvalue \( \lambda \) if

\[
det(Id - B(\lambda)) = 0.
\]

Hence the stability condition on the restricted manifold agrees with the stability in the full space. In other words, no loss of generality results in investigating the existence and stability of \( f_s \) in the OA manifold. The Ott-Antonsen ansatz is perfectly legitimate.

Pole reduction for rational functions

In case of a rational frequency marginal \( g \), the system can be further simplified to an ODE system for the amplitudes on the poles of \( g \), cf. Section 1.3.4. A well-studied example is the bi-Cauchy frequency distribution, which shows a rich behaviour and is well-studied by Martens et al. [105]. In particular, using complex analysis the integrals of the stability condition can be evaluated explicitly.

Surprisingly, this further reduction exactly catches the possible eigenmodes.

Recall from (1.13), that the amplitude \( \alpha_i \) on the pole \( \omega_i \) evolves as

\[
\begin{cases}
\frac{d}{dt} \alpha_i = -i\omega_i \alpha_i(t) - \frac{K}{2} \left( z(t) - \overline{z(t)} \alpha_i^2(t) \right) = 0, \quad \text{for } i = 1, \ldots, M, \\
z(t) = -\sum_{i=1}^{M} \omega_i \alpha_i(t).
\end{cases}
\]

For a steady state, we assume without loss of generality that the order parameter \( \eta_{st} \) is real. Then at the stationary state \( \alpha_i = \beta_i = \beta \left( \frac{\omega_i}{K \eta_{st}} \right) \) and we consider a perturbation \( (\gamma_i)_{i=1}^M \), i.e.
β_i + γ_i is a solution. It then evolves as

\[
\begin{aligned}
\frac{d}{dt} \gamma_i &= -i \omega_i \gamma_i - \frac{K}{2} \left[ z - \sum_{i=1}^{N} \omega_i \gamma_i \right], \\
z &= -\sum_{i=1}^{N} \omega_i \gamma_i.
\end{aligned}
\]

In order to perform a spectral analysis, we complexify again the system, i.e. we consider \( \hat{\gamma}_i \) and \( \hat{z} \) as formal adjoint evolving independently. Thus we arrive at the system

\[
\begin{aligned}
\frac{d}{dt} \gamma_i &= -i \omega_i \gamma_i - \frac{K}{2} \left[ z - \hat{z} \beta_i^2 - 2\beta_i \eta_{st} \gamma_i \right], \\
\frac{d}{dt} \hat{\gamma}_i &= i \omega_i \gamma_i - \frac{K}{2} \left[ z - \hat{z} \beta_i^2 - 2\beta_i \eta_{st} \gamma_i \right], \\
z &= -\sum_{i=1}^{N} \omega_i \gamma_i, \\
\hat{z} &= -\sum_{i=1}^{N} \overline{\omega_i} \hat{\gamma}_i.
\end{aligned}
\]

Here \((\gamma, \hat{\gamma})\) is an eigenmode with eigenvalue \(\lambda\) if

\[
\begin{aligned}
(\lambda + i \omega_i - K \eta_{st} \beta_i \gamma_i) &= -\frac{K}{2} z + \frac{K}{2} \beta_i^2 \hat{z}, \\
(\lambda - i \overline{\omega_i} - K \eta_{st} \overline{\beta_i}) \hat{\gamma}_i &= -\frac{K}{2} \hat{z} + \frac{K}{2} \beta_i^2 z, \\
z &= -\sum_{i=1}^{N} \omega_i \gamma_i, \\
\hat{z} &= -\sum_{i=1}^{N} \overline{\omega_i} \hat{\gamma}_i.
\end{aligned}
\]

Knowing \(z\) and \(\hat{z}\) determines \(\gamma, \hat{\gamma}\). Hence we have an eigenvector if and only if

\[
\begin{aligned}
z &= \sum_{i=1}^{N} \omega_i \frac{K}{\lambda + i \omega_i - K \eta_{st} \beta_i}, \\
\hat{z} &= \sum_{i=1}^{N} \overline{\omega_i} \frac{K}{\lambda - i \overline{\omega_i} - K \eta_{st} \overline{\beta_i}}.
\end{aligned}
\]

This is equivalent to \((z, \hat{z}) \in \ker N\) with

\[
N = \begin{pmatrix}
1 - (K/2) \sum_{i=1}^{N} \omega_i (\lambda + i \omega_i - K \eta_{st} \beta_i)^{-1} & (K/2) \sum_{i=1}^{N} \omega_i \beta_i^2 (\lambda + i \omega_i - K \eta_{st} \beta_i)^{-1} \\
(K/2) \sum_{i=1}^{N} \overline{\omega_i} \beta_i^2 (\lambda - i \overline{\omega_i} - K \eta_{st} \overline{\beta_i})^{-1} & 1 - (K/2) \sum_{i=1}^{N} \overline{\omega_i} (\lambda - i \overline{\omega_i} - K \eta_{st} \overline{\beta_i})^{-1}
\end{pmatrix}.
\]
On the other hand for $\Re \lambda > 0$, we find for $J_k$ from Proposition 5.14

$$J_k(\lambda, \eta_{st}) = -\sum_{i=1}^{M} \frac{\omega_i}{\lambda + i\omega_i + K\eta_{st}\beta_i}.$$

Hence we find that

$$N = \text{Id} - \frac{K}{2}M$$

and the stability conditions on the finite-dimensional system agrees with the full linear stability.
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The recent paper by Diacu, Ibrahim, Lind and Shen [43] studied the Vlasov–Poisson equation in spaces of constant Gaussian curvature $\kappa$ in order to model stellar dynamics, e.g. the density of galaxies in galaxy clusters or the density of stars in galaxies. The motivation is, on the one hand, the understanding of possible universe models and, on the other hand, a deeper understanding of the flat case as the limit of the dynamics on the sphere.

This physical motivation comes from the observation of the cosmic microwave background (CMB) created by the plasma of the early universe, see the nice review by Weeks [163] for an introduction to the model and [131] for a discussion with recent observation data. Here the decay of the physical system can be linked formally to the observed fluctuations by the fluctuation-dissipation theorem.

On the mathematical side, another motivation is the understanding of Landau damping and its spectral decay in more general geometries, where this study provides a first step. A notable difference to the configuration on the torus with periodic boundary condition, used by Mouhot and Villani [114], is that all geodesics are closed, whereas on the torus every trajectory with irrational angle will come arbitrarily close to any point.

The work [43] considered positive and negative constant curvature with two space dimensions. For the derivation of the Vlasov–Poisson equation, classical mechanics is used and relativistic effects are neglected. Under these premises, they derived the resulting equation using an extrinsic parametrisation of the space, which works in general dimensions. For their study of Landau damping, they assume that all mass is along a great circle and study the stability of this reduced system.

In this chapter, I will consider the case of positive curvature in three dimensions. In this case, we can scale the space to the unit sphere $S^3$, which we embed into $\mathbb{R}^4$. This choice allows us to find global nonvanishing vector fields acting as basis for the velocities, which is impossible in $S^2$ due to the hairy ball theorem. Furthermore, on $S^3$ we can use spherical harmonics as spatial basis. Combining these ingredients allows a convenient description of the dynamics, in which we perform a global linear stability analysis.

6.1 Description of phase space

This section introduces the curved space and the resulting phase space. For further discussions and other descriptions of the setup, we refer to [43] and the references given within.
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We parametrise the spatial variable on the manifold

$$S^3 = \{(x, y, z, w) \in \mathbb{R}^4 : x^2 + y^2 + z^2 + w^2 = 1\}$$

embedded in $\mathbb{R}^4$ and endowed with the induced metric, which is denoted by $g_{S^3}$.

The velocity of a particle at position $q$ is in the tangent space $T_qS^3$, which is, in the extrinsic coordinates, given by

$$T_qS^3 = \{p \in \mathbb{R}^4 : q \cdot p = 0\}.$$

We introduce the basis vector fields $v_1, v_2$ and $v_3$ by

$$v_1 = \begin{pmatrix} y \\ -x \\ w \\ -z \end{pmatrix}, \quad v_2 = \begin{pmatrix} z \\ -w \\ -x \\ y \end{pmatrix}, \quad v_3 = \begin{pmatrix} w \\ z \\ -y \\ -x \end{pmatrix}$$

at $q = (x, y, z, w) \in S^3$. From the definition, we can immediately see that at every point $q \in S^3$, the vector fields create an orthonormal basis of $T_qS^3$ under $g_{S^3}$. This means that a velocity $p \in T_qS^3$ can be expressed by the coefficients $(a^1, a^2, a^3)$ such that

$$p = a^1 v_1 + a^2 v_2 + a^3 v_3.$$
The induced metric gives a canonical prescription for the new velocity at the new position.
Around any point \( q \in S^3 \), we can introduce so-called normal coordinates, which are as flat as possible at \( q \), i.e. as similar as possible to \( \mathbb{R}^3 \) around \( q \). In the flat case, the velocity vector is constant under the free transport, so we impose the same at \( q \) in the normal coordinates. This procedure defines a well-defined prescription for the trajectory of a particle. It is therefore the natural extension to manifolds and is used as equivalence principle in general relativity to define the laws of physics in curved space-time. In [43] this prescription is obtained following restricted Lagrangian mechanics.

On the manifold \( S^3 \), this means that the velocity is parallelly transported and that the trajectory is a geodesic. Using extrinsic coordinates, it means that \( \dot{p} \) is normal to the manifold \( S^3 \). Intrinsically, an equivalent condition is that along the curve \( \nabla_p p = 0 \) holds with the Levi–Civita connection \( \nabla \).

The particular choice of the basis \( v_1, v_2, v_3 \) for the velocity means that the coefficients \( a^1, a^2, a^3 \) remain constant, i.e. a free moving particle follows

\[
\partial_t q(t) = p(t) = [a^1 v_1 + a^2 v_2 + a^3 v_3]_{q(t)}.
\]

As the extrinsic coordinates of \( v_1, v_2, v_3 \) change according to the position, we find by the chain rule that

\[
\partial_t p = \sum_{i=1}^3 a^i \partial_t (v_i|_{q(t)}) = -((a^1)^2 + (a^2)^2 + (a^3)^2) \begin{pmatrix} x \\ y \\ z \end{pmatrix} = -\|p\|^2 q.
\]

Hence the change of velocity is indeed normal to the manifold with the explicit correction in extrinsic coordinates due to curvature as in [43, Proposition 3.1].

Using the induced Levi–Civita connection \( \nabla \) gives as expected

\[
\nabla_p p = \sum_{i=1}^3 a^i \nabla_{v_i} \left( \sum_{j=1}^3 a^j v_j \right) = \sum_{i,j,k} a^i a^j \epsilon_{ijk} v_k = 0,
\]

which gives an intrinsic proof.

Given a potential \( \phi : S^3 \to \mathbb{R} \) on \( S^3 \), it naturally defines a cotangent field \( d\phi \), which can be identified with a vector field \( \nabla \phi \) through the metric. With the canonical symplectic form, its effect on the equation of motion is given by

\[
\partial_t p = -\nabla \phi,
\]
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which in the coefficients $(a^1, a^2, a^3)$ reads

$$\partial_t \begin{pmatrix} a^1 \\ a^2 \\ a^3 \end{pmatrix} = - \begin{pmatrix} \partial_{v_1} \phi \\ \partial_{v_2} \phi \\ \partial_{v_3} \phi \end{pmatrix}.$$ 

Thus in these coordinates, the equation of motion of a particle can be described by the following proposition, which matches [43, Proposition 3.1].

**Proposition 6.1.** Consider a potential $\phi : \mathbb{R} \times S^3 \rightarrow \mathbb{R}$. Then the phase space position of a particle at $(q, p) \in TS^3$ evolves according to

$$\begin{cases}
\partial_t q(t) = \sum_{i=1}^3 a^i(t)v_i|q(t)|,
\partial_t a^i(t) = -\partial_{v_i} \phi(t) & \text{for } i = 1, 2, 3.
\end{cases}$$

In the case of a vanishing potential, the coefficients $a^1, a^2, a^3$ are constant and the equation of motions reduce to

$$q(t) = T^a_t q(0),$$

which, in extrinsic coordinates, is given by the matrix

$$T^a_t = \begin{pmatrix}
\cos(t||a||) & \frac{a^1}{||a||} \sin(t||a||) & \frac{a^2}{||a||} \sin(t||a||) & \frac{a^3}{||a||} \sin(t||a||) \\
-\frac{a^1}{||a||} \sin(t||a||) & \cos(t||a||) & -\frac{a^2}{||a||} \sin(t||a||) & -\frac{a^3}{||a||} \sin(t||a||) \\
-\frac{a^2}{||a||} \sin(t||a||) & -\frac{a^3}{||a||} \sin(t||a||) & \cos(t||a||) & \frac{a^1}{||a||} \sin(t||a||) \\
-\frac{a^3}{||a||} \sin(t||a||) & \frac{a^2}{||a||} \sin(t||a||) & -\frac{a^1}{||a||} \sin(t||a||) & \cos(t||a||)
\end{pmatrix}$$

with $||a|| = \sqrt{(a^1)^2 + (a^2)^2 + (a^3)^2} = ||p||$.

Using this parametrisation, the resulting Vlasov equation is

$$\partial_t f(t, q, a^1, a^2, a^3) + \sum_{i=1}^3 a^i(t)\partial_{v_i} f(t, q, a^1, a^2, a^3) - \sum_{i=1}^3 [\partial_{v_i} \phi(t, q)] \partial_{a^i} f(t, q, a^1, a^2, a^3) = 0,$$

(6.1)

where $f(t, \cdot, \cdot, \cdot)$ is a distribution with spatial position $q$ and velocity coefficients $a^1, a^2, a^3$ supported on $q \in S^3$. In order to close the evolution, we then need to prescribe the potential.

6.2 The Laplace–Beltrami operator on $S^3$

In flat space the potential $\phi$ is given by the Poisson equation

$$\Delta \phi = cp$$
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with the density $\rho$ and a physical constant $c$. The natural generalisation for Riemannian manifolds is the Laplace–Beltrami operator, in the studied case $\Delta_{S^3}$. Generally, with the Levi–Civita connection $\nabla$ it takes the form

$$\Delta_{S^3} f = \sum_{i,j=1}^{3} g^{ij}_{S^3} \nabla_i \nabla_j f,$$

where $g^{ij}_{S^3}$ are the components of the inverse of the metric $g_{S^3}$.

As the vector fields $v_1, v_2, v_3$ create normal coordinates at every point through the exponential map, this simplifies to

$$\Delta_{S^3} f = \sum_{i=1}^{3} \partial_{v_i} \partial_{v_i} f = \begin{pmatrix} y & -x & w \\ -x & -w & z \\ w & z & y \end{pmatrix} \begin{pmatrix} \partial_x \\ \partial_y \\ \partial_z \end{pmatrix}^2 + \begin{pmatrix} z & -w & -x \\ -w & -y & -z \\ -x & -z & -y \end{pmatrix} \begin{pmatrix} \partial_x \\ \partial_y \\ \partial_z \end{pmatrix} \begin{pmatrix} \partial_x \\ \partial_y \\ \partial_z \end{pmatrix}^2 f,$$

which emphasises that this is indeed the natural extension. Moreover, this choice ensures that the Gauss law still holds for the resulting field as expected from flat electrostatic theory.

For a general sphere $S^d$ in $\mathbb{R}^{d+1}$, we can relate the Laplacian by introducing polar coordinates $(r, p)$ for $r \in \mathbb{R}^+$ and $p \in S^d$. Then the standard Laplace operator on $\mathbb{R}^{d+1}$ and the Laplace–Beltrami operator on $S^d$ are related by

$$\Delta f = \frac{1}{r^d} \partial_r (r^d \partial_r f) + \frac{1}{r^2} \Delta_{S^d} f. \quad \quad (6.2)$$

On the sphere $S^d$ the eigenfunctions of the Laplace–Beltrami operator are given by the spherical harmonics $(H_m(S^d))_{m=0}^{\infty}$, which we briefly review following the book by Axler, Bourdon and Ramey [6].

Let $P_m(\mathbb{R}^{d+1})$ be the homogeneous polynomials of degree $m$ on $\mathbb{R}^{d+1}$ so that

$$p(rx) = r^m p(x) \quad \text{for } p \in P_m(\mathbb{R}^{d+1}) \text{ and } x \in \mathbb{R}^{d+1}. \quad \quad \text{Then define the harmonic polynomials } H_m(\mathbb{R}^{d+1}) \text{ of degree } m \text{ by}$$

$$H_m(\mathbb{R}^{d+1}) = \{ p \in P_m(\mathbb{R}^{d+1}) : \nabla p = 0 \}. \quad \quad \text{A main result in the development of harmonic polynomials is that the restriction } H_M(S^d) \text{ of } H_M(\mathbb{R}^{d+1}) \text{ to } S^d \text{ forms a decomposition of } L^2(S^d).$$

**Proposition 6.2.** The spherical harmonic polynomials $H_m(S^d)$ are an orthogonal decomposition of $L^2(S^d)$, i.e.

$$L^2(S^d) = \oplus_{m=0}^{\infty} H_m(S^d)$$

and $H_m(S^d)$ is the eigenspace of the Laplace–Beltrami operator with eigenvalue $m(m + d - 1).$
Proof. The decomposition follows from the decomposition of an arbitrary polynomial into spherical harmonic polynomials on $S^d$ and the density of polynomials, see [6, Theorem 5.12].

The second part is also well known and follows for example from $\Delta p = 0$ for $p \in \mathcal{H}_m(\mathbb{R}^{d+1})$ and Equation (6.2).

Moreover, the spherical harmonic polynomials can be explicitly computed, see e.g. [6, Theorem 5.25], and their dimension is

$$\dim \mathcal{H}_m(S^d) = \binom{m + d - 1}{d - 1} + \binom{m + d - 2}{d - 1}.$$ 

They are a natural extension of the Fourier series used on the torus and for $d = 1$, we exactly recover the Fourier basis of the circle.

When solving the Poisson equation $\Delta_{S^d} \phi = c \rho$ (with $c < 0$ meaning repulsion and $c > 0$ meaning attraction), we need to impose

$$\int_{S^d} \rho(q) ds_{S^d}(q) = 0$$

with the induced surface measure $ds_{S^d}$ on $S^d$, since the space is compact. With this condition, the solution is given by

$$\phi = \sum_{m=1}^{\infty} \frac{c}{m(m + d - 1)} \rho_m,$$

where $(\rho_m)_{m=0}^{\infty}$ is the decomposition of $\rho$ into $(\mathcal{H}_m)_{m=0}^{\infty}$, i.e. $\rho_m \in \mathcal{H}_m(S^d)$ and

$$\rho = \sum_{m=0}^{\infty} \rho_m,$$

where $\rho_0 \equiv 0$ by (6.2).

Following the setup in Section 1.2, we can consider more general mean-field models described by the coefficients $(\hat{W}_m)_{m \in \mathbb{N}}$ and imposing

$$\phi = \sum_{m=1}^{\infty} \hat{W}_m \rho_m,$$

i.e. the decomposition of $\phi$ is given by $\phi_m = \hat{W}_m \rho_m$.

Such a prescription completes the Vlasov equation (6.1) with the density

$$\rho(t, q) = \int_{\mathbb{R}^3} f(t, q, a^1, a^2, a^3) da^1 da^2 da^3.$$

The resulting potential $\phi$ can also be expressed through the fundamental solution, which has been explicitly computed in [35].
6.3 Linearised dynamics and mode reduction

We now look at the linearised dynamics around a spatially homogeneous state \( f_{st}(a^1, a^2, a^3) \), whose density is cancelled by a background charge density and which is a stationary state. For a perturbed state the previous prescription then defines a dynamic through the Vlasov equation. For a perturbation \( f \) the linearised dynamic is given by

\[
\begin{align*}
\partial_t f(t, q, a^1, a^2, a^3) + \sum_{i=1}^{3} a^i(t) \partial_{v_i} f(t, q, a^1, a^2, a^3) - \sum_{i=1}^{3} [\partial_{v_i} \phi(t, q)] \partial_{a_i} f_{st}(a^1, a^2, a^3) &= 0, \\
\phi &= \sum_{m=1}^{\infty} \tilde{W}_m \rho_m \\
\rho(t, q) &= \int_{\mathbb{R}^3} f(t, q, a^1, a^2, a^3) da^1 da^2 da^3.
\end{align*}
\]

As the overall mass is conserved, we can assume that for the perturbation holds \( \int_{S^3} \rho(t, q) ds_{S^3}(q) = 0 \), so that \( \rho_0 \equiv 0 \).

We decompose \( f \) spatially into spherical harmonics. The choice of the velocity basis implies for \( p \in \mathcal{H}_m(S^3) \) that \( \partial_{v_i} p \in \mathcal{H}_m(S^3) \). This shows that the different degrees \( \mathcal{H}_m(S^3) \) decouple in the linearised evolution. Let \( Y_{m,1}, \ldots, Y_{m,N_m} \) be an orthonormal basis of \( \mathcal{H}_m(S^3) \). Then we expand \( f \) as

\[
f(t, q, a^1, a^2, a^3) = \sum_{m=0}^{\infty} \sum_{l=1}^{N_m} \tilde{f}_{m,l}(t, a^1, a^2, a^3) Y_{m,l}(q).
\]

Corresponding to \( \partial_{v_i} \), introduce the matrices \( M_{m,i} \) acting on the coefficients in the basis \( Y_{m,1}, \ldots, Y_{m,N_m} \), i.e. for all coefficients \( (h_l)_{l=1}^{N_m} \) holds

\[
\partial_{v_i} \sum_{l=1}^{N_m} h_l Y_{m,l}(q) = \sum_{l=1}^{N_m} (M_{m,i} h_l) Y_{m,l}(q).
\]

The linearised dynamic within \( \mathcal{H}_m(S^3) \) is given by

\[
\begin{align*}
\partial_t \tilde{f}_m(t, a^1, a^2, a^3) + \sum_{i=1}^{3} a^i(t) \left[ M_{m,i} \tilde{f}_m(t, a^1, a^2, a^3) \right]_l - \sum_{i=1}^{3} [M_{m,i} \tilde{\phi}_m(t)] \partial_{a_i} f_{st}(a^1, a^2, a^3) &= 0, \\
\tilde{\phi}_m(t) &= \tilde{W}_m \int_{\mathbb{R}^3} \tilde{f}_m(t, a^1, a^2, a^3) da^1 da^2 da^3,
\end{align*}
\]

where \( \tilde{f}_m(t, a^1, a^2, a^3) \) denotes the vector in \( \mathbb{R}^{N_m} \) according to the basis \( (Y_{m,l})_{l=1}^{N_m} \) and likewise \( \tilde{\phi}_m(t) \).

For every degree \( m \in \mathbb{N} \), we have finitely many components \( \phi_{m,1}, \ldots, \phi_{m,N_m} \) of the potential,
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which satisfies, as discussed in Section 3.1, a vector-valued Volterra equation

\[ \phi_m(t) + \int_0^t k_m(t-s)\phi_m(s)ds = F_m(t) \]

with the convolution kernel defined by

\[ k_m(t)u = \hat{W}_m \int_{\mathbb{R}^3} e^{t(a^1 M_{m,1} + a^2 M_{m,2} + a^3 M_{m,3})} \left( \sum_{i=1}^{3} M_{m,i} u \partial_{a_i} f_m(a) \right) da^1 da^2 da^3 \]

for \( u \in C^N \) and the forcing

\[ F_m(t) = \hat{W}_m \int_{\mathbb{R}^3} e^{t(a^1 M_{m,1} + a^2 M_{m,2} + a^3 M_{m,3})} (\tilde{f}_m)_m(t, a^1, a^2, a^3) da^1 da^2 da^3 \quad (6.4) \]

with the initial data \( \tilde{f}_m \).

For the asymptotic behaviour we can apply the theory of finite-dimensional Volterra equation reviewed in Section 3.2.

For the understanding of Landau damping, we need to understand how the spatial density decays through phase mixing. For a velocity profile \( g: \mathbb{R}^3 \rightarrow \mathbb{R} \) and \( t \in \mathbb{R} \), we introduce the operator

\[ S_t f(q) := \int_{\mathbb{R}^3} e^{t(a^1 \partial_{a_1} + a^2 \partial_{a_2} + a^3 \partial_{a_3})} f(q)g(a) da \]

for \( f: S^3 \rightarrow \mathbb{R} \) and \( q \in S^3 \). If \( f \in H_m(S^3) \), then \( S_t f \in H_m(S^3) \) and in terms of a vector \( u \in \mathbb{R}^{N_m} \) expanded in the basis of \( H_m(S^3) \) it becomes

\[ S_t^m u = \left( \int_{\mathbb{R}^3} e^{t(a^1 M_{m,1} + a^2 M_{m,2} + a^3 M_{m,3})} g(a) da \right) u \]

for a matrix \( S_t^m \in \mathbb{R}^{N_m \times N_m} \). The next lemma establishes the decay and recovers faster decay for higher degrees like in the flat case, despite the fact that geodesics are always closed.

**Lemma 6.3.** Let \( g: \mathbb{R}^3 \rightarrow \mathbb{R} \) be a smooth function such that there exist constants \( r \) and \( C_g \) with

\[ \|\Delta^ng\|_{L^1(\mathbb{R}^3)} \leq C_g r^{2n} (2n)! \quad \text{for } n \in \mathbb{N}. \]

Then for \( p \in [1, \infty] \) and \( f \in H_m(S^3) \) holds

\[ \|S_t f\|_{L^p(S^3)} \leq \exp \left( 1 - 2 \left[ \frac{t \sqrt{m(m+2)}}{2r} \right] \right) \sqrt{2 \left[ \frac{t \sqrt{m(m+2)}}{2r} \right]} C_g \|f\|_{L^p(S^3)}. \]

In particular, for every \( \bar{r} > r \) there exists a constant \( C_{\bar{r}} \), independent of \( m \), such that

\[ \|S_t f\|_{L^p(S^3)} \leq C_r e^{-mt/\bar{r}} \|f\|_{L^p(S^3)}. \]
6.3 Linearised dynamics and mode reduction

Proof. For \( f \in \mathcal{H}_m(S^3) \), applying the Laplacian in \( a = (a^1, a^2, a^3) \) gives

\[
\Delta_a e^{t (a^1 \partial_{a^1} + a^2 \partial_{a^2} + a^3 \partial_{a^3})} f = e^{t (a^1 \partial_{a^1} + a^2 \partial_{a^2} + a^3 \partial_{a^3})} f [\partial_{a^1}^2 + \partial_{a^2}^2 + \partial_{a^3}^2] f \\
= t^2 m (m + 2) e^{t (a^1 \partial_{a^1} + a^2 \partial_{a^2} + a^3 \partial_{a^3})} f,
\]

where we noted that \( \partial_{a^1}^2 + \partial_{a^2}^2 + \partial_{a^3}^2 = \Delta_{S^3} \) and \( f \) is an eigenvector. Therefore, for \( n \in \mathbb{N} \) we find by partial integration

\[
S_t f = \int_{S^3} e^{t (a^1 \partial_{a^1} + a^2 \partial_{a^2} + a^3 \partial_{a^3})} f \frac{\Delta^a g(a)}{(t^2 m (m + 2))^n} da.
\]

As \( e^{t (a^1 \partial_{a^1} + a^2 \partial_{a^2} + a^3 \partial_{a^3})} \) is just rotating \( f \), we have

\[
\| e^{t (a^1 \partial_{a^1} + a^2 \partial_{a^2} + a^3 \partial_{a^3})} f \|_{L^p(S^3)} = \| f \|_{L^p(S^3)}.
\]

Hence we find

\[
\| S_t f \|_{L^p(S^3)} \leq C_g \frac{r^{2n} (2n)!}{(t^2 m (m + 2))^n} \| f \|_{L^p(S^3)}.
\]

By Stirling’s formula, we can bound the factor as

\[
\frac{r^{2n} (2n)!}{(t^2 m (m + 2))^n} \leq e \sqrt{2n} \left( \frac{2nr}{et \sqrt{m(m+2)}} \right)^{2n}.
\]

We choose optimally

\[
n = \left\lfloor \frac{t \sqrt{m(m + 2)}}{2r} \right\rfloor
\]

with \( \lfloor x \rfloor \) being the floor of \( x \), i.e. the largest integer not greater than \( x \). Then we find as claimed

\[
\frac{r^{2n} (2n)!}{(t^2 m (m + 2))^n} \leq \sqrt{2} \left( \frac{t \sqrt{m(m + 2)}}{2r} \right)^{2n} \exp \left( 1 - 2 \left( \frac{t \sqrt{m(m + 2)}}{2r} \right)^n \right).
\]

Hence for every \( \bar{r} \geq r \), there exists a constant \( C_\bar{r} \) such that for every \( m \in \mathbb{N} \) and \( f \in \mathcal{H}_m(S^3) \) it holds that

\[
\| S_t f \|_{L^p(S^3)} \leq C_\bar{r} e^{-m t \bar{r}} \| f \|_{L^p(S^3)}.
\]

This shows that the forcing term in (6.4) for such regular initial data is exponentially decaying. Moreover, it allows us to study the decay of the convolution kernel.

Proposition 6.4. Let \( s > 0 \) and \( f_{st} : \mathbb{R}^3 \to \mathbb{R} \) be a smooth function such that there exists a constant \( C_f \) with

\[
\| \Delta^n \partial_{a^i} f_{st} \|_{L^1(\mathbb{R}^3)} \leq C_f r^{2n} (2n)! \quad \text{for } n \in \mathbb{N} \text{ and } i = 1, 2, 3.
\]
Then for $\lambda < r^{-1}$ there exists a constant $C$ such that the convolution kernel is controlled as

$$\|k_m\|_{L^1(\mathbb{R}^+, \exp_{m,\lambda})} = \int_0^\infty \|k_m(t)\| e^{m\lambda t} \, dt \leq C \tilde{W}_m.$$

**Proof.** Choose $r^{-1} > \bar{r}^{-1} > \lambda$ and apply the previous lemma to the convolution kernel, where we note that $\|M_{m,i}\| \leq m$ as $M_{m,i}$ is skew-symmetric with largest eigenvalue $m$. This shows

$$\int_0^\infty \|k_m(t)\| e^{m\lambda t} \, dt \leq C \bar{r} \tilde{W}_m \int_0^\infty m e^{m\lambda t - \bar{r}^{-1} mt} \, dt = \frac{C r}{r^{-1} - \lambda} \tilde{W}_m.$$

Assuming the mild condition $\tilde{W}_m \to 0$ as $m \to \infty$, which is satisfied for the Poisson equation, we observe a quantitative Landau damping apart from possible discrete modes.

**Proposition 6.5.** Let $s > 0$ and $f_{st} : \mathbb{R}^3 \to \mathbb{R}$ be a smooth function such that there exist a constant $C_f$ with

$$\|\Delta^n \partial_i f_{st}\|_{L^1(\mathbb{R}^3)} \leq C_f r^{2n}(2n)! \quad \text{for } n \in \mathbb{N} \text{ and } i = 1, 2, 3$$

and assume $\tilde{W}_m \to 0$ as $m \to \infty$.

For $\lambda < r^{-1}$, there exist at most finitely many roots of

$$\det(\text{Id} - \mathcal{L}k_m(mz)) = 0$$

in $\mathbb{R}_z \geq \lambda$ and $m \in \mathbb{N}$. In particular, if $\sup_m \tilde{W}_m$ is small enough, no such root exists.

If no such root exists, then there exists a global constant $C$ such that for $m \in \mathbb{N}$ the resolvent $r_m$ of the Volterra equation is controlled as

$$\int_0^t \|r_m(t)\| e^{m\lambda t} \, dt \leq C.$$

As in Section 3.3, this shows a quantitative version of Landau damping. As in the torus, we have a minimal nonzero degree by compactness, which shows that a small enough interaction strength implies stability.

**Proof.** By Proposition 6.4, we have

$$\|k_m\|_{L^1(\mathbb{R}^+, \exp_{m,\lambda})} \leq C \tilde{W}_m.$$

If $\|k_m\|_{L^1(\mathbb{R}^+, \exp_{m,\lambda})} < 1$, then no root can exist and the resolvent is bounded by $(1 - \|k_m\|_{L^1(\mathbb{R}^+, \exp_{m,\lambda})})^{-1}$. As $\tilde{W}_m \to \infty$, this proves the statements of the theorem apart from possible finitely many $m$.

For a fixed $m$, Proposition 6.4 shows that

$$\det(\text{Id} - \mathcal{L}k_m(mz))$$
is analytic for $\Re z > r$. Hence only finitely many eigenmodes can exist. If the stability condition holds, the Paley–Wiener theorem 3.5 shows that $\|r_m\|_{L^1(\mathbb{R}^+, \exp m \lambda)} < \infty$. Taking the supremum over the finitely many modes shows the result.

The proof shows that only finitely many eigenmodes can exist and that otherwise the linear evolution is damped. For the verification of the stability of a specific stationary state, the proof also shows that only finitely many degrees $m$ need to be verified. For each $m$, the basis and the related matrices are easily computable by software packages (e.g. Appendix B of the book by Axler, Bourdon and Ramey [6]) so that the condition can be easily decided by numerically computing the curve $x \rightarrow \det(\text{Id} - L k_m(iz))$ for the finitely many $m \in \mathbb{N}$. 
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7 Hypocoercivity

In this chapter, I study how a kinetic equation can reach a smooth equilibrium state through a collision operator and a transport operator. Typically, the collision operator only acts on the velocity variable and thus does not produce any spatial averaging. However, in combination with the transport operator, the kinetic equation can have exponential relaxation towards equilibrium. For this interaction, Villani coined the term hypocoercivity [156].

7.1 Structure of hypocoercivity

In a typical kinetic equation with relaxation towards equilibrium, the evolution operator $G$ consists of a transport term $T$ and a relaxation term $M$, i.e. $G = T + M$.

As an example consider a particle distribution on the $d$-dimensional torus $\mathbb{T}^d$ and velocities $v \in \mathbb{R}^d$. Under the free transport, the density evolves as

$$\frac{\partial}{\partial t} f = T f = -v \cdot \nabla_x f.$$

As relaxation mechanism, we add an operator $M$, which acts on every spatial point separately and models collision. We focus on the linear setting, where $M$ models the effect of random collisions with the background. An example is the Fokker-Planck operator defined by

$$M f = \nabla_v \cdot (\nabla_v f + 2vf).$$

On its own, the generated semigroup $e^{tM}$ converges at every spatial point to an element of the local null space, which is the span of the unique equilibrium $e^{-v^2}$. However, the distribution at different spatial points is disconnected, so that for any $g \in \mathcal{M}(\mathbb{T}^d)$, the function $g(x)e^{-v^2}$ is an equilibrium for $M$, i.e. it is in the nullspace of $M$. Nevertheless, we expect that $e^{tG} f$ converges to the unique equilibrium $c e^{-v^2}$ for a constant $c$ as $t \to \infty$.

Considering $f$ in $L^2(\mathbb{T}^d \times \mathbb{R}^d, \mathcal{F}_\infty^{-1})$ with the equilibrium $\mathcal{F}_\infty(x,v) = \pi^{-1/2} e^{-v^2}$, we indeed find by Poincaré’s inequality that

$$-\langle Mf, f \rangle_{L^2(\mathcal{F}_\infty^{-1})} \geq \tilde{\lambda} \|f - \Pi f\|_{L^2(\mathcal{F}_\infty^{-1})}$$
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for a constant $\lambda > 0$, where $\Pi_l$ is the projection to the local equilibrium, i.e.

$$(\Pi_l f)(x, v) = \pi^{\frac{d}{2}} e^{-v^2} \int_{\mathbb{R}^d} f(x, \bar{v}) d\bar{v}.$$

However, there exists no constant $\lambda > 0$ such that

$$-(Gf, f)_{L^2(F^\infty)} \geq \lambda \| f - \Pi_g f \|_{L^2(F^\infty)},$$

holds with the global projection $\Pi_g$ onto $F^\infty$ conserving the mass, i.e.

$$(\Pi_g f)(x, v) = \pi^{\frac{d}{2}} \left( \int_{\mathbb{R}^d} f(\bar{x}, \bar{v}) d\bar{x} d\bar{v} \right) e^{-v^2}.$$

This holds because for every element $f$ in the nullspace we have

$$-(Gf, f)_{L^2(F^\infty)} = -(Tf, f)_{L^2(F^\infty)} = 0,$$

as $T$ is anti-selfadjoint.

This implies that the semigroup is not contracting, i.e. there exists no $\lambda > 0$ such that

$$\| e^{\lambda t} (f - \Pi_g f) \|_{L^2(F^\infty)} \leq e^{-\lambda t} \| f - \Pi_g f \|_{L^2(F^\infty)},$$

which can be shown by differentiating the contraction inequality of the semigroup with respect to time [156, Proposition 9].

In contrast, there exist constants $C$ and $\lambda > 0$ such that

$$\| e^{\lambda t} (f - \Pi_g f) \|_{L^2(F^\infty)} \leq C e^{-\lambda t} \| f - \Pi_g f \|_{L^2(F^\infty)},$$

which by itself a non-trivial result and is a key problem in the development of the theory of hypocoercivity [42, 49, 113, 156]. This behaviour is called hypocoercivity [156, Definition 12] and as pointed out by Serre in [156, Remark 13] it is equivalent to coercivity in an equivalent norm

$$N(h) := \sup_{t \geq 0} \left( e^{\lambda t} \| e^{\lambda t} h \| \right).$$

The transport operator $T$ does not create any relaxation by itself in $L^2(F^\infty)$, but in combination with the localised relaxation $M$ it forces global decay. Villani’s theory of hypocoercivity [156] is about the construction of suitable equivalent spaces based on commutators of the transport operator and the square root of the relaxation operator $M$.

On a probabilistic level, we can understand the relaxation in $L^1(\Gamma)$ or $M(\Gamma)$ with the total variation norm in a similar way to the relaxation of Markov chains. For this let $K_t$ be the
fundamental solution of $e^{tG}$, i.e.,

$$(e^{tG}f)(x, v) = \int_{\Gamma} K_t(x', v'; x, v) f(x', v') \, dx' dv',$$

and assume for notational simplicity that $f \equiv 1$ is the stationary state. Moreover, the semigroup preserves mass and is non-negative.

**Lemma 7.1.** Let $e^{tG}$ be a mass-conserving semigroup on the distributions over $\Gamma$ with non-negative fundamental solution $K_t$ and with stationary state $1$. If there exists $T > 0$ and $\alpha > 0$ such that

$$K_T(x, v; x', v') \geq \alpha, \quad \forall (x, v) \in \Gamma, (x', v') \in \Gamma,$$

then there exist constants $C$ and $\lambda > 0$ such that for non-negative $f$ holds

$$\|e^{tG}f - \Pi_g f\|_{TV} \leq Ce^{-\lambda t} \|f\|_{TV},$$

where $\Pi_g$ is the mass-preserving projection to the stationary state $1$.

**Proof.** After time $T$, split $e^{tG}f$ as

$$e^{tG}f = \alpha \cdot 1 + (1 - \alpha \|1\|_{TV})f_1,$$

where $f_1$ is a measure with the same mass as $f$. As $f$ is non-negative and by the bound on the kernel $K_T$, we have that $f_1$ is indeed non-negative. Iterating, we find for $n \in \mathbb{N}$

$$e^{nTG}f = (1 - (1 - \alpha \|1\|_{TV})^n)\|1\|_{TV}^{-1} \cdot 1 + (1 - \alpha \|1\|_{TV})^n f_n$$

for a non-negative measure $f_n$ with the same mass. Now

$$\|e^{nTG}f - \Pi_g f\|_{TV} \leq (1 - \alpha \|1\|_{TV})^n \|e^{nTG}f - f_n\|_{TV} \leq 2(1 - \alpha \|1\|_{TV})^n \|f\|_{TV},$$

which shows the claimed decay.

In comparison with Markov chains, we can understand the condition as saying that every state can be reached from any other state (irreducibility) at a uniform time $T$ (aperiodicity).

A possible simple application is a kinetic equation for particles moving freely in a bounded domain, where the particles are either reflected or thermalised at the boundary. For the given configuration, we then only need to check that we can connect any two phase space positions. Another simple application is the degenerated linear Boltzmann equation, where we again just need to find a connecting trajectory.
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7.2 Wasserstein contraction for the Fokker-Planck equation on the torus

The work in this section has been done in collaboration with Josephine Evans and Thomas Holding and follows the preprint [44].

7.2.1 Introduction

In this section, we prove contraction properties of the spatially periodic kinetic Fokker-Planck equation in the Wasserstein metric, and show to what extent the probabilistic technique of coupling can be used in such situations. This is of interest, both intrinsically, and in the broader context of analytic and probabilistic methods of proving convergence to equilibrium and contraction properties of Fokker-Planck equations. Recall the Wasserstein distance from optimal transport, which is defined as

\[ W_2(\mu, \nu) = \inf_{\pi \in \Pi_{\mu, \nu}} \left( \int |x - y|^2 d\pi(x, y) \right)^{1/2}, \]

where \( \Pi_{\mu, \nu} \) is the set of all couplings between \( \mu \) and \( \nu \).

With the contraction property we mean that for two solutions \( \mu_t, \nu_t \) we always have

\[ W_2(\mu_t, \nu_t) \leq C e^{-\mu t} W_2(\mu_0, \nu_0) \]

for suitable constants \( C \) and \( \mu > 0 \). By taking \( \nu_t \) to be the equilibrium state, this immediately shows exponential relaxation.

As mentioned in the introduction, the Fokker-Planck equation has received much attention in the development of hypocoercivity. These works [42, 49, 113, 156], however, do not address the question of convergence or contraction in the Wasserstein metric \( W_2 \), as this distance seems inaccessible from these analytic tools; the closest result is by Mischler and Mouhot [110], where \( W_1 \) results are obtained by duality and space enlargement methods.

A second analytic approach to the study of the Fokker-Planck equation is the theory of gradient flows [79], in which the Fokker-Planck equation is identified with the steepest descent flow of an entropy functional in the Wasserstein space \( W_2 \). The degeneracy in the diffusion of the space variable causes this theory to fail for the kinetic Fokker-Planck equation. For the normal Fokker-Planck equation, Bolley, Gentil and Guillin [18] also developed analytic methods to show dissipation in the Wasserstein distance for non-gradient drifts.

A common probabilistic technique to show contraction or convergence is the construction of a coupling between two copies of the stochastic process that realises the desired bound on the metric between the laws. In the spatially homogeneous Fokker-Planck equation, the synchronisation coupling, where the infinitesimal motions of the noise are coupled together, gives contraction in Wasserstein metrics when the velocity potential is strongly convex. In the
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spatially inhomogeneous case with a confining potential, such a straightforward coupling so far has only been used to establish a contraction if the confining potential is quadratic, or a small perturbation thereof, see for example [19]. Establishing contraction in the Wasserstein metric for more general confining potentials is an open problem. In the spatially periodic case, results are even more limited. In this case, the synchronisation coupling does not cause the spatial distance on the torus to decay. In contrast to the analytic setting, where having the spatial variable on the torus makes computations simpler, the spatially periodic case is more difficult in the probabilistic case.

In this section, we study the contraction properties in the Wasserstein metric of the kinetic Fokker-Planck equation with spatial variables on the torus. Despite the simplicity of this equation, this question has not been answered in the literature, to my knowledge. A second goal is to understand what difficulties might explain the lack of previous results. In higher dimensions the different spatial directions decouple so that we can reduce the problem to the one-dimensional case.

The kinetic Fokker-Planck equation describes the law of a particle moving in the phase space $\mathbb{T} \times \mathbb{R}$ whose location in the phase space is $(X_t, V_t)$ and evolves by the stochastic differential equation (SDE)

\begin{equation}
\begin{aligned}
dX_t &= V_t \, dt, \\
dV_t &= -\lambda V_t \, dt + dW_t,
\end{aligned}
\end{equation}

(7.1)

where $\lambda > 0$ is the relaxation rate in the velocity variable, $dW_t$ is standard white noise and the spatial variable is in the torus $\mathbb{T} = \mathbb{R}/(2\pi L \mathbb{Z})$ of length $2\pi L$ for $L > 0$.

The corresponding measure $\mu_t$ on $\Gamma = \mathbb{T} \times \mathbb{R}$ evolves as

\begin{equation}
\partial_t \mu_t + v \partial_x \mu_t = \partial_v \left[ \lambda v \mu_t + \frac{1}{2} \partial_v \mu_t \right],
\end{equation}

(7.2)

where this equation is considered in the weak sense.

We show exponential decay of the distance between two solutions (7.2).

**Theorem 7.2.** If $(\mu_t)_{t \geq 0}$ and $(\nu_t)_{t \geq 0}$ are two solutions in $\mathcal{M}(\Gamma)$ to the kinetic Fokker-Planck equation (7.2), then we have

\[ W_2(\mu_t, \nu_t) \leq \left( e^{-\lambda t} + c e^{-t/4\lambda^2 L^2} \right) W_2(\mu_0, \nu_0) \]

for a constant $c$ only depending on $L$.

The key idea is to study the stochastic trajectory leading to a later time $t$. After fixing the velocity variable at time $t$, the spatial variable has enough randomness left to allow such a coupling. This approach is not based on a functional inequality that is integrated over time and in fact the evolution is not a contraction semigroup. We can show the lack of coercivity directly using the explicit solution to the SDE.
Proposition 7.3. The semigroup of the kinetic Fokker-Planck operator is not a contraction in the Wasserstein distance, i.e. there is no $\lambda > 0$ such that

$$\mathcal{W}_2(\mu_t, \nu_t) \leq e^{-\lambda t} \mathcal{W}_2(\mu_0, \nu_0).$$

In order to construct a coupling showing convergence in the Wasserstein distance, random variables $(X^1_t, V^1_t)$ are constructed for $t \in \mathbb{R}^+$ and $i = 1, 2$ such that $(X^1_t, V^1_t)$ has law $\mu_t$ and $(X^2_t, V^2_t)$ has law $\nu_t$. Then, for $t \in \mathbb{R}^+$, the coupling $((X^1_t, V^1_t), (X^2_t, V^2_t))$ gives an upper bound of the Wasserstein distance $\mathcal{W}_2(\mu_t, \nu_t)$.

The stochastic differential equation (7.1) motivates us to look at couplings where $(X^i_t, V^i_t)$ are continuous Markov processes with initial distribution $\mu_0$ and $\nu_0$, respectively, and whose transition semigroup is determined by (7.1). For such couplings, we can consider a more restrictive class of couplings.

Definition 7.4 (co-adapted coupling). The coupling $((X^1_t, V^1_t), (X^2_t, V^2_t))$ is co-adapted if, for $i = 1, 2$, under the filtration $\mathcal{F}$ generated by the coupling $((X^1_t, V^1_t), (X^2_t, V^2_t))$, the process $(X^i_t, V^i_t)$ is a continuous Markov process whose transition semigroup is determined by (7.1).

This is an important subclass of couplings, which contains many natural couplings. An even more restrictive subclass is the class of Markovian couplings, where additionally the coupling itself is imposed to be Markovian. The existence and obtainable convergence behaviour of co-adapted couplings has already been studied in different cases, e.g. [25, 30, 85]. Note that the co-adapted coupling is equivalent to the condition that the filtration generated by $(X^i_t, V^i_t)$ is immersed in the filtration generated by the coupling, which motivates Kendall [81] to call such couplings immersed couplings.

By adapting the reflection/synchronisation coupling, we can still obtain exponential convergence but with a loss in the dependence on the initial data.

Theorem 7.5. Given initial distributions $\mu_0$ and $\nu_0$, there exists a co-adapted coupling $((X^1_t, V^1_t), (X^2_t, V^2_t))$ such that

$$\mathcal{W}_2(\mu_t, \nu_t) \leq (\mathbb{E} \left[ |X^1_t - X^2_t|^2 + (V^1_t - V^2_t)^2 \right])^{1/2} \leq C \zeta(t)(\sqrt{\mathcal{W}_2(\mu_0, \nu_0)} + \mathcal{W}_2(\mu_0, \nu_0)),$$

where

$$\zeta(t) = \begin{cases} e^{-\min(2\lambda, 1/(2\lambda^2 L^2)) t} & \text{if } 4L^2 \lambda^3 \neq 1 \\ e^{-2\lambda t(1 + t)} & \text{if } 4L^2 \lambda^3 = 1 \end{cases}$$

and $C$ is a constant that depends only on $\lambda$ and $L$.

Here, we used the notation $|X^1_t - X^2_t|_T$ to emphasise that this is the distance on the torus $\mathbb{T}$. In fact, the filtrations generated by $(X^1, V^1)$ and $(X^2, V^2)$ agree. Such a coupling is called an equi-filtration by Kendall [81].
Remark 7.6. This achieves the same exponential decay rate as the non-Markovian argument, except for the case $4L^2\lambda^3 = 1$, when the spatial and velocity decay rates coincide and we have an additional polynomial factor.

In general, the loss in the dependence is necessary.

Theorem 7.7. Suppose there exists a function $\alpha : \mathbb{R}^+ \to \mathbb{R}^+$ and a constant $\gamma > 0$ such that for all initial distributions $\mu_0$ and $\nu_0$ there exists a co-adapted coupling $((X^1_t, V^1_t), (X^2_t, V^2_t))$ such that

$$
\left( \mathbb{E} \left[ |X^1_t - X^2_t|^2 + (V^1_t - V^2_t)^2 \right] \right)^{1/2} \leq \alpha(W_2(\mu_0, \nu_0))e^{-\gamma t}.
$$

Then, there exists a constant $C$ such that for $z \in (0, \pi L]$ we have the following lower bound on the dependence on the initial distance

$$
\alpha(z) \geq C\sqrt{z}.
$$

The idea is to focus on a drift-corrected position on the torus, which evolves as a Brownian motion. By stopping the Brownian motion at a large distance we can then prove the claimed lower bound.

This shows that a simple hypocoercivity argument on a Markovian coupling cannot work in $W_2$. More precisely, there cannot exist a semigroup $P$ on the probability measures over $(\mathbb{T} \times \mathbb{R})^2$ whose marginals behave like the solution of (7.1) and which satisfies $H(P_t(\pi)) \leq cH(\pi)e^{-\gamma t}$ for $H^2(\pi) = \int [(X^1 - X^2)^2 + (V^1 - V^2)^2] d\pi(X^1, V^1, X^2, V^2)$. Otherwise, the Markov process associated to $P$ would be a coupling contradicting Theorem 7.7.

### 7.2.2 Setup

The stochastic differential equation (7.1) has an explicit solution when posed in $\mathbb{R}^2$. For clarity, we will use $\hat{X}$ if we consider $X$ on $\mathbb{R}$ rather than the torus. The explicit solution is

$$
\begin{align*}
\hat{X}_t &= \hat{X}_0 + 1 - e^{-\lambda t})V_0 + \int_0^t \frac{1}{\lambda} (1 - e^{-\lambda(s-t)}) dW_s, \\
\hat{V}_t &= e^{-\lambda t}V_0 + \int_0^t e^{-\lambda(s-t)} dW_s,
\end{align*}
$$

(7.3) where $W_t$ is the common Brownian motion. In this, we separate the stochastic driving as $(A_t, B_t)$ given by the stochastic integrals

$$
\begin{align*}
A_t &= \int_0^t \frac{1}{\lambda} (1 - e^{-\lambda(s-t)}) dW_s, \\
B_t &= \int_0^t e^{-\lambda(s-t)} dW_s,
\end{align*}
$$
which evolve as a vector in $\mathbb{R}^2$ with the common Brownian motion $W_t$. By Itô’s isometry, $(A_t, B_t)$ is a Gaussian random variable with covariance matrix $\Sigma(t)$ given by

$$
\Sigma_{AA}(t) = \frac{1}{\lambda^2} \left[ t - \frac{2}{\lambda} (1 - e^{-\lambda t}) + \frac{1}{2\lambda} (1 - e^{-2\lambda t}) \right],
$$

(7.4)

$$
\Sigma_{AB}(t) = \frac{1}{\lambda^2} \left[ (1 - e^{-\lambda t}) - \frac{1}{2} (1 - e^{-2\lambda t}) \right],
$$

(7.5)

$$
\Sigma_{BB}(t) = \frac{1}{2\lambda} (1 - e^{-2\lambda t}).
$$

(7.6)

From this we calculate that the conditional distribution of $A_t$ given $B_t$ is a Gaussian with variance $\Sigma_{AA}(t) - \Sigma_{AB}(t)\Sigma_{BB}^{-1}(t)$ and mean $\mu_{A|B}(t, b) = \Sigma_{AB}(t)\Sigma_{BB}^{-1}(t)b$. We write $g_{A|B}$ for the conditional density of $A$ given $B$ and $g_B$ for the marginal density of $B$. Hence,

$$
g(t, a, b) = g_{A|B}(t, a, b)g_B(t, b)
$$

(7.7)

is the joint density of $A$ and $B$.

The last part of the setup is the change of variables, which we will need for the Markovian coupling in Section 7.2.4. We define new coordinates $(Y, V)$ by taking the drift away

$$
\begin{align*}
Y &= X + \frac{1}{\lambda} V, \\
V &= V.
\end{align*}
$$

(7.8)

This change is motivated by the explicit formulas (7.3) from which we see that $Y$ is the limit of $X_t$ as $t \to \infty$ without additional noise. In the new variables, (7.1) becomes

$$
\begin{align*}
dY_t &= \frac{1}{\lambda} dW_t, \\
dV_t &= -\lambda V_t dt + dW_t,
\end{align*}
$$

for the common Brownian motion $W_t$. Note that the motion of $Y_t$ does not explicitly depend upon $V_t$ and that $Y_t$ is a Brownian motion on the torus.

It remains to show that these new coordinates define an equivalent norm on $\mathbb{T} \times \mathbb{R}$. This follows from the triangle inequality as

$$
|X^1 - X^2|_T + |V^1 - V^2| \leq |Y^1 - Y^2|_T + \left( 1 + \frac{1}{\lambda} \right) |V^1 - V^2|
$$

and the other direction is similar. Thus, the two norms are equivalent up to a constant factor that only depends on $\lambda$. 148
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7.2.3 Non-Markovian Coupling

We wish to estimate how much the spatial variable will spread out over time. We will then use this to construct a coupling at a fixed time $t$ which exploits the fact that a proportion of the spatial density is distributed uniformly. In order to do this, we give a lemma on the spreading of a Gaussian density wrapped on the torus.

**Lemma 7.8.** For $\sigma^2 > 2L^2 \log(3)$ consider the Gaussian density $h$ on $\mathbb{R}$ given by

$$h(x) = \frac{1}{\sqrt{2\pi\sigma^2}} e^{-x^2/2\sigma^2}$$

and wrap it onto the torus $\mathbb{T}$, i.e. define the density $Qh$ on $\mathbb{T}$ by

$$(Qh)(x) = \sum_{n \in \mathbb{Z}} h(x + 2\pi Ln). \quad (7.9)$$

We have the following estimate on the spatial spreading

$$Qh(x) \geq \frac{\beta \pi}{2L},$$

where

$$1 - \beta := \frac{2e^{-\sigma^2/2L^2}}{1 - e^{-\sigma^2/2L^2}} \in (0, 1).$$

**Proof.** We define the Fourier transform of a function on $\mathbb{T}$ to be

$$(\mathcal{F}g)(k) = \int_{\mathbb{T}} e^{-ikx/L} g(x) \, dx,$$

where

$$\int_{\mathbb{T}} g(x) \, dx = \int_{0}^{2\pi L} g(x) \, dx.$$  

By the definition of $Q$, the Fourier transform of $Qh$ is given by

$$(\mathcal{F}Qh)(k) = \int_{\mathbb{T}} \sum_{n \in \mathbb{Z}} h(x + 2\pi Ln)e^{-ikx/L} \, dx$$

$$= \int_{\mathbb{R}} h(x)e^{-ikx/L} \, dx$$

$$= \exp \left( -\frac{k^2\sigma^2}{2L^2} \right),$$

where we have used the standard Fourier transformation of a Gaussian.

We deduce from the Fourier series representation that

$$Qh(x) - \frac{\beta \pi}{2L} = \frac{1}{2\pi L} \sum_{|k| \geq 1} e^{-k^2\sigma^2/2L^2 + ikx/L} + \frac{1 - \beta}{2\pi L}.  \quad 149$$
The lemma claims that this is positive. For this it is sufficient to show that
\[
\left| \sum_{|k| \geq 1} e^{-k^2\sigma^2/2L^2 + ikx/L} \right| \leq 1 - \beta.
\]
We estimate the left hand side by
\[
\left| \sum_{|k| \geq 1} e^{-k^2\sigma^2/2L^2 + ikx/L} \right| \leq 2 \sum_{k \geq 1} e^{-k\sigma^2/2L^2} = 1 - \beta,
\]
where the final equality follows from summing the geometric series.

We can now construct a coupling at time \(t\), allowing to prove exponential decay in the Wasserstein distance.

**Lemma 7.9.** Let \(t \geq 0\) be large enough so that the variance of \(g_{A|B}\) is greater than \(2L \log(3)\), and \(\beta\) be such that
\[
(Qg_{A|B})(t,a,b) \geq \frac{\beta}{2\pi L},
\]
where \(g_{A|B}\) is defined by (7.7) above. Let \(\mu_t\) and \(\nu_t\) be the distribution of the solution to the kinetic Fokker-Planck equation (7.2) with deterministic initial data \(\mu_0 = \delta_{x_0,v_0}^1\) and \(\nu_0 = \delta_{x_0,v_0}^2\) at time \(t\), respectively. Then there exists a coupling \(((X_1^t,V_1^t),(X_2^t,V_2^t))\) satisfying
\[
\mathbb{E} [(V_1^t - V_2^t)^2] = e^{-2\lambda t} \left[ (v_0^1 - v_0^2)^2 \right]
\]
and
\[
\mathbb{E} [|X_1^t - X_2^t|^2] \leq 2(1 - \beta) \left[ |x_0^1 - x_0^2|^2 + \frac{1}{\lambda^2} (v_0^1 - v_0^2)^2 \right].
\]

**Proof.** Let us construct such a coupling. Since we have seen that \(g_{A|B}\) is a Gaussian density with variance \(\sigma^2 = \Sigma_{AA}(t) - \Sigma_{AB}^2(t) \Sigma_{BB}^{-1}(t)\), we can use Lemma 7.8 to split the distribution \(Qg_{A|B}\) as
\[
Qg_{A|B}(t,a,b) = \frac{\beta}{2\pi L} + (1 - \beta)s(t,a,b).
\]
Then, by assumption, \(s\) is again a probability density for the variable \(a\) on the torus \(\mathbb{T}\). We now consider the torus as a subset of \(\mathbb{R}\) and then \(Qg_{A|B}\) and \(s\) are probability density functions supported on \([0,2\pi L]\). Let \(B\) be an independent random variable with density \(\rho_B(t,b)\), let \(Z\) be an independent uniform random variable over \([0,1]\) and let \(U\) be an independent uniform random variable over the torus. Finally, let \(S\) be a random variable on \(\mathbb{R}\) with density \(s(t,a,B)\), viewed as a density function on \(\mathbb{R}\), only depending on \(B\).
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With this, define the random parts $A^1, A^2$ of $X_1^t, X_2^t$ as

\[
A^1 = 1_{Z \leq \beta} \left[ U - x_0^1 - \frac{1}{\lambda} (1 - e^{-\lambda t}) v_0^1 \right] + 1_{\beta > Z} S,
\]
\[
A^2 = 1_{Z \leq \beta} \left[ U - x_0^2 - \frac{1}{\lambda} (1 - e^{-\lambda t}) v_0^2 \right] + 1_{\beta > Z} S.
\]

We then construct $(\hat{X}_i^1, V_i^1)$ defined by

\[
\hat{X}_i^1 = x_0^1 + \frac{1}{\lambda} (1 - e^{-\lambda t}) v_0^1 + A^1,
\]
\[
V_i^1 = e^{-\lambda t} v_0^1 + B,
\]

and $(\hat{X}_i^2, V_i^2)$ defined by

\[
\hat{X}_i^2 = x_0^2 + \frac{1}{\lambda} (1 - e^{-\lambda t}) v_0^2 + A^2,
\]
\[
V_i^2 = e^{-\lambda t} v_0^2 + B.
\]

We then construct $X_i^t$ by wrapping $\hat{X}_i^t$ onto the torus, i.e. $X_i^t \in [0, 2\pi L)$ and $X_i^t \equiv \hat{X}_i^t \mod 2\pi L$. By construction, the pairs $(X_i^t, V_i^t)$ have the right laws so they form a valid coupling.

We find

\[
E \left[ (V_1^t - V_2^t)^2 \right] = e^{-2\lambda t} \left[ (v_0^1 - v_0^2)^2 \right]
\]

and

\[
E \left[ |X_1^t - X_2^t|^2 \right] = (1 - \beta) \left[ x_0^1 - x_0^2 + \frac{1}{\lambda} (1 - e^{-\lambda t}) (v_0^1 - v_0^2) \right]^2
\]

and we can use Young’s inequality to find the claimed control.

We now put these two lemmas together to prove Theorem 7.2, which states exponential convergence in the Wasserstein $W_2$ distance.

**Proof of Theorem 7.2.** We first show that we can reduce the result to the case of deterministic initial conditions. We denote $\mu^{x,v}_t$ to be the law of the solution to the SDE initialized at $(x,v)$. Suppose we know that

\[
W_2(\mu_t^{x_1,v_1}, \mu_t^{x_2,v_2}) \leq \omega(t)d((x_1, v_1), (x_1, v_2)).
\]

Then, given any coupling $\pi$ of initial measures $\mu_0, \nu_0$, we have

\[
W_2(\mu_t, \nu_t)^2 \leq \int_{(\mathbb{T} \times \mathbb{R})^2} W_2(\mu_t^{x_1,v_1}, \mu_t^{x_2,v_2})^2 d\pi((x_1, v_1), (x_2, v_2))
\]
\[
\leq \omega(t)^2 \int_{(\mathbb{T} \times \mathbb{R})^2} d((x_1, v_1), (x_2, v_2))^2 d\pi((x_1, v_1), (x_2, v_2)).
\]
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Taking an infimum over $\pi$ shows that this implies

$$W_2(\mu_t, \nu_t) \leq \omega(t) W_2(\mu_0, \nu_0).$$

Given any initial points $((x_0^1, v_0^1), (x_0^2, v_0^2))$, we let $((X_t^1, V_t^1), (X_t^2, V_t^2))$ be the coupling between $\mu_t$ and $\nu_t$ from Lemma 7.9. By explicitly calculating the variance of the distribution \(A \mid B\) using (7.4), (7.5) and (7.6), we see that the variance grows asymptotically as $t/\lambda^2$. Hence by Lemma 7.8 we can choose $\beta$ so that $1 - \beta \to 0$ exponentially fast with rate $1/2\lambda^2 L^2$. This, combined with the control from the second lemma, shows that

$$E [(V_t^1 - V_t^2)^2 + |X_t^1 - X_t^2|_T^2] \leq \left( e^{-2\lambda t} + C e^{-t/2\lambda^2 L^2} \right) \left( |v_0^1 - v_0^2|^2 + |x_0^1 - x_0^2|_T^2 \right).$$

The explicit solution also allows to prove that the evolution is not a contraction semigroup.

**Proof of Proposition 7.3.** We will prove the theorem by contradiction. Suppose $\gamma > 0$ and let $a \neq b$ be two distinct points on the torus. Consider the initial measures $$\mu_0 = \delta_{x=a} \delta_{v=0}$$ and $$\nu_0 = \delta_{x=b} \delta_{v=0}.$$ Then the distance is $W_2(\mu_0, \nu_0) = |a - b|_T$.

At time $t$ the spatial distribution of $\mu_t$ and $\nu_t$, interpreted in $\mathbb{R}$, is a Gaussian with variance $\Sigma_{AA}$, which, by the explicit formula (7.4), can be bounded as

$$\Sigma_{AA}(t) \leq C_A t^2$$

for a constant $C_A$ and $t \leq 1$.

Hence, if $d > 0$ and $t \leq 1$, the spatial spreading is controlled as

$$\mu_t((\mathbb{T} \setminus [a - d, a + d]) \times \mathbb{R}) \leq \frac{2\Sigma_{AA}(t)}{d \sqrt{2\pi}} \exp\left(-\frac{d^2}{2\Sigma_{AA}(t)}\right) \leq C_1 \frac{d^2}{t} \exp\left(-C_2 \frac{d^2}{t^4}\right)$$

for positive constants $C_1$ and $C_2$, where we have used the standard tail bound for the Gaussian distribution (see e.g. [112, Lemma 12.9]).

For any $d > 0$ small enough that $a \pm d$ and $b \pm d$ do not wrap around the torus, any coupling between $\mu_t$ and $\nu_t$ must at least transfer the mass

$$1 - \mu_t((\mathbb{T} \setminus [a - d, a + d]) \times \mathbb{R}) - \nu_t((\mathbb{T} \setminus [b - d, b + d]) \times \mathbb{R})$$
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between \([a - d, a + d]\) and \([b - d, b + d]\).

Hence the Wasserstein distance is bounded by

\[
W^2_2(\mu_t, \nu_t) \geq |a - b| T - 2d \left( 1 - 2C_1 \frac{t^2}{d} \exp \left( -C_2 \frac{d^2}{t^4} \right) \right). 
\]

Taking \(d = |a - b| T^{3/2}\) for \(t\) sufficiently small, this shows that

\[
W^2_2(\mu_t, \nu_t) \geq |a - b| T \left( 1 - 2C_1 \frac{t^{3/2}}{2} \sqrt{t} \exp \left( -C_2 \frac{|a - b|^2}{t} \right) \right). 
\]

However, for all small enough positive \(t\), we have

\[
(1 - 2t^{3/2})^2 > e^{-\gamma t/2}
\]

and

\[
\left( 1 - 2C_1 \frac{t^{3/2}}{2} \sqrt{t} \exp \left( -C_2 \frac{|a - b|^2}{t} \right) \right) > e^{-\gamma t/2}
\]

contradicting the assumed contraction. For the second estimate we use \(\exp(-c/t) \leq (1 + c/t)^{-1} = t/(c + t)\).

\[\square\]

7.2.4 Co-adapted couplings

Existence

For Theorem 7.5, we construct a reflection/synchronisation coupling using the drift-corrected positions \(Y^i_t\). As the positions are on the torus we can use a reflection coupling until \(Y^1_t\) and \(Y^2_t\) agree. Afterwards, we use a synchronisation coupling which keeps \(Y^1_t = Y^2_t\) and reduces the velocity distance.

For a formal definition let \(((X^1_0, V^1_0), (X^2_0, V^2_0))\) be a coupling between \(\mu\) and \(\nu\) obtaining the Wasserstein distance (the existence of such a coupling is a standard result, see e.g. [158, Theorem 4.1.]).

We then define the evolution of this coupling in two stages. First, define \((X^1_t, V^1_t)\) and \((X^3_t, V^3_t)\) to be strong solutions to (7.1) with initial conditions \(((X^1_0, V^1_0), (X^2_0, V^2_0))\) respectively and driving Brownian motion \(W^1_t\). Then we recall the definition of \(Y^i\) from (7.8), and define the stopping time \(T := \inf \{ t \geq 0 : Y^1_t = Y^2_t \}\). Then we define a new process \(W^2_t\) by

\[
W^2_t = \begin{cases} 
-W^1_t & \text{if } t \leq T, \\
W^1_t - 2W^1_T & \text{if } t > T.
\end{cases}
\]

By the reflection principle, \(W^2\) is a Brownian motion. We use this to define a new solution \((X^2_t, V^2_t)\) to be the strong solution to (7.1) with driving Brownian motion \(W^2\) and initial condition \((X^2_0, V^2_0)\). Note now that \(T = \inf \{ t \geq 0 : Y^1_t = Y^2_t \}\).
For the analysis we introduce the notation

\[ M_t = Y_t^1 - Y_t^2, \]
\[ Z_t = V_t^1 - V_t^2. \]

Then by the construction the evolution is given by

\[ dM_t = \frac{2}{\lambda} 1_{t \leq T} dW_t^1, \]  \hspace{1cm} (7.10)
\[ dZ_t = -\lambda Z_t dt + 2 \cdot 1_{t \leq T} dW_t^1, \]  \hspace{1cm} (7.11)

where \( M_t \) evolves on the torus \( T \).

As a first step we introduce a bound for \( T \).

**Lemma 7.10.** The stopping time \( T \) satisfies

\[ P(T > t | M_0) = 4 \sum_{k=0}^\infty \frac{1}{2k+1} \exp \left( -\frac{(2k+1)^2}{2\lambda^2 L^2} t \right) \sin \left( \frac{(2k+1) |M_0| T}{2L} \right). \]  \hspace{1cm} (7.12)

**Proof.** As \( M_t \) evolves on the torus, \( T \) is the first exit time of a Brownian motion starting at \( M_0 \) from the interval \((0, 2\pi L)\). See [112, (7.14-7.15)], from which the claim follows after rescaling to incorporate the \( 2/\lambda \) factor.

**Remark 7.11.** The second expression in (7.12) is obtained by solving the heat equation on \([0, 2\pi L]\) with Dirichlet boundary conditions and initial condition \( \delta_{M_0} \).

**Lemma 7.12.** There exists a constant \( C \) such that for any \( t > 0 \) the following holds

\[ P(T > t | M_0) \leq C |M_0| T (1 + t^{-1/2}) e^{-t/(2\lambda^2 L^2)}. \]  \hspace{1cm} (7.13)

**Proof.** Using (7.12) and the inequality \( \sin(x) \leq x \) for \( x \geq 0 \), we have

\[ P(T > t | M_0) \leq 4 \pi e^{-t/(2\lambda^2 L^2)} \sum_{k=0}^\infty \frac{|M_0| T}{2L} \frac{2k+1}{2k+1} e^{-4k^2 t/(2\lambda^2 L^2)} 
\leq \frac{2}{\pi L} |M_0| T e^{-t/(2\lambda^2 L^2)} \left( 1 + \int_0^\infty e^{-4u^2/(2\lambda^2 L^2)} du \right) 
= \frac{2}{\pi L} |M_0| T e^{-t/(2\lambda^2 L^2)} \left( 1 + \sqrt{\frac{\pi}{8t/(\lambda^2 L^2)}} \right) 
\leq C |M_0| T (1 + t^{-1/2}) e^{-t/(2\lambda^2 L^2)}, \]

where on the second line we have bounded the sum by an integral.

Using these simple estimates, we now study the convergence rate of the coupling.
Lemma 7.13. There exists a constant $C$ such that for any $t \geq 0$ we have the bound
\[
\mathbb{E} \left[ |M_t|^2 + |Z_t|^2 | (Z_0, M_0) \right] \leq |Z_0|^2 e^{-2\lambda t} + \begin{cases} 
C|M_0|^2 e^{-2\lambda t} & \text{if } 2\lambda < 1/(2\lambda^2 L^2), \\
C|M_0| |1 + t| e^{-2\lambda t} & \text{if } 2\lambda = 1/(2\lambda^2 L^2), \\
C|M_0|^2 e^{-t/(2\lambda^2 L^2)} & \text{if } 2\lambda > 1/(2\lambda^2 L^2). 
\end{cases}
\]

Proof. Without loss of generality we may assume that $Z_0$ and $M_0$ are deterministic in order to avoid writing the conditional expectation.

Applying Itô’s lemma, we find from (7.11) that
\[
d|Z_t|^2 = -2\lambda |Z_t|^2 dt + 4 \cdot 1_{t \leq T} Z_t dW_t^1 + 2 \cdot 1_{t \leq T} dt.
\]

After taking expectations we see that
\[
\frac{d}{dt} \mathbb{E} |Z_t|^2 = -2\lambda \mathbb{E} |Z_t|^2 + 2 \mathbb{P}(t \leq T). \tag{7.14}
\]

By explicitly solving (7.14) and using Lemma 7.12, we obtain
\[
\mathbb{E} |Z_t|^2 = |Z_0|^2 e^{-2\lambda t} + 2e^{-2\lambda t} \int_0^t e^{2\lambda s} \mathbb{P}(s \leq T) ds \\
\leq |Z_0|^2 e^{-2\lambda t} + C|M_0|^2 e^{-2\lambda t} \int_0^t e^{(2\lambda - 1/(2\lambda^2 L^2))s} \left[1 + s^{-1/2}\right] ds.
\]

Let us bound $I_t$. As the integrand is locally integrable, we have for a constant $C$
\[
I_t \leq C \left(1 + \int_0^t e^{(2\lambda - 1/(2\lambda^2 L^2))s} ds\right).
\]

Here the $s^{-1/2}$ term can be bounded by 1 for $s > 1$ and for $s \leq 1$ the additional contribution can be absorbed into the constant. To bound the remaining integral we consider three cases:

- $2\lambda < 1/(2\lambda^2 L^2)$: The integral (and $I_t$) are uniformly bounded, $I_t \leq C$.
- $2\lambda = 1/(2\lambda^2 L^2)$: The integrand is equal to 1 and $I_t \leq C(1 + t)$.
- $2\lambda > 1/(2\lambda^2 L^2)$: The integrand grows and $I_t \leq C(1 + e^{(2\lambda - 1/(2\lambda^2 L^2))t})$.

In each case we multiply $I_t$ by $e^{-2\lambda t}$ to obtain the decay rate. In the first two cases this gives the dominant term with $|M_0|^2$ (as opposed to $|Z_0|$) dependence, while in the last case it is lower order than the $e^{-t/(2\lambda^2 L^2)}$ decay we obtain from $\mathbb{E} |M_t|^2$ below.

Next let us consider $\mathbb{E} |M_t|^2$. Using the finite diameter of the torus we have the simple estimate
\[
\mathbb{E} |M_t|^2 \leq \pi^2 L^2 \mathbb{P}(T > t).
\]
We now handle the cases of small and large $t$ separately. For $t \geq 1$ (say), we can use Lemma 7.12, to obtain
\[ \mathbb{E}|M_t|^2 \leq C|M_0|^e^{t/(2\lambda^2 L^2)}. \]
This leaves the case when $t \leq 1$ where (7.13) blows up. We instead use the martingale property of $M_t$. Without loss of generality we may assume that $M_0 \in [0, \pi L]$. Then as $M_t$ is stopped at $T$ we know that $M_t \in [0, 2\pi L]$ for all $t \geq 0$. Hence, for any $t \geq 0$,
\[ \mathbb{E}|M_t|^2 \leq 2\pi L \mathbb{E}M_t = 2\pi L M_0 = 2\pi L |M_0|^e^{t/(2\lambda^2 L^2)}. \]
by the martingale property. Combining the $t \leq 1$ and $t \geq 1$ estimates we have
\[ \mathbb{E}|M_t|^2 \leq C|M_0|^e^{t/(2\lambda^2 L^2)} \quad \text{for } t \geq 0. \]
This together with the bound for $\mathbb{E}|Z_t|^2$ provides the claimed bounds of the lemma and completes its proof.

**Proof of Theorem 7.5.** By the equivalence of the norms from $(X, V)$ and $(Y, V)$, we see that
\[ \mathbb{E}(|X^1_t - X^2_t|^2 + |V^1_t - V^2_t|^2) \leq \left(1 + \frac{1}{\lambda}\right) \mathbb{E}(|M_t|^2 + |Z_t|^2) \]
\[ \leq C\zeta(t) \mathbb{E}(|M_0|^2 + |Z_0|^2) \]
\[ \leq C\zeta(t) \mathbb{E}\left((|X^1_0 - X^2_0|^2 + |V^1_0 - V^2_0|^2)^{1/2} + (|X^1_0 - X^2_0|^2 + |V^1_0 - V^2_0|^2)^{1/2}\right). \]
Here we used Lemma 7.13 to go between the first and second line, and to find the exponentially decreasing term $\zeta$. The constants $C$ and $C^\prime$ come from the constants in equivalence of norms.

**Optimality**

In order to show Theorem 7.7, we focus on the drift-corrected positions $Y^1_t$ and $Y^2_t$ which behave like time-rescaled Brownian motion on the torus. We prove the following decay bound on their quadratic distance.

**Proposition 7.14.** Suppose there exist functions $\alpha : (0, \pi L) \mapsto \mathbb{R}^+$ and $\zeta : [0, \infty) \mapsto \mathbb{R}^+$ with $\zeta \in L^1([0, \infty))$, such that, for any $z \in (0, \pi L]$ there exist two standard Brownian motions $W^1_t$ and $W^2_t$ on the torus $\mathbb{T} = \mathbb{R}/(2\pi L\mathbb{Z})$ with respect to a common filtration such that $|W^1_0 - W^2_0| = z$, and for $t \in \mathbb{R}^+$ it holds that
\[ \mathbb{E}\left(|W^1_t - W^2_t|^2\right) \leq (\alpha(z))^2 \zeta(t). \]
Then with a constant $c$ only depending on $L$, the function $\alpha$ satisfies the bound
\[ \alpha(z) \geq c\|\zeta\|^{-1/2}_{L^1([0, \infty))} \sqrt{z}. \]
From this Theorem 7.7 follows easily.

Proof of Theorem 7.7. Fix \( z \in (0, \pi L] \) and consider the initial distributions \( \mu = \delta_{X=0} \delta_{V=0} \) and \( \nu = \delta_{X=z} \delta_{V=0} \). Between \( \mu \) and \( \nu \), there is only one coupling and \( W_2(\mu, \nu) = z \).

If there exists a co-adapted coupling \((X^1_t, V^1_t), (X^2_t, V^2_t)\) satisfying the bound, then \( Y^1_t/\lambda^2 \) and \( Y^2_t/\lambda^2 \) are Brownian motions on the torus with a common filtration. Moreover,

\[
E[|Y^1_t - Y^2_t|^2_T] \leq C E[|X^1_t - X^2_t|^2_T + |V^1_t - V^2_t|^2_T]
\]

for a constant \( C \) only depending on \( \lambda \). Hence we can apply Proposition 7.14 to find the claimed lower bound for \( \alpha \).

For the proof of Proposition 7.14, we first prove the following lemma.

Lemma 7.15. Given two Brownian motions \( W^1_t \) and \( W^2_t \) on the torus with a common filtration, then there exists a numerical constant \( c \) such that

\[
E[|W^1_t - W^2_t|^2_T] \geq c e^{-2t/L^2} E[|W^1_0 - W^2_0|^2_T].
\]

Proof. The natural (squared) metric \(|x - y|^2_T\) on the torus is not a global smooth function of \( x, y \in \mathbb{R} \) as it takes \( x, y \mod 2\pi L \). Therefore we introduce the equivalent metric

\[
d^2_T(x, y) = L^2 \sin^2 \left( \frac{x - y}{2L} \right),
\]

which is a smooth function of \( x, y \in \mathbb{R} \). Moreover, the constants of equivalence are independent of \( L \), i.e. there exist numerical constants \( c_1 \) and \( c_2 \) such that

\[
c_1 |x - y|^2_T \leq d^2_T(x, y) \leq c_2 |x - y|^2_T.
\]

Now consider \( H_t \) defined by

\[
H_t = L \sin \left( \frac{W^1_t - W^2_t}{2L} \right) \exp \left( \frac{|W^1_t - W^2_t|_t}{4L^2} \right).
\]

As \( W^1_t \) and \( W^2_t \) are Brownian motions, their quadratic variation is controlled as \( [W^1 - W^2]_t \leq 4t \). By Itô’s lemma

\[
dH_t = \frac{1}{2} \cos \left( \frac{W^1_t - W^2_t}{2L} \right) \exp \left( \frac{|W^1_t - W^2_t|_t}{4L^2} \right) d(W^1_t - W^2)_t.
\]
Therefore we may bound the quadratic variation of $H$ by
\[ [H]_t = \int_0^t \frac{1}{4} \cos^2 \left( \frac{W_1^1 - W_2^2}{2L} \right) \exp \left( -\frac{[W^1 - W^2]^2_t}{2L^2} \right) \, d[W^1 - W^2]_t \]
\[ \leq \int_0^t \exp \left( \frac{2t}{L^2} \right) \, dt \]
\[ < \infty. \]

Therefore, as also $|H_0| \leq L$, the local martingale $H_t$ is a true martingale and by Jensen’s inequality
\[ \mathbb{E} [ |H|^2 ] \geq \mathbb{E} [ |H_0|^2 ] . \]

Using the equivalence of two metrics, we thus find the required bound
\[ \mathbb{E} [ |W_1^1 - W_2^2|^2_T] \geq c_{\xi}^{-1} \mathbb{E} [ |H|^2 ] \exp \left( -\frac{[W^1 - W^2]^2_t}{2L^2} \right) \]
\[ \geq c_{\xi}^{-1} \mathbb{E} [ |H_0|^2 ] \exp \left( -\frac{2t}{L^2} \right) \]
\[ \geq c_\xi c_{\xi}^{-1} \mathbb{E} [ |W_0^1 - W_0^2|^2 ] \exp \left( -\frac{2t}{L^2} \right) . \]

With this lemma we prove the remaining proposition.

**Proof of Proposition 7.1.4.** Fix $a \in (0, 1)$, let $z \in (0, \pi L]$ be given, and by symmetry assume without loss of generality that $W_0^1 - W_0^2 = |W_0^1 - W_0^2| = z$. Then define the stopping time
\[ T = \inf \left\{ t \geq 0 : W_1^1 - W_2^2 \not\in (az, \pi L] \right\} . \]

The distance can be bounded as
\[ \mathbb{E} [ W_1^1 - W_2^2 ] \geq \mathbb{P} [ T \geq \ell ] (az)^2 . \]

As $\zeta$ is integrable, it must decay along a subsequence of times and thus $T$ must be almost surely finite.

As $W_1^1$ and $W_2^2$, considered on $\mathbb{R}$, are continuous martingales, their difference is also a continuous martingale. By the construction of the stopping time, the stopped martingale $(W_1^1 - W_2^2)_{\ell \wedge T}$ is bounded by $\pi L$ and the optional stopping theorem implies
\[ \mathbb{P} [ W_1^1 - W_2^2 = \pi L ] = \frac{z - az}{\pi L - az} . \]
Since Brownian motions satisfy the strong Markov property, we find

$$
\mathbb{E} \int_0^\infty |W_t^1 - W_t^2|^2 \, dt \geq \mathbb{E} \int_T^\infty |W_t^1 - W_t^2|^2 \, dt
$$

$$
\geq \mathbb{P}[W_T^1 - W_T^2 = \pi] \mathbb{E} \left[ \int_T^\infty |W_t^1 - W_t^2|^2 \, dt \Big| W_T^1 - W_T^2 = \pi \right]
$$

$$
\geq \mathbb{P}[W_T^1 - W_T^2 = \pi] c(\pi L)^2 \int_0^\infty e^{-2t/L} \, dt
$$

$$
\geq \frac{z - a}{\pi L - a} c(\pi L)^2 \frac{L^2}{2}
$$

$$
\geq C_a z
$$

for a constant $C_a$ only depending on $a$ and $L$, where the strong Markov property and then Lemma 7.15 are applied on the second line.

On the other hand, integrating the assumed bound gives

$$
\mathbb{E} \int_0^\infty |W_t^1 - W_t^2|^2 \, dt \leq (\alpha(z))^2 \int_0^\infty \zeta(t) \, dt \leq (\alpha(z))^2 \|\zeta\|_{L^1([0,\infty))}.
$$

Hence

$$
C_a z \leq (\alpha(z))^2 \|\zeta\|_{L^1([0,\infty))}
$$

which is the claimed result.

\[\square\]

### 7.3 Spatially degenerate Fokker-Planck equation

In this section, we study the problem with a spatially degenerate relaxation, i.e. an evolution of the form

$$
\partial_t f = Gf = (T + \sigma M)f,
$$

where $\sigma$ is a non-negative spatial weight. Here $T$ is again the transport operator and $M$ is the relaxation operator. The weight $\sigma$ models the amount of relaxation through the background and the degenerate case occurs if $\sigma$ is not bounded below by a positive constant.

The case where $M$ is the linear Boltzmann operator has been studied by Bernard andSalvarani [15] and Han-Kwan and Léautaud [67], where they prove that hypocoercivity is equivalent to the (uniform) geometric control condition. In order to define the condition, we let $(X_{x,v}(t), \Xi_{x,v}(t))$ be the characteristic of $T$ starting from $(x,v)$, i.e. for an Hamiltonian system it is the solution of

\[
\begin{align*}
\frac{dX_{x,v}(t)}{dt} &= \frac{\partial H(X_{x,v}(t), \Xi_{x,v}(t))}{\partial X}, \\
\frac{d\Xi_{x,v}(t)}{dt} &= -\frac{\partial H(X_{x,v}(t), \Xi_{x,v}(t))}{\partial X}, \\
X_{x,v}(0) &= x, \quad \Xi_{x,v}(0) = v
\end{align*}
\]
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with the Hamiltonian \( H \).

**Definition 7.16.** The weight function \( \sigma \) satisfies the uniform geometric control condition for the transport operator \( T \), if there exist constants \( T^* < \infty \) and \( C > 0 \) such that

\[
\int_0^{T^*} \sigma(X_{x,v}(s)) \, ds \geq C
\]

for a.e. \((x,v) \in \Gamma\).

Intuitively, the condition imposes that every trajectory spends a significant time within the non-degenerate region where \( \sigma \) is non-vanishing.

Together with Frédéric Hérau, Harsha Hutridurga and Clément Mouhot, we established that the geometric control condition is also sufficient in the case that \( M \) is the Fokker-Planck operator. In contrast to the linear Boltzmann equation, I could establish that this condition is not necessary.

Intuitively, if the geometric control condition, then for any time \( T^* \), there exists a sequence of initial data such that for a position \((x,v)\) in their support \( \int_0^{T^*} \sigma(X_{x,v}(s)) \, ds \) is arbitrary small. In the case of the linear Boltzmann equation, this provides a counter-example of exponential convergence. However, for the Fokker-Planck operator this can fail, as the gradient of the initial data can be more and more increasing.

We consider one space and spatial dimension, both over \( \mathbb{R} \), i.e. \( \Gamma = \mathbb{R}^2 \). As equilibrium state, we impose

\[
\mathcal{F}_\infty(x,v) = \pi^{-1} e^{-x^2-v^2}.
\]

We suppose that the transport operator \( T \) is generated by the Hamiltonian \( H = x^2/2 + v^2/2 \). Finally, we take the diffusion operator \( M \) as

\[
Mf = \nabla_v \cdot (\nabla_v f + 2vf).
\]

We finally suppose \( \sigma(x) = x^2 \), so that the geometric control condition is violated. Nevertheless, we have exponential decay, i.e. the generator \( G \) is hypocoercive.

**Theorem 7.17.** In \( L^2(\mathbb{R}^2, \mathcal{F}_\infty^{-1}) \), the semigroup generated by

\[
G = T + \sigma M
\]

is exponentially decaying to the equilibrium.

We shall equivalently consider the density \( h \) with respect to \( \mathcal{F}_\infty \), i.e. \( f = h \mathcal{F}_\infty \), which evolves as

\[
\partial_t h + v \nabla_x h - x \nabla_v h = x^2 (\Delta_x h - 2v \nabla_v h).
\]

Expressed in \( h \), the decay writes:
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**Theorem 7.18.** Let \( A = x \partial_v \) and \( B = v \partial_x - x \partial_v \) be the (unbounded) operators in \( L^2(\mathbb{R}^2, \mathcal{F}_\infty) \). Then the semigroup \( e^{-t(A^*A + B)} \) is exponentially decaying to its equilibrium.

We introduce the commutators

\[
C_k = [C_{k-1}, B]
\]

for \( k \geq 1 \) with \( C_0 = A \).

The previous statement is proven in the framework of hypocoercivity [156, Theorem 24]. A simplified statement is:

**Theorem 7.19.** Let \( H \) be a Hilbert space with the unbounded operators \( A \) and \( B \) with \( B^* = B \). Let \( L = A^*A + B \) and \( K = \ker L \). Assume there exists \( N_c \in \mathbb{N} \) such that \( C_{N_c+1} \) is bounded relative to \( \{C_j\}_{0 \leq j \leq N_c} \) and \( \{C_jA\}_{0 \leq j \leq N_c} \) and for \( k \in \{0, \ldots, N_c\} \)

(i) \( [A, C_k] \) is bounded relative to \( \{C_j\}_{0 \leq j \leq k} \) and \( \{C_jA\}_{0 \leq j \leq k-1} \),

(ii) \( [C_k, A^*] \) is bounded relative to \( I \) and \( \{C_j\}_{0 \leq j \leq k} \).

If further

\[
D = \sum_{j=0}^{N_c} C_j^* C_j
\]

is coercive, then there exist constants \( C \) and \( \lambda > 0 \) such that for \( f \in H \) with \( f \in K^\perp \) holds

\[
\|e^{-tL}f\| \leq Ce^{-\lambda t}\|f\|.
\]

We note that

\[
C_1 = x \nabla_x - v \nabla_v,
\]
\[
C_2 = -2 (v \nabla_x + x \nabla_v),
\]
\[
C_3 = -4C_1.
\]

Hence with \( N_c = 2 \), we can satisfy the boundedness of the commutators.

**Lemma 7.20.** With \( N_c = 2 \), we have that \( C_{N_c+1} \) is bounded relative to \( C_1 \) and (i) and (ii) of Theorem 7.19 hold.

**Proof.** As \( C_{N_c+1} = C_3 = -4C_1 \), the first part is trivial. For the second part note

\[
[A, C_1] = -2x \nabla_v = -2A,
\]
\[
[A, C_2] = -2C_1,
\]
\[
[C_0, A^*] = 2x^2,
\]
\[
[C_1, A^*] = -2x \nabla_v = -2A,
\]
\[
[C_2, A^*] = -2 \left(x \nabla_x - v \nabla_v + 2x^2 + 2v^2\right),
\]
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from which the result follows. □

Therefore, the claimed result follows from the following coercivity estimate, as the constant solution 1 is spanning the kernel of the generator.

**Proposition 7.21.** Let $D$ be as defined in Theorem 7.19 with $N_c = 2$. Then there exists $\kappa > 0$ such that

$$\langle Dh, h \rangle \geq \kappa \|h\|$$

holds for $h$ with $\langle h, 1 \rangle = 0$.

We first note that $D$ controls the weighted derivatives.

**Lemma 7.22.** In $L^2(\mathbb{R}^2, F_\infty)$ holds for $h \in L^2(\mathbb{R}^2, F_\infty)$ that

$$\|Dh\|^2 \geq \|x\nabla_x h\|^2 + \|v\nabla_v h\|^2 + \|x\nabla_v h\|^2 + \|v\nabla_x h\|^2.$$

**Proof.** We have

$$\|Dh\|^2 = \int_{x,v \in \mathbb{R}} [(x\nabla_v h)^2 + (x\nabla_x h - v\nabla_v h)^2 + 4(v\nabla_x h + x\nabla_v h)^2] F_\infty(x, v) \, dx \, dv$$

$$= \|x\nabla_x h\|^2 + \|v\nabla_v h\|^2 + \|x\nabla_v h\|^2 + \|v\nabla_x h\|^2$$

$$+ \int_{x,v \in \mathbb{R}} 3(v\nabla_x h + x\nabla_v h)^2 F_\infty(x, v) \, dx \, dv,$$

which shows the claim. □

Hence it remains to prove the weighted Poincaré inequality.

**Lemma 7.23.** There exists $c > 0$ such that if $\langle h, 1 \rangle = 0$ then

$$\|Dh\|^2 \geq c\|h\|^2$$

for $h \in L^2(\mathbb{R}^2, F_\infty)$.

For the remaining Poincaré inequality, we use Hermite polynomials $(H_n)_{n \in \mathbb{N}}$, which form an orthogonal basis of $L^2(\mathbb{R}, e^{-x^2})$ and satisfy for $n, m \in \mathbb{N}$

$$\int_{x \in \mathbb{R}} H_n(x)H_m(x)e^{-x^2} \, dx = \sqrt{\pi}2^n n! \delta_{nm},$$

$$H'_n(x) = 2nH_{n-1}(x),$$

$$H_{n+1}(x) = 2xH_n(x) - H'_n(x),$$

where we use the convention that $H_{-n} \equiv 0$.

In one dimension, it allows us to show a refined inequality.
Lemma 7.24. Let \( f \in L^2(\mathbb{R}, e^{-x^2}) \) with expansion
\[
 f(x) = \sum_{n \in \mathbb{N}} b_n \frac{H_n(x)}{\pi^{1/4} \sqrt{2^n n!}}.
\]
Then for small enough constants \( c_c, c_o \in \mathbb{R}^+ \) we have
\[
 \|x \nabla x f\|_{L^2(\mathbb{R}, e^{-x^2})}^2 \geq -c_o \alpha_1 |b_1|^2 + (2 - c_c \alpha_2) |b_2|^2 + \sum_{n \geq 3, n \text{even}} c_c |b_n|^2 + \sum_{n \geq 3, n \text{odd}} c_o |b_n|^2
\]
for
\[
 \alpha_n = 100 \frac{(n + 10)}{(n + 2)^2}.
\]
In terms of the expansion, we have
\[
 \|f\|_{L^2(e^{-x^2})}^2 = \sum_{n \in \mathbb{N}} |b_n|^2,
\]
so that we have shown a Poincaré inequality apart from the term \(-c_o \alpha_1 |b_1|^2\). Indeed the proof shows that this missing term is necessary.

The key in proving this estimate is the following inequality for the sequence \((\alpha_n)_{n \in \mathbb{N}}\).

Lemma 7.25. Let \((\alpha_n)_{n \in \mathbb{N}}\) be given by Equation (7.15). Then for small enough \( c \in \mathbb{R}^+ \) and \( n \geq 2 \) we have
\[
-n^2 \alpha_n + n(n - 1) \frac{\alpha_{n-2}}{1 + c \alpha_{n-2}} \geq 1.
\]
Proof. Using the definition we find
\[
 -n^2 \alpha_n + n(n - 1) \frac{\alpha_{n-2}}{1 + c \alpha_{n-2}} - 1
= \frac{n^4 (-10000 c + 99)}{(n + 2)^2 (100 c (n + 8) + n^2)}
+ \frac{n^3 (-180100 c + 2396) + n^2 (-801200 c - 404) + n (-3600 c - 3200) - 3200 c}{(n + 2)^2 (100 c (n + 8) + n^2)}
\]
The denominator is always positive and in the second fraction we can bound the numerator for \( n \geq 2 \) as
\[
 n^3 (-180100 c + 2396) + n^2 (-801200 c - 404) + n (-3600 c - 3200) - 3200 c
\geq n^3 (-582000 c + 1394)
\]
For \( c \leq 697/291000 \approx 0.0024 \), this is non-negative as well as \(-10000 c + 99\) is non-negative. Hence both fractions are non-negative, which is the claimed result.

With this we can prove the claimed result.
Proof of Lemma 7.24. From the Hermite polynomials we have \( x \nabla_x H_n(x) = 2n H_{n-1}(x) + 2(n-1) H_{n-2}(x) \) so that
\[
\|x \nabla_x f\|^2 = \sum_{n \in \mathbb{N}} \left| nb_n + \sqrt{(n+1)(n+2)} b_{n+2} \right|^2.
\]
For the even coefficients we find
\[
\sum_{n \in \mathbb{N}, n \text{ even}} \left| nb_n + \sqrt{(n+1)(n+2)} b_{n+2} \right|^2
= 2|b_2|^2 + \sum_{n \geq 2, n \text{ even}} \left( |nb_n \sqrt{1 + c_e \alpha_n} + \sqrt{(n+1)(n+2)} \frac{b_{n+2}}{\sqrt{1 + c_e \alpha_n}}|^2
- c_e \alpha_n n^2 |b_n|^2 + \frac{c_e \alpha_{n-2}}{1 + c_e \alpha_{n-2}} n(n-1) |b_{n-2}|^2 \right)
\geq (2 - c_e \alpha_2)|b_2|^2 + \sum_{n \geq 4, n \text{ even}} \left( -c_e n^2 \alpha_n + \frac{c_e \alpha_{n-2}}{1 + c_e \alpha_{n-2}} n(n-1) \right) |b_n|^2
\geq (2 - c_e \alpha_2)|b_2|^2 + \sum_{n \geq 4, n \text{ even}} c_e |b_n|^2,
\]
where the last line follows from the Lemma 7.25 for small enough \( c_e \).
Likewise for the even coefficients we find the lower bound
\[-c_e \alpha_1 |b_1|^2 + \sum_{n \geq 3, n \text{ odd}} c_e |b_n|^2.
\]
Combining the two cases gives the claimed result. \( \square \)

To complete the estimate we need to use the mixed terms \( x \nabla_v \) and \( v \nabla_x \) to gain in the first two coefficients.

Lemma 7.26. Assume \( f \in L^2(\mathbb{R}^2, e^{-x^2-y^2}) \) with expansion
\[
f = \sum_{n,m \in \mathbb{N}} b_{n,m} \frac{H_n(x)}{\pi^{1/4} \sqrt{2^n n!}} \frac{H_m(v)}{\pi^{1/4} \sqrt{2^m m!}}
\]
Then for \( \gamma \geq 0 \)
\[
\|x \nabla_x f\|_2^2 \geq \sum_{n \geq 1} \left( |b_{1,n}|^2 + \frac{\gamma}{1 + \gamma} |b_{0,m}|^2 - 2\gamma |b_{2,m}|^2 \right)
\]
and
\[
\|v \nabla_x f\|_2^2 \geq \sum_{n \geq 1} \left( |b_{n,1}|^2 + \frac{\gamma}{1 + \gamma} |b_{n,0}|^2 - 2\gamma |b_{n,2}|^2 \right)
\]
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Proof. With the convention of $b_{-1,m} = 0$ we find

$$x \nabla_x f = \sum_{n,m \in \mathbb{N}} \sqrt{n+1} \left( \sqrt{n} b_{n-1,m+1} + \sqrt{n+1} b_{n+1,m+1} \right) \frac{H_n(x)}{\pi^{1/4} \sqrt{2^n n!}} \frac{H_m(v)}{\pi^{1/4} \sqrt{2^m m!}}$$

Hence

$$\|x \nabla_x f\|^2 \geq \sum_{m \geq 1} \left( |b_{1,m}|^2 + (b_{0,m} + \sqrt{2} b_{2,m})^2 \right)$$

and likewise for the other mixed operator. We can thus combine the operators to find the following lemma.

**Lemma 7.27.** Assume $f \in L^2(\mathbb{R}^2, e^{-x^2-v^2})$ with expansion

$$f = \sum_{n,m \in \mathbb{N}} b_{n,m} \frac{H_n(x)}{\pi^{1/4} \sqrt{2^n n!}} \frac{H_m(v)}{\pi^{1/4} \sqrt{2^m m!}}$$

Then there exists a constant $c > 0$ such that

$$\|x \nabla_x f\|^2 + \|x \nabla_v f\|^2 \geq c \sum_{n \in \mathbb{N}} \sum_{m \geq 1} |b_{n,m}|^2$$

and

$$\|v \nabla_v f\|^2 + \|v \nabla_x f\|^2 \geq c \sum_{n \in \mathbb{N}} \sum_{m \geq 1} |b_{n,m}|^2.$$

**Proof.** Combine Lemmas 7.24 and 7.26 to find

$$\|x \nabla_x f\|^2 + \|x \nabla_v f\|^2 \geq \sum_{m \geq 1} \left( -c_\alpha \alpha_1 |b_{1,m}|^2 + (2 - c_\alpha \alpha_2) |b_{2,m}|^2 \right)$$

$$+ \sum_{n \geq 3, \text{even}} c_\varepsilon |b_{n,m}|^2 + \sum_{n \geq 3, \text{odd}} c_\rho |b_{n,m}|^2$$

$$+ |b_{1,m}|^2 + \frac{\gamma}{1 + \gamma} |b_{0,m}|^2 - 2\gamma |b_{2,m}|^2.$$
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The condition $\langle h, 1 \rangle$ then implies that $b_{0,0}$ vanishes and thus Lemma 7.27 shows the inequality for a positive constant. \qed
8 Expansion into Hermite functions

This chapter studies the expansion into Hermite functions, which form an interesting spectral basis for data on unbounded domains. In particular, for the transport equation, the structure of the differentiation matrix allows a stable semi-discretisation.

8.1 Introduction

8.1.1 Motivation

Consider a general evolution equation

\[
\begin{aligned}
\partial_t f &= Af, \\
\end{aligned}
\]

\[
\begin{aligned}
f(0, \cdot) &= f_{\text{in}}
\end{aligned}
\]

with an evolution operator \( A \) and initial data \( f_{\text{in}} \).

For the numerical solution, most algorithms discretise \( f \) by an approximation \( f^N \) characterised by coefficients \((a_n)_{n=0}^{N-1}\) as

\[
f^N(t, \cdot) = \sum_{n=0}^{N-1} a_n(t) \phi_n(\cdot),
\]

where often the elements \( \phi_n \) are fixed in time. In many cases, the partial differential equation (PDE) with the operator \( A \) is then reduced to an ordinary differential equation (ODE) for the coefficients \((a_n)_{n=0}^{N-1}\), which is then numerically solved. The resulting ODE is the semi-discretisation

\[
\frac{\text{d}}{\text{d}t} (a_n)_{n=0}^{N-1} = A (a_n)_{n=0}^{N-1},
\]

where \( A \) is the discretised evolution operator.

Popular choices are finite-differences or finite-elements, in which the discretised evolution operator is localised. Another interesting class are spectral methods, where \( A \) is not localised, but the approximation converges geometrically, i.e. much faster.

A crucial requirement in this process is numerical stability, which means that the discretised evolution operator \( A \) does not amplify discretisation and rounding errors in an uncontrolled way. In particular, the discretisation cannot have additional modes amplifying noise. For the transport equation \( A = \partial_x \), this is a delicate issue, because the evolution operator has
the spectrum along the imaginary axis and any positive eigenmode of the discretisation $A$ ruins the stability. It turns out that the crucial property is the anti-selfadjointness of the differential operator, which needs to be shared with the discretisation. See the work by Hairer and Iserles [66] and Iserles [76] for a review.

The most used choice for a spectral method is the expansion into a Fourier series. In this basis, the differentiation matrix is anti-selfadjoint and diagonal. Moreover, using the fast Fourier transform (FFT), the expansion can be computed very fast. However, it assumes periodic boundary conditions. In contrast, many physical systems are modelled over $\mathbb{R}$ without periodic boundary conditions. For example in kinetic equations the velocity variable is normally over $\mathbb{R}$ and in the case of a confining potential the position is also modelled over $\mathbb{R}$.

A solution can be the use of Hermite functions $(\phi_n)_{n \in \mathbb{N}}$, which form an orthonormal basis of $L^2(\mathbb{R})$ and are given by

$$\phi_n(x) = \frac{H_n(x)e^{-x^2/2}}{\pi^{1/4}\sqrt{2^n n!}},$$

where $(H_n)_{n \in \mathbb{N}}$ are the Hermite polynomials. Indeed, the differentiation is

$$\frac{d\phi_n(x)}{dx} = -\sqrt{\frac{n+1}{2}} \phi_{n+1}(x) + \sqrt{\frac{n}{2}} \phi_{n-1}(x),$$

which shows that the differentiation matrix is skew-symmetric, i.e. anti-selfadjoint. Moreover, the differentiation matrix is tri-diagonal allowing a fast computation.

Using the orthonormality, a function can be expanded as

$$a_n = \langle f, \phi_n \rangle = \int_{\mathbb{R}} f(x)\phi_n(x)dx.$$ 

Naively, we can use a quadrature rule in order to compute the coefficients $a_n$ for $n = 0, \ldots, N - 1$. However, using $N$ nodes, this takes $O(N^2)$ operations, which is too slow for an iterative use.

Therefore, we consider the task of expanding a given function into Hermite functions as a first step and provide a solution for sufficiently localised functions.

For the application, we note that the basis can also be scaled, i.e. $[\lambda \phi_n(\lambda \cdot)]_{n \in \mathbb{N}}$ is also an orthonormal basis and this scaling is important for a meaningful expansion.

Finally, we remark that another important application is the Schrödinger equation, where the skew-symmetry of the differentiation matrix ensures unitarity. Moreover, using a splitting method, the fast expansion is needed in order to compute the expansion of $V(x)f(x)$, where $V$ is the potential. In this case a localised potential $V$ automatically ensures a localisation of the expanded function.
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8.1.2 Reexpansion

The approach follows the recent progress in the expansion into Jacobi polynomials. The common element is the use of the FFT, often in the form of the discrete cosine transform, in order to compute an expansion into Chebyshev polynomials and then relating the Chebyshev coefficients with the sought Jacobi coefficients.

For the last step, Driscoll and Healy [50] and Potts, Steidl and Tasche [132] used a successive expansion into Chebyshev polynomials with the three-point recurrence relation to compute the coefficients exactly up to rounding errors in $O(N \log^2 N)$. Alpert and Rokhlin [3] and Keiner [80] noticed that the connection coefficients can be well-approximated by a low-degree multipole expansion converting the coefficients in $O(N)$ up to a controlled error. Finally, Cantero and Iserles [27], Iserles [75] and Wang and Huybrechs [162] explored the observation that, for analytic data, only the near diagonal elements are relevant, yielding a fast and simple algorithm.

Normally, the interpolation points are chosen to be the roots of the $N$-th polynomial so that the Gaussian quadrature ensures a fast convergence, but like the Clenshaw-Curtis quadrature similar distributed nodes work as well. Asymptotically, the roots of any Jacobi polynomial are distributed as $(1-x^2)^{-1/2}dx$ over $[-1,1]$, which suggests that the reexpansion works.

For the Hermite functions $(\phi_n)_{n \in \mathbb{N}}$, we recall that $\phi_N$ is oscillating in the region $[-\sqrt{2N}, \sqrt{2N}]$ and decaying exponentially outside this region [150], cf. Figure 8.1. Moreover, the distribution of the roots of $\phi_N$ is asymptotically proportional to $\sqrt{1-x^2}dx$ over the region. This motivates our approach to first expand over $[-\sqrt{2N}, \sqrt{2N}]$ and then to reexpand it. Instead of an initial expansion into Chebyshev polynomials, we reexpand into a Fourier series in order to keep closer to the distribution of zeros.

In fact, we will focus on sufficiently localised functions such that $g(x) := f(x)e^{\alpha x^2}$ for $\alpha \geq 0$ decays to zero fast and expand $g$ into a Fourier series. In the case of $\alpha = 1/2$, we can rearrange the weights, so that it looks like an expansion into Hermite polynomials $(H_n)_{n \in \mathbb{N}}$. 

![Figure 8.1 – Visualisation of Hermite functions.](image-url)
Section 8.2 shows that an expansion into Fourier series converges fast for a sufficiently localised function, which we call Sombrero phenomenon. Finally, in Section 8.3, we show how to relate the obtained coefficients from the Fourier series to the coefficients of the Hermite expansion.

8.2 Sombrero phenomenon

As the first step, we expand a function $f$ over the interval $[-A, A]$ into a Fourier series and notice that in our application $f$ is not periodic. Common wisdom tells that a Fourier series is not appropriate in this case. While a slow asymptotic decay rate is true, it is misleading, because for sufficiently decaying functions the decay of the Fourier coefficients is much faster up to an error much smaller than machine accuracy.

More formally, this section considers a function $f : [-A, A] \mapsto \mathbb{C}$, which decays towards $\pm A$. Such a function can be represented by the Fourier series $f(x) = \sum_{n \in \mathbb{N}} \hat{f}_n e^{i\pi nx/A}$, where

$$\hat{f}_n = \frac{1}{2A} \int_{-A}^{A} e^{-i\pi nx/A} f(x) dx.$$

As an example consider the functions $x \rightarrow \sin(x^2)e^{-x^2}$ and $x \rightarrow (1 + x^2)^{-1}e^{-x^2}$, which are practically zero around possible endpoints $\pm 6$. Their coefficients are shown in Figure 8.2. While the slow asymptotic decay is true, it only appears as Sombrero flat after a much faster decay, which follows the usual geometric decay.

In fact, we can relate the Sombrero flat to the smallness at the endpoints for analytic functions.

**Theorem 8.1.** For a function $f : [-A, A] \mapsto \mathbb{C}$ let $r > 0$ such that $f$ has an analytic continuation in

$$\{z \in \mathbb{C} : \Re z \in [-A, A] \text{ and } \Im z \in [-r, r]\}.$$

Define

$$\delta = \sup_{x \in [-A, A]} \max(|f(x - ir)|, |f(x + ir)|)$$

and

$$\epsilon = \sup_{y \in [-r, r]} \max(|f(-A + iy)|, |f(A + iy)|),$$

then the Fourier coefficients are controlled by

$$|\hat{f}_n| \leq \delta e^{-\pi|n| r/A} + \frac{\epsilon}{\pi |n|}.$$
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Figure 8.2 – Fourier series expansion over $[-6, 6]$.

for $n \in \mathbb{Z}$ and $n \neq 0$.

The first term $\delta e^{-\pi|n|r}$ is exactly the fast decay, while the second term $\epsilon/(\pi|n|)$ is the Sombrero flat.

**Proof.** Introduce the contours $\Gamma^+$ and $\Gamma^-$ as union of $\Gamma_{1}^{\pm}, \Gamma_{2}^{\pm}, \Gamma_{3}^{\pm}$ as shown in Figure 8.3, i.e.

$$
\Gamma_{1}^{\pm} = -A \pm i[0, r],
\Gamma_{2}^{\pm} = \pm ir + [-A, A],
\Gamma_{3}^{\pm} = A \pm i[0, r].
$$

If $n > 0$, deform the integral for $\hat{f}_n$ along $\Gamma^-$ by Cauchy’s integral theorem. This shows

$$
\hat{f}_n = I_1 + I_2 + I_3,
$$

where for $j = 1, 2, 3$

$$
I_j = \frac{1}{2A} \int_{\Gamma_j^+} e^{-inrz/A} f(z) \, dz.
$$
Along $I_1$ we find

\[ |I_1| \leq \frac{1}{2A} \int_0^\infty e^{-\pi ny/A} |f(-A - iy)| \, dy \leq \frac{\epsilon}{2\pi n} \]

and likewise $|I_3| \leq \epsilon/(2\pi n)$.

Finally, for $I_2$ we find

\[ |I_2| \leq \frac{1}{2A} \int_{-A}^{A} e^{-\pi nr/A} |f(x - ir)| \, dx \leq \delta e^{-\pi nr/A}. \]

Combining the estimates shows the claim. For $n < 0$, we can perform the same estimates along $\Gamma^+$. \hfill \Box

In practice the coefficients are computed using numerical quadrature at $N$ points, which can be done efficiently using FFT. If we use, the quadrature points $(x_n)_{n=0}^{N-1}$ at

\[ x_n = \frac{2n - N + 1}{N} \cdot A, \]

then the result $\hat{f}_m^N$ of the numerical quadrature is given by the aliasing of the higher modes. For this note that for all $n = 0, \ldots, N - 1$ holds

\[ e^{-i\pi Nx_n/A} = e^{-i\pi(1-N)}. \]
Hence the result of the numerical quadrature is
\[
\hat{f}_m^N = \sum_{k \in \mathbb{Z}} e^{-i\pi(1-N)k} \hat{f}_{m+kN}.
\]

For an efficient usage, we want to ensure that the coefficients converge fast up to a small error. In the case of even \(N\), we use the basis elements with
\[
m = 0, \ldots, \frac{N}{2} - \frac{N}{2} + 1, \ldots, -1
\]
and for odd \(N\)
\[
m = 0, \ldots, \frac{N-1}{2}, -\frac{N-1}{2}, \ldots, -1.
\]
In fact, we can show that the quadrature error is again small.

**Theorem 8.2.** Assume the hypothesis of Theorem 8.1. Then for \(m \leq N/2\) we have
\[
|\hat{f}_m - \hat{f}_m^N| \leq \frac{\epsilon}{\pi} \left[ \frac{1}{N+m} + \frac{1}{N-m} \right] + \delta \left[ \frac{e^{-\pi(N+m)r/A}}{1 - e^{-\pi(N+m)r/A}} + \frac{e^{-\pi(N-m)r/A}}{1 - e^{-\pi(N-m)r/A}} \right]
\]
\[
\leq \frac{4\epsilon}{\pi N} + 2\delta \frac{e^{-\piNr/(2A)}}{1 - e^{-\piNr/(2A)}}.
\]

**Proof.** From the aliasing, the error can be split as
\[
|\hat{f}_m - \hat{f}_m^N| \leq \left| \sum_{k=1}^{\infty} e^{-i\pi(1-N)k} \hat{f}_{m+kN} \right| + \left| \sum_{k=1}^{\infty} e^{-i\pi(1-N)k} \hat{f}_{m-kN} \right|.
\]
For the first sum deform the contour along \(\Gamma^-\) as in the proof of Theorem 8.1. We then find for \(K \in \mathbb{N}\)
\[
\left| \sum_{k=1}^{K} \hat{f}_{m+kN} \right| \leq \frac{1}{2A} \int_{\Gamma^-} e^{-i\pi(m+N)z/A} \left| \sum_{k=0}^{K} e^{i\pi N z/A - i\pi(1-N)k} \hat{f}(z) \right| |f(z)| dz
\]
\[
\leq \frac{1}{2A} \int_{\Gamma^-} e^{-i\pi(m+N)z/A} \left| \frac{1 - e^{i\pi N z/A - i\pi(1-N)(K+1)}}{1 - e^{-i\pi N z/A - i\pi(1-N)}} \right| |f(z)| dz.
\]
As in the proof of Theorem 8.1, we find along the part \(\Gamma^-_1\)
\[
|J_1| = \left| \frac{1}{2A} \int_{\Gamma^-_1} \sum_{k=1}^{\infty} e^{-i\pi(m+kN)z/A} f(z) dz \right|
\]
\[
\leq \frac{\epsilon}{2A} \int_{\Gamma^-} e^{-\pi(m+N)y/A} \frac{1 + e^{-\pi(N+1)y/A}}{1 + e^{-\pi Ny/A}} dy
\]
\[
\leq \frac{\epsilon}{2\pi(m+N)}
\]
Expansion into Hermite functions

and likewise for $I_3$. For the part along $\Gamma_2^-$, we find

$$|I_1| = \left| \frac{1}{2A} \int_{\Gamma_2^-} \sum_{k=1}^{\infty} e^{-i\pi(m+kN)z} f(z) \, dz \right|$$

$$\leq \delta \left| \frac{e^{-\pi(m+N)r/A}}{1 - e^{-\pi(m+N)r/A}} \right|.$$  

As this holds uniformly over $K$, the bounds hold for the infinite sum. For the second sum, we can do the same analysis over $\Gamma^+$, yielding the claimed bound.  

8.3 Reexpansion

The previous section shows that over an interval $[-\sqrt{2N}, \sqrt{2N}]$ a sufficiently decaying function $g$ can be well-approximated by

$$\frac{N}{2} \sum_{m=-N}^{N} e^{i\frac{m\pi x}{A}} \hat{g}_m N \hat{g}_m e^{-\alpha x^2},$$

where the $\hat{g}_m$ are the discretised Fourier coefficients and we assume for notational convenience that $N$ is odd. After expanding $g(x) = f(x)e^{\alpha x^2}$ for $\alpha \geq 0$, the Hermite expansion can be computed by

$$a_n := \langle f, \phi_n \rangle \approx \langle \sum_{m=-N}^{N} e^{i\frac{m\pi x}{A}} \hat{g}_m N \hat{g}_m e^{-\alpha x^2}, \phi_n \rangle,$$

where the integral outside $[-\sqrt{2N}, \sqrt{2N}]$ is negligible as $\phi_n$ and $f$ are assumed to be negligible there. This gives a linear system

$$a_n = \sum_{m=-N}^{N} c_{n,m} \hat{g}_m$$

with the connection coefficients $c_{n,m}$. In general, the computation of $(a_n)_{n=0}^{N-1}$ from $\hat{f}_m$ takes $O(N^2)$ operations and we would not have gained anything. However, the connection coefficients are highly localised allowing the reduction to $O(kN)$ operators for a small integer $k$ depending on the sought precision.

**Proposition 8.3.** Let $\alpha > -\frac{1}{2}$, then for $\alpha \neq 1/2$

$$c_{n,m} = \langle e^{i\frac{m\pi x}{A}} e^{-\alpha x^2}, \phi_n \rangle = \frac{\pi^{1/4}}{\sqrt{2\alpha \gamma \sqrt{\bar{\alpha}}}} H_n \left( \frac{\sqrt{\gamma} \pi m}{2A\bar{\alpha}} \right) \exp \left( -\frac{1}{\bar{\alpha}} \left( \frac{m\pi}{2A} \right)^2 \right)$$

with

$$\bar{\alpha} = \alpha + \frac{1}{2} \quad \text{and} \quad \gamma = 1 - \frac{1}{\bar{\alpha}} = \frac{2\alpha - 1}{2\alpha + 1}.$$
and for $\alpha = 1/2$ we find

$$c_{n,m} = \frac{\pi^{1/4}}{\sqrt{\alpha}} \frac{1}{\sqrt{2^n n!}} \left( \frac{i \pi m}{A} \right)^n \exp \left( - \left( \frac{m \pi}{2A} \right)^2 \right).$$

Proof. Recall the generating function for Hermite polynomials

$$\sum_{n \in \mathbb{N}} H_n(x) t^n = e^{2xt-t^2}.$$

Hence we find

$$\sum_{n \in \mathbb{N}} \frac{2^{n/2} c_{n,m}}{n!} t^n = \pi^{1/4} \int_{-\infty}^{\infty} e^{i \pi mx / A} e^{-\alpha x^2} e^{2tx-t^2} e^{-x^2/2} dx$$

$$= \frac{\pi^{1/4}}{\sqrt{\alpha}} \exp \left( - \frac{1}{\alpha} \left( \frac{m \pi}{2A} \right)^2 + \frac{i \pi ml}{A\alpha} - t^2 \left( 1 - \frac{1}{\alpha} \right) \right).$$

In the case $\alpha = 1/2$, we have $\gamma = 1 - \frac{1}{\alpha} = 0$, so that the claimed expression can be directly read off the equation.

In the case $\gamma \neq 0$, we find again using the generating function of the Hermite polynomials

$$\sum_{n \in \mathbb{N}} \frac{2^{n/2} c_{n,m}}{n!} t^n = \frac{\pi^{1/4}}{\sqrt{\alpha}} \exp \left( - \frac{1}{\alpha} \left( \frac{m \pi}{2A} \right)^2 \right) \sum_{n=0}^{\infty} H_n \left( \frac{i \pi m}{2A\alpha \sqrt{\gamma}} \right) \left( \frac{(t\sqrt{\gamma})^n}{n!} \right),$$

from which we can again read off the claimed form. \hfill \Box

Now focus on the case $\alpha = 1/2$, which corresponds to expanding the function into Hermite polynomials. For $A = \sqrt{2N}$ with $N = 200$, the connection coefficients are shown in Figure 8.4, where we see that for any given $n$ only a few coefficients are relevant.

For a precise formulation, assume that the coefficients $(\tilde{g}^N_m)_{|m| < N/2}$ have the form

$$|\tilde{g}^N_m| \leq \delta e^{-r|m|},$$

which can be assured by the results of the previous section. The following proposition then shows that the sum can be truncated with a uniformly controlled error.

**Proposition 8.4.** Consider $c_{n,m}$ as given in Proposition 8.3 for $\alpha = 1/2$ as continuous function. Then for $\epsilon > 0$, there exists $k$ such that for every $r \geq 0$ and every $n > 0$, there exists $m_n \geq 0$ such that for $|m - m_n| > k$ and $m \geq 0$ holds

$$|c_{n,m} e^{-r|m|}| \leq \epsilon |c_{n,m_n} e^{-r|m_n|}|.$$
Figure 8.4 – Connection coefficients $c_{n,m}$ with $\alpha = 1/2$ and range $A = \sqrt{2N}$ with $N = 100$ as in Proposition 8.3.
Explicitly, the result holds with

$$\epsilon = \exp \left( - \left( \frac{\pi}{2A} \right)^2 \cdot \frac{k^2}{2} \right).$$

The RHS is exactly the dominant term and determines the generic size of $a_n$. The LHS then shows that coefficients $m$ further than $k$ away from $m_n$ can be neglected with a uniformly controlled accuracy with respect to the generic size.

**Proof.** For a given $n$ consider

$$g(m) = \log(|c_{n,m}| e^{-r m}),$$

which is a strictly concave function over $m \in [0, \infty)$. In fact

$$g''(m) = -\frac{n}{m^2} - \left( \frac{\pi}{2A} \right)^2,$$

which shows that it is strictly concave. Taking $m_n$ to be the unique maximum, we thus find for $m$ with $|m - m_n| \geq k$ that

$$g(m) \leq - \left( \frac{\pi}{2A} \right)^2 \cdot \frac{k^2}{2} + g(m_n),$$

from which the claimed result follows. \qed
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