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Abstract

Suppose you'd like to believe that p (e.g. that you are popular), whether or not it's true. What can you do to help? A natural initial thought is that you could engage in Intentionally Biased Inquiry: you could look into whether p, but do so in a way that you expect to predominantly yield evidence in favour of p. The paper hopes to do two things. The first is to argue that this initial thought is mistaken: intentionally biased inquiry is impossible. The second is to show that reflections on intentionally biased inquiry strongly support a controversial 'access' principle which states that, for all p, if p is (not) part of our evidence, then that p is (not) part of our evidence is itself part of our evidence.

Sometimes, the truth is bleak. When this happens, we might prefer not to know; we might even prefer to have false beliefs. For the same reason, however, when
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a bleak claim is false, discovering that would be extremely reassuring. So, when faced with a question which may have a bleak answer, we often feel ambivalent about inquiring. Whether we want to know the answer depends on what the answer is.

Take an example. If my colleagues like me, I’d love to know. But if they don’t, I still want to believe that they do. The negative effects that knowing they don’t like me, or even just becoming less confident that they do, would have on my self-esteem and my ability to sustain reasonably productive relationships far outweigh any possible advantages such knowledge or doubts might generate. Given such preferences, what am I to do?

A somewhat plausible initial thought is that I could inquire into whether my colleagues like me, but do so in a way that is more likely to yield evidence in one direction rather than the other. I could, for example, talk primarily to people who I expect to have a high opinion of me if anyone does; and I could avoid reading the blogs and facebook comments which I expect to be particularly harsh. Moreover, doing this does not seem to require that I deceive myself or exploit any straightforward kind of irrationality, e.g. some predictable failure to correctly assess my evidence.

In this paper, I hope to do two things. The first is to argue that this initial thought is mistaken: intentionally biased inquiry is impossible. The second is to show that reflections on intentionally biased inquiry strongly support a controversial ‘access’ principle, which is a natural component of epistemological
For all $p$, if $p$ is (not) part of one's evidence, one's evidence entails that $p$ is (not) part of one's evidence.\(^2\)

I will begin, in §1, by precisifying and tentatively defending the claim that intentionally biased inquiry is impossible. I will then, in §2, turn to consider influential alleged counterexamples to the access principle, showing that, if they were genuine, they would support strategies for biasing one's inquiries that obviously do not work. Finally, in §3, I will explain the more abstract connection between the two topics, by formalizing both questions in a Bayesian framework and showing that the access principle and the impossibility of intentionally biased inquiry stand and fall together. This strengthens the objection against access deniers, by showing that the problems we discovered are unavoidable consequences of denying the access principle rather than irrelevant issues arising from the particular examples. And it strengthens the initial defence of the impossibility of intentionally biased inquiry, by showing that strategies which exploit alleged counterexamples to access, strategies we previously saw to be patently absurd, are in fact the most promising ones.

\(^1\)Titelbaum (2010) offers related, but less general, considerations. I should note that, in presenting the argument in this way, I am being a little disingenuous. I suspect that we can do justice to our observations about intentionally biased inquiry even if we reject the access principle, provided we maintain that rational agents always \textit{have to be sure} that it is true of them in the present and future. But it is far from obvious that this gap is interesting: if a principle sometimes fails, why couldn't people suspect that it will fail for them? In other work, I try to show that this question can be answered, and that other important arguments for the access principle can also be avoided in this way; but, since my views on this are idiosyncratic, I will set them aside here. The point of this footnote is thus simply to note that, while this paper is written as an argument for the access principle, readers sceptical of this conclusion can instead read it as an advertisement for the kind of view just hinted at.

\(^2\)Here, and throughout, I assume that evidence consists of propositions.
1 Intentionally Biased Inquiry

We are interested in questions for which our desire to know the truth depends on what the truth turns out to be. If intentionally biased inquiry were possible, it would be natural to use it in these cases. We have already seen one example with this structure: I want to know about my popularity only if I’m popular; and so I prefer receiving evidence that my colleagues like me whether or not they actually do. And other examples aren't hard to come by. I want to know whether I have such-and-such a fatal illness only if I don't; if I do have it, I’d rather live out my final days in blissful ignorance. Again, then, I prefer evidence reassuring me that I am in good health regardless of whether I am.

In cases like these, intentionally biased inquiry would be appealing: I would like to inquire into the matter in a way that I know will only, or at least predomi-

antly, yield evidence in a particular direction. But can I? Some philosophers think I can. Parfit, for example, writes:3

3A similar thought is implicit in Kripke's (2011) discussion of his dogmatism paradox. Kripke's paradox is an argument for (amongst other things) deciding to further favour a known claim over its negation, by selectively avoiding counter-evidence. He explains that what he has in mind is a resolution to avoid 'reading the wrong books (for they contain nothing but sophistry and illusion), associating with the wrong people, and so on' (Kripke 2011, p.49). This assumes that the actions described could be a way of intentionally favouring the known claim over its negation.

[W]e might cause ourselves to have some beneficial belief by finding evidence or arguments that gave us strong enough epistemic reasons to have this belief. This method is risky, since we might find evidence or arguments that gave us strong reasons not to have this belief. But we might reduce this risk by trying to avoid becoming aware of such reasons. If we are trying to believe that God exists, for example, we might read books written by believers, and avoid books by atheists. (Parfit 2011, p.421)

I will argue that, despite this initial appearance, intentionally biased inquiry is not possible. But before I do that, I will need to make more explicit what exactly
would count as ‘intentionally biased inquiry’.

1.1 What is Intentionally Biased Inquiry?

I will think of inquiry as a process of evidence collection, to be characterized by the kind of evidence it yields rather than the opinions it results in. This means that we can immediately set aside some otherwise plausible examples of intentionally biased inquiry. It is undeniable that I can exploit known biases in my perception or reasoning to set up an inquiry that is more likely to leave me with one belief rather than another. For example, I might know that, if I were to print off the case for p in a clean, bold font on high-quality paper, and the case against p in Comic Sans, I would be more likely to believe p after reading both. But this is only because I would also be more likely to believe p even when this weren't supported by the total evidence; this printing manoeuvre thus doesn't count as biasing my inquiry, since it doesn't bias the evidence I receive. Similarly, if I exploit arational changes in my ‘standards’ or ‘inductive policies’ for assessing evidence (if these are possible), I might succeed in biasing my future beliefs, this time without exploiting irrationality. But, again, this would not qualify as intentionally biasing my inquiry, since it doesn't involve biasing what evidence I receive.

One might worry that this precludes armchair inquiry, which (arguably) doesn't generate new evidence but instead tries to determine what our old evidence supported all along. But this is not altogether unwelcome, since some of my arguments (especially the formal arguments of §3) do not straightforwardly apply to cases of armchair inquiry. I'm thus happy to leave open whether an intentionally biased armchair inquiry is possible; though the informal considerations of §1.2 suggest that it is at least much harder than one might have thought.

This is compatible with different accounts of the relevant biases. On the most straightforward account, they lead to belief without supplying any additional evidence. Even if they do supply evidence, however, (e.g. by affecting what 'feels plausible', which may be a form of evidence) the import of this evidence is plausibly nullified if I know that it arises only because of the biased mechanism. (Cf Kelly (2008), who offers a sophisticated account of how various biases can offer evidence, but agrees (p.629) that once we know about these biases, the import of this evidence is undermined.) But I need to know about my biases if I am planning to exploit them. So either way, my total evidence at the end of the investigation is not particularly like to support p any more than it does at the outset, even if I am likely to form the belief.

See e.g. Kelly (2013) and Schoenfield (2014) for discussion.
This already makes clear that characterizing inquiry in terms of evidence, rather than beliefs, is a significant decision; and its significance will only grow in §1.2, when I argue that strategies such as reading selectively also bias at most one’s verdicts and not one’s evidence. But it is the right decision. For if we characterize inquiry in terms of the attitudes it generates, it is unclear what distinguishes biasing one’s inquiries from cruder methods of manipulating one’s beliefs, such as hypnosis or brainwashing. Admittedly, most of us don’t have ready access to these cruder strategies. But the appeal of biasing one’s inquiries seems to be due less to greater practicality, and more to the thought that it is less unsavoury, being quite consistent with only forming beliefs in response to evidence – or, to use Parfit’s phrasing, with ‘always respond[ing] rationally to any epistemic reason or apparent reason’ (Parfit 2011, p.421).

When is an inquiry, a process of evidence collection, biased towards \( p \)? Perhaps the most obvious case is when the inquiry is a **sure-win investigation**: the total evidence gathered in the investigation is guaranteed to be evidence for \( p \). Slightly more generally, an inquiry still seems biased when it is what Titelbaum (2010) calls a **no-lose investigation**: it is designed so that the total evidence gathered might be evidence for \( p \), but is guaranteed not to be evidence against \( p \). Even this, however, is insufficiently general – as is clear from Parfit’s discussion, it can be enough to reduce, rather than eliminate, the risk of evidence against \( p \). In particular, when an inquiry is very likely to yield strong additional evidence for \( p \) (that is: evidence that would significantly raise \( p \)’s evidential support) and has only a small chance of yielding at most weak quite weak evidence against \( p \) (that is: evidence that would lower \( p \)’s evidential support at most by a little bit), it still looks like an investigation skewed in \( p \)’s favour.

The natural way of making this idea precise uses the idea of the expected value of a function \( V \); this is the weighted average of all the values \( V \) might take, each weighted by the probability that it will take that value. Since we are interested in the rise and fall of \( p \)’s evidential support, our choice of \( V \) should measure the extent to which the evidential support for \( p \) at the end of
inquiry exceeds the evidential support for \( p \) at the start of inquiry (so \( V \) will take a negative value when the inquiry results in a decrease in the support for \( p \)). The obvious such \( V \) simply subtracts the initial evidential support from the later evidential support; the expected value can then be calculated by assigning probabilities to the various values (positive and negative) which this difference might take. We can then say that an inquiry is **biased towards** \( p \) if the expected value of the difference is positive, **biased against** \( p \) if it is negative, and **unbiased** if it is zero. No-lose investigations count as biased by this definition, since they might result in a positive difference (when they yield evidence for \( p \)), but are guaranteed not to result in a negative one (since they can’t yield evidence against \( p \)), so that the expected difference must be positive. By contrast, an investigation that is simply guaranteed to conclusively settle whether \( p \) looks like it will be unbiased.\(^7\,8\)

\(^7\)We can prove this, on the assumption that the evidential support of a proposition is measured by its probability on the evidence. For let \( x \) be \( p \)'s initial probability, and hence the degree to which the initial evidence supports \( p \). Then the investigation has an \( x \) chance of boosting that support from \( x \) to 1, and a \( (1 - x) \) chance of reducing that probability from \( x \) to 0, resulting in an expected difference of \( x(1 - x) + (1 - x)(0 - x) = 0 \). So the investigation is unbiased.

\(^8\)A few comments about this definition:

a. Strictly speaking, the definition doesn’t say what it is for an inquiry to be biased, but rather what it is for a body of information to classify an inquiry as biased; we need a body of information to determine the probability of the possible changes in evidential support (or, in the less general versions, to determine what is ‘guaranteed’ to and what ‘might’ happen). Since I will be interested in inquiries that are biased from the investigator’s point of view, I will suppress this qualification and say that A’s inquiry is biased if it is biased relative to A’s (initial) evidence.

b. The definition assumes that we can talk about the probability, given the agent’s initial evidence, of \( V \) taking various values. I don’t know how to characterize the intuitive idea that unlikely but large increases can be ‘balanced out’ by small but likely decreases without that assumption; but if there is a way to do it, the definition could be amended to use such an alternative characterization instead. It’s also worth emphasizing that even if we can talk about the probability of a proposition on the agent’s evidence, it doesn’t follow that this is what measures the evidential support of that proposition; if we prefer a non-probabilistic theory of evidential support, we are free to use that theory in determining \( V \)’s values instead. To that extent, the definition does not presuppose full-blown Bayesianism; and the considerations I offer against the possibility of intentionally biased inquiry in §1.2 are similarly ones that any theory should recognize.

c. The definition allows that an inquiry can be biased towards or against \( p \) even if the inquiry is not an inquiry into whether \( p \) (or, more generally, into a question to which \( p \)
We now know what it is for an inquiry to be biased. Can an agent ensure that her own inquiries are biased in this way? We already saw that one obvious kind of approach – the kind where the agent exploits known irrationalities in how she forms beliefs – won’t qualify on our account. There remain two other types of strategies I want to set aside. The first are cases in which the agent’s current actions themselves provide evidence about \( p \), as when \( p \) is ‘I develop lung cancer at some point in my life’ and the agent can decide to smoke. The second are cases in which the agent expects to lose relevant information in the course of the investigation. Our agent could, for example, ask a friend to tell her a year from now that she is popular, knowing that she will forget having given these instructions; it seems that, in this way, she will be able to manufacture evidence of her popularity. But these ways of biasing one’s inquiry seem intuitively very different from the one Parfit identifies.\(^9\) When I exploit the evidential relevance of my own actions, there is nothing weird about my inquiry (as

\[ \text{is an answer}. \] This is desirable: many investigations are unbiased about their ‘official’ topic, but biased about a related issue, on which the evidence gathered also seems to bear. It also means that our definition is not restricted to inquiries with yes/no answers, or even to inquiries with an antecedently understood range of possible answers. (Thanks to the associate editor for pushing me to clarify this.)

d. There are investigations motivated by a desire for a certain kind of outcome that are unbiased by this definition. Suppose I care very unevenly about evidence of my own popularity: the only thing I want is to have evidential support of degree at least .9 that I am popular. Support of degree .3 is no worse than support of degree .7, and support of degree .99 is no better than support of degree .91. Then I could, as Kelly (2002, p.170) points out, decide to keep inquiring until the first moment my evidence exceeds support .9, and stop immediately after. That decision increases the chances that my preferences will be satisfied; but this investigation may come out as unbiased.

A different kind of unbiased, yet ‘motivated’, inquiry exploits the fact that we can desire evidential support for a specific opinion under a non-transparent mode of presentation. For example, I might not know where my friends stand on the issue of whether \( p \), and care only about standing on the same side as them. As long as I think that their opinion is likely to be true, I could then simply inquire into whether \( p \), and thereby increase my chances of obtaining evidence for the answer I want to believe. (Thanks to the associate editor for this example.)

\(^9\)In fact, Parfit (2011, p.421) explicitly sets aside the cases where one’s own actions are evidentially relevant to the question.
opposed to the topic I am investigating). And when I exploit information-loss, my biasing only succeeds because, at some point or another, I lack important information about what is going on. I will thus set these strategies aside, and restrict ‘intentionally biased inquiry’ to cases in which an agent succeeds at biasing her investigations in intuitively ‘open-eyed’ ways.

1.2 Intentionally Biased Inquiry is Impossible

With this sharpening of the question in mind, we can revisit the issue of whether intentionally biased inquiry is possible. Parfit’s brief discussion makes it sound straightforward. Suppose I can choose between reading a creationist book and a biology textbook; then surely I can bias my inquiries against evolutionary theory by choosing the creationist one. On reflection, however, this thought starts to become less obvious. For it might well be that the facts I encounter in the creationist book are (even) less impressive than I expected; if this is the case, my epistemic position with respect to evolutionary theory isn't compromised, and may even be strengthened. Similarly, reading the biology textbook might well give me evidence against evolutionary theory, if the facts appealed to there turn out to be less conclusive than I thought they would be. Thought about in this way, it starts to seem plausible that each book will only give me additional evidence in the ‘expected’ direction if the facts presented there are actually more compelling than anticipated; and, of course, it is hard to see how I could think that to be particularly likely.

How can we reconcile these two lines of thought? It’s a familiar observation that whether a proposition $E$ is evidence for or against another proposition $H$ often depends on what background information is available. And relevant background information can, amongst other things, include facts about how the evidence has been selected. Suppose, for example, that you are sitting on a jury. The prosecution has just finished making its fairly compelling case for the defendant’s guilt. Nonetheless, the rational thing for you to do at this stage is to keep an open mind. After all, you knew all along that they were only going
to bring up the incriminating facts that present the defendant in a particularly negative light. And the facts they did present were no more compelling than you would expect from such one-sided advocacy. The evidence you received would, against ordinary background information, favour the defendant’s guilt. However, given what you know about how the facts you were exposed to were selected, they do not favour his guilt against your background information. Everything thus depends on the rebutting evidence which the defence is about to introduce. You can be pretty confident that, against ordinary background information, what the defence will present will be evidence of innocence. But, if that evidence ends up being weaker than you are currently expecting, you will (rationally) come to the conclusion that the defendant is probably guilty. There is thus no guarantee that what will be presented will be evidence of innocence against your background information.

The case of choosing which books to read is exactly analogous. I expect the creationist book to contain facts which, against ‘ordinary’ background information, tell against evolution; that is to say, I think it likely that someone with no background expectations would be rational to be less confident of evolutionary theory after reading the creationist book than after reading the biology textbook. However, this doesn’t mean that I expect the creationist book to contain facts which, against my background information, tell against evolution. This is because I have expectations and, as we saw above, these expectations change the evidential impact of the information I would obtain by reading the book. In particular, if I am confident that one of the books will contain facts of a certain kind (e.g. facts which are quite hard to account for in evolutionary terms), then I must already be confident that there are facts of that kind; so my current view about evolution should already ‘factor in’ these anticipated facts. Finding out that the book doesn’t contain facts of that kind (they are all easier to account for than I expected) would then suggest that I was ‘factoring in’ difficulties that, as it turns out, aren’t genuine; in this way, the facts I learn favour evolution (relative to my background information), despite highlighting
its problems.

What matters to our success in biasing our inquiries is what the new evidence will support against our own background information. So these considerations show that, pace Parfit, it isn’t obvious that we can intentionally bias our inquiries; the claim only looks obvious if we mistake it for the truth that one can manipulate one’s inquiry to make its outcome favour $p$ relative to ordinary background information.\(^\text{10}\)

In addition, the considerations suggest an explanation for why intentionally biasing one’s inquiries might be impossible. The evidential impact of a proposition on $p$ depends on our (rational) expectation that it is true, and that we would learn it, if $p$ is true. But those expectations depend on what we know about the set-up. It is no surprise that the prosecution can find some facts that make the defendant look bad; we would expect them to be able to do this even if he is innocent. Similar things apply to the creationist literature. When we try to bias our inquiry into $p$ by affecting what evidence we might find, we are automatically changing what we should expect, and are thereby changing what count as evidence for or against $p$. In other words, knowing of the bias (as we must if the biasing is intentional and ‘open-eyed’) undermines its effects.

This dynamic is quite familiar with a question far more important than the controversy over evolution: the question of what others think of us. We may try to nudge others into saying nice things; but we also know that, as the nudging becomes more obvious (or is targeted at a more receptive person), the nice words will become less meaningful, and their absence more painful. It doesn’t take much reflection to conclude that, if we weren’t so good at selectively forgetting how hard we tried, and how often we failed, the nudges would be pointless.

Despite this suggestive explanation, however, we don’t yet have a general

\(^{10}\)Of course, it also plausible that people generally don’t give adequate weight to information about how the evidence they have was selected when they form their beliefs; see e.g. Kahneman (2011), who refers to this phenomenon as ‘what you see is all there is’. The kinds of strategies Parfit describes might thus be quite effective in helping us form the desired beliefs; but they will achieve this only by exploiting our failure to conform our beliefs to our total evidence.
argument that intentionally biased inquiry must be impossible. But once we have disarmed the thought that it's obviously possible, this claim does look rather attractive. We experience questions like those concerning our popularity as putting us into a bind: we do not know how to inquire into them in a way that will get us what we want and so we inquire, if at all, only reluctantly. The impossibility of intentionally biased inquiry would be an excellent explanation of this bind. Even if, say, you had a very loyal friend who knows you and your beliefs extremely well, and who also knows how popular you are, you couldn't use him. Asking him to tell you if you're popular, and say nothing if you're not, is obviously pointless. And more complicated schemes (such as having him expose you only to carefully selected books) look like they, too, would work only if you somehow failed to properly think through the information you would receive. Your efforts to bias your inquiries would keep undermining themselves.

This is not a knock-down argument. One might remain hopeful that, with enough ingenuity, we will think of better strategies – intentionally biased inquiry might not be impossible, just really difficult. In §2, I will elaborate some strategies which, according to certain 'externalist' accounts of evidence, should succeed. But it will, I think, be intuitively clear that they would fail. In §3, I will argue that, given a Bayesian theory of evidential support, these 'externalist' strategies are really the only ones that stand a chance. With these additional pieces in place, we will then have a kind of impossibility proof to bolster the less conclusive reflections just presented.11

11This might be a good point to mention a very different kind of case that initially seems to raise doubts for my position (Thanks to Caspar Hare, Vann McGee, Jack Spencer, and Roger White for discussion). We can investigate using 'stopping rules' that intuitively seem biased. Suppose, for example, that I want to know whether a coin is fair or biased towards heads, knowing already that it isn't biased towards tails. I could decide to keep tossing the coin until it has landed heads more often than it has landed tails. Since I know that the coin isn't biased towards tails, I can be sure that this will happen at some point, so that such an investigation is bound to yield a result. (If I didn't know that the coin isn't biased towards tails, I could not be sure of this.) But couldn't I know in advance that this result will favour heads-bias? Interestingly, I cannot. The reason is that more heads than tails needn't favour heads-bias over fairness. Given normal background beliefs, a sequence containing 49 tails and 50 heads supports fairness over heads bias; and no matter what background beliefs I have, there will always be some length such that sequences of
2 The Access Principle

I have been building a case that intentional and open-eyed biasing of one's own inquiry isn't possible. Epistemologists rarely discuss this issue,\textsuperscript{12} this is a significant oversight, since it turns out to be tightly connected to the debate between epistemological internalism and externalism.\textsuperscript{13}

A natural component of internalism is the access principle:

\textbf{The Access Principle:} For all $p$, if $p$ is (not) part of one's evidence, one's evidence entails that $p$ is (not) part of one's evidence.

For internalism says, very roughly, that we can always work out which of our beliefs are justified (i.e. supported by our evidence) merely by reflecting on what we've already got. But if that is to be true, then what we've already got (i.e. our evidence) had better tell us what our evidence is. In other words, the access principle had better be true.\textsuperscript{14}

It will be helpful to separate the access principle into the positive and negative access principles:

\textbf{Positive Access:} For all $p$, if $p$ is part of one's evidence, one's evidence entails that $p$ is part of one's evidence.

\textbf{Negative Access:} For all $p$, if $p$ is not part of one's evidence, one's evidence entails that $p$ is not part of one's evidence.

\textsuperscript{12}Which is not to say that the considerations I have been raising are entirely original. They clearly connect to Popper's (1961) famous claim that falsifiability is a precondition for testability (and hence, we might add, for confirmation). For some recent related discussion, see also White (2006, p.543-549), Sober (2009), and Titelbaum (2010).

\textsuperscript{13}The issue also bears on whether we should postulate epistemic norms for how agents should structure their inquiries, or whether all apparent need for such norms is covered by the requirement that we conform our beliefs to the evidence. See Hedden (2015, ch.10) for discussion.

\textsuperscript{14}Different theses go under the label ‘internalism’, and not all of them will be committed to the access principle; Wedgwood (2002), for example, emphatically denies it. But since I will be defending the principle, I will not pursue these subtleties.
Each of these two principles is controversial. Williamson’s (2000, ch.9) view that one’s evidence consists of all and only the propositions one knows, abbreviated as E=K, helps to bring this out, since each of the corresponding ‘introspection’ principles for knowledge faces well-known objections. However, it should be clear that simply rejecting E=K does not make the principles unproblematic. For the very same considerations that made the ‘introspection’ principles problematic for knowledge can also be used to argue directly against the access principle for evidence.

In the next two subsections, I will consider two different externalist arguments of this kind that seem, on first sight, quite convincing: one is based on an alleged epistemic asymmetry between ‘good’ and ‘bad’ cases (§2.1), the other on our limited discriminatory capacities (§2.2). I will sketch how these considerations motivate concrete (though perhaps oversimplified) counterexamples to the access principle; I will then show that if these cases really were counterexamples to the access principle, someone could exploit them to intentionally bias her inquiry in ways that obviously don’t work. This refutes the (alleged) counterexamples, and thereby casts some doubt on the considerations which motivated them. It thus constitutes an indirect defence of the access principle. More importantly, however, it sets the scene for §3, where I draw out the more systematic connection between the access principle and the possibility of biasing one’s inquiry, which I argue supports both the access principle and our tentative conclusion that intentionally biased inquiry is impossible.

2.1 Good and Bad Cases

The first kind of example targets specifically the negative access principle. We propose a ‘good case’ and a ‘bad case’ such that (i) in the good case, my evidence entails that I am definitely in the good case but (ii) in the bad case, my evidence entails that I am definitely in the good case but (ii) in the bad case, my evidence entails that I am definitely in the good case but...

---

15 Hintikka (1962) already rejected the ‘negative introspection’ principle because it seems clear that, when we mistakenly believe something, we fail to know it without knowing that we so fail. Williamson’s (2000) more recent arguments against ‘positive introspection’ (also known as the KK principle) have also proven influential.
evidence leaves open whether I am in the good case or the bad one. I will thus be in the bad case if and only if it isn’t part of my evidence that I am in the good case. It follows that negative access must fail in the bad case. For if negative access held in the bad case, that case would yield the evidence that it isn’t part of my evidence that I am in the good case. But this piece of evidence entails (combined with the description of the cases) that I am in the bad case, contradicting the stipulation that my evidence in the bad case leaves open that I might be in the good case.

One powerful motivation for accepting such examples arises from reflection on sceptical scenarios. It is part of my evidence that I have hands: after all, I can see that I have them just by looking, and denying that seeing yields evidence quickly leads to scepticism. A (handless) brain in a vat with my exact experiences could not have the corresponding claim as part of its evidence, since the corresponding claim is false. Yet the brain in a vat is presumably in no position to tell that it lacks this evidence: if it were, it could conclude that it is in a very unusual situation, and the tragedy of the brain’s predicament is exactly that it is in no position to figure this out.

If one takes this position regarding me and the brain in a vat, there is pressure to take a similar line in more ordinary cases. Although the particulars won’t matter, I will take the following as representative: I can get conclusive evidence that a red wall is red by looking at it in favourable circumstances; but if the wall is actually a white wall lit by a red light, my only evidence will be that it appears red. In particular, in the case where I am being fooled, my evidence does not allow me to work out that ‘the wall is red’ is not itself part of my evidence.

16Here and elsewhere I assume that only truths can be evidence. Williamson (2000, ch.10) influentially defends this claim; Goldman (2009) seems to deny it. See Littlejohn (2013) for a discussion of the more recent literature.

17There are other cases we might go to for examples of this kind. One might maintain that when one sees (as opposed to hallucinates) that p, it becomes part of one’s evidence that p, yet also maintain that in the hallucination case one doesn’t have evidence that one isn’t seeing. Similarly, one might hold that when a person A testifies (knowingly) that p, it becomes part of one’s evidence that p even though had A been lying, one would not have been able to tell.
isolate the structural feature, it might help to consult this diagram of the situation:

Here, the dots represent the possibilities that might (for all your initial evidence entails) obtain, while an arrow from $w$ to $w'$ represents that $w'$ is left uneliminated by the evidence to be obtained if $w$ is the case.

Reflecting on intentionally biased inquiry reveals problems in this way of thinking about the case. Consider again my interest in whether people like me. I would like my evidence to support that they do, whether or not people actually do like me. Normally, we think that this puts me in a bind when it comes to inquiring into the matter, even if I have a reliable and cooperative source I could consult. But if the above verdicts about the wall are correct, this is an illusion. What I should do is the following. I should find a white wall, and ask my friend (who knows about my popularity) to paint it red if I am in fact popular, and shine a red light on it otherwise. Once my friend has finished setting things up, I will take a peek. If people like me, I will see a red wall, and will thus receive conclusive evidence that they do. And if I am unpopular, I will get no evidence at all, and, in particular, no evidence confirming my unpopularity. This means that the strategy described may give me evidence for popularity, and certainly won't give me evidence against it; it is a no-lose investigation. Since I want to be more confident that I am popular, and increasing what evidence I have for my popularity seems a good way of achieving this goal, it seems clear that I should initiate the strategy.\footnote{One might challenge this step, since the cases in question are cases in which I might not be able to tell what my evidence is, and it isn’t clear that in such cases increased evidence really does lead to increased confidence. I explain why a response along such lines doesn’t allow us to avoid all versions of the problem in §2.3.}

\footnote{Titelbaum (2010) makes the same observation about cases like that of the wall. He presents this as a diagnosis of why the ‘bootstrapping’ reasoning apparently supported by the wall case (as observed by Vogel (2000) and Cohen (2002)) is so bad. Since, as I will argue in §2.2 and §3, we can set up similarly biased investigations \textit{whenever} we have a violation of the access principle,}
This conclusion is obviously absurd: the procedure just outlined is no way out of the bind we have been discussing. It must, therefore, have been a mistake to think that looking at the wall will, if only the circumstances are favourable, tell me more about its colour than that it appears red. But if that was a mistake, then so was the thought that this case is a counterexample to negative access. Of course, it is a deep puzzle how to accept this without falling into scepticism. But that is not a puzzle I can resolve in this paper.

Someone convinced by the counterexample to negative access might respond instead that the example’s structure changes when I initiate the strategy described above: while in an ‘ordinary’ case the fact that the wall is red can become part of my evidence when I look at it in favourable circumstances, that fact can never become part of my evidence when I look at the wall my friend prepared. If there were such a change, we could say both that the attempt at setting up a no lose investigation fails and that an ordinary case of looking at a wall is, nonetheless, a counterexample to negative access. But postulating such a change is theoretically unsatisfying. We can fill in the example so that it is highly unlikely, given my background information, that I am unpopular (and hence that the lighting would be misleading); and we can also postulate that, in fact, the possibilities in which I am unpopular are extremely ‘remote’ and ‘much less normal’ than the actual ones. It is then unclear what is supposed to distinguish my situation when I look at the wall my friend prepared from my situation in an ordinary case of judging the colour of a wall without verifying the lighting. And even if we waive this worry, it still seems to me that this

---

20The thought might be that my knowledge that I asked my friend to set up misleading lighting if I am unpopular gives me reason to think that circumstances are unfavourable; and externalists have recognized that reasons to think that the circumstances are unfavourable can prevent us from receiving evidence, even when the circumstances are actually good, since at least Goldman (1979, p.20).

21Could the difference simply be that, in this case, but not in an ‘ordinary’ one, the error possibility is salient to me? (Thanks to the associate editor for raising this question.) It seems implausible that, as the response considered in the main text would require, the salience of
style of response addresses only the symptoms, not the disease. For, according to this line of response, an ordinary case of looking at a wall is still a no-lose investigation; not, admittedly, into whether the wall is red (since it might look some other colour), but into whether the wall is the colour that it looks. After all, if the wall’s colour is how it looks to be, we get conclusive evidence that it is; and if the wall’s colour is not how it looks, we get no evidence either way. Using this (alleged) fact to set up a no-lose investigation first into whether the wall is red (by ensuring that I know beforehand that it will look red) and then into whether I am popular (by correlating redness with my popularity) dramatizes just how weird a claim this is. But it is, I think, primarily a dramatization of something whose weirdness we can also appreciate directly. For these two reasons, a response that focuses on the unusual circumstances of the inquiry described doesn’t seem promising.

To see how robust our problem is for alleged examples of the good case/bad case structure, it’s worth looking at how matters play out in the more intuitive cases recently proposed by Lasonen-Aarnio (2015). The basic idea behind her examples is that, as she puts it, it’s not unusual that ‘coming across a fake, one can mistake it for the real thing, but when one sees (feels, hears, tastes, smells) the real thing, one can tell that it is not a fake’ (Lasonen-Aarnio 2015, p.160). Here’s one such case (not quite the one used by Lasonen-Aarnio, but similar in spirit): you’re meeting a friend from school that you haven’t seen in many years. As you sit in the agreed coffee shop, several people walk in who look familiar enough that you think they might well be that friend. None establish eye-contact though, so you stay seated. Eventually your friend walks in and, despite the significant changes she’s undergone, you recognize her immediately. At least at first sight, this suggests a similar structure to the case of the red wall:

the error possibility should affect what evidence I receive (as opposed to, say, which beliefs I form based on that evidence). But it may be that, as an epistemic contextualist might hold, the salience of the error possibility can affect what I mean by ‘evidence’, and hence what ‘evidence’ I believe myself to have. This seems like a promising start for developing a way out along the lines suggested in footnote 1.

22Thanks to Jack Spencer for discussion.
seeing your friend (the good case) yields conclusive evidence that it’s her, while seeing the stranger (the bad case) gives you no evidence either way.

\[
\begin{array}{c}
\text{Stranger} \\
\text{○}
\end{array} \quad \begin{array}{c}
\text{Friend} \\
\text{●}
\end{array}
\]

Because the case has the same structure as that of the red wall, it can be exploited in exactly the same way. I ask my helper to present me with my friend from school if I’m popular, and with a somewhat similar looking stranger if I’m not. (The person will then leave before I have a chance to talk to her.) If the above account were correct, this should ensure that I have set up a no-lose investigation. But, intuitively, it is clear that I haven’t: unless seeing the person triggers a powerful feeling of recognition, and if I’m not popular it won’t, I will have received evidence that I’m not popular after all.

Yet Lasonen-Aarnio’s thought about cases like that of the coffee shop also seems right. What is going on here? In the cases where the intuition she draws on is clearest, I don’t know beforehand that I will definitely recognize the real thing. For example, I don’t know beforehand that seeing my friend will trigger a powerful sense of recognition; for all I know at the outset, she will only look vaguely familiar. I also know little about whether a stranger will strike me as entirely unknown or as vaguely familiar, though I do know that a stranger would not trigger a powerful sense of recognition. There are thus (at least) four possibilities for what might happen when someone enters the coffee shop: it could be my friend, and I have a powerful sense of recognition; it could be my friend, and she looks vaguely familiar; it could be a stranger who looks vaguely familiar; it could be a stranger who strikes me as entirely unknown. When I see my friend and have a powerful sense of recognition, I can rule out all but the first of these, and thus get conclusive evidence that it is my friend. When I see a familiar looking stranger, I can rule out all but the middle two, and thus don’t get much evidence about whether the person is my friend or a stranger. But all of this is consistent with me always knowing exactly what evidence I have;
in particular, when I see a familiar looking stranger, I know that my evidence doesn't entail that I'm faced with my friend.

To get a counterexample to negative access, we would need to argue that the situation remains unchanged if I know beforehand that I will definitely recognize my friend when I see her. For with that background knowledge in place, negative access would allow me to reason from 'my evidence doesn't entail that this is her' to 'it isn't her', and it was supposed to be counterintuitive that I can reach this conclusion. But if we imagine having the background knowledge in question, that reasoning actually seems attractive: if I know that I would recognize my friend if I saw her, it's perfectly legitimate to reason from 'that person only vaguely looks like her' to 'that's not her'.\(^{23}\) This is well brought out by the attempt of using the case to set up a no-lose investigation. To do so, I have to think that I would definitely recognize my friend when I see her, since otherwise seeing someone who only looks vaguely familiar is evidence that I am unpopular (since I'm guaranteed to see someone like that if I'm unpopular, and less likely to see such a person if I'm popular). But once we make this assumption explicit, the intuition the example relied on disappears – or, at least, has no additional force over and above the anti-sceptical intuition some of us have even in cases like that of the red wall.

2.2 Limited Discriminatory Capacities

Our second class of examples target the positive access principle as well as the negative one. Williamson (2000) has influentially used considerations stemming from limited discriminatory capacities and margins for error to argue for the existence of such cases; I will focus here on an example proposed in Williamson (2011), which has received sympathetic discussion even by philoso-

\(^{23}\)My dentist recently told me that if I needed further treatment, I'd know that I did. This was useful information: it allowed me to reason from 'I feel (only) mild pain' to 'I don't need further treatment', which I would not have been able to do otherwise.
phers not otherwise committed to Williamsonian epistemology.\(^\text{24}\)

The basic case is as follows. Imagine that you are faced with an unmarked clock, with a single hand that can point in any one of 60 slightly different directions. Your ability to discriminate where it is pointing is good, but not unlimited. If you are to be reliable in your guesses, you need to leave yourself a margin of error. For example, if the hand is in fact pointing at 53 minutes, you can reliably judge that it is pointing somewhere between 52 and 54 (inclusive), but are unreliable about claims stronger than that. The same is true of every other position the hand could be in.\(^\text{25}\)

It is somewhat natural to identify your evidence with the strongest claim about the hand’s position which you can reliably get right.\(^\text{26}\) But this means that the total evidence propositions we obtain in the various scenarios partially overlap. If the hand is in fact pointing at 53, my evidence will be that it is within \([52, 54]\); and if it is pointing at 52, my evidence will be that it is within \([51, 53]\). Each scenario yields evidence which is compatible with being in the other, and yet they yield different evidence. Again, it might help to present this in a diagram:

\[
\begin{array}{cccc}
\ldots & 52 & 53 & 54 & \ldots \\
\end{array}
\]

It isn’t hard to see why this case involves a violation of the positive access principle. Given the above description, there is a 1-1 correspondence between

\(^{24}\)See, for example, Christensen (2010), Elga (2013), and Horowitz (2014). Our discussion could easily be adapted to other alleged counterexamples to ‘positive introspection’ for knowledge, such as the case of Mr Magoo in Williamson (2000, ch.5).

\(^{25}\)This last claim is, of course, unlikely to be true of actual humans. It is also unrealistic to suppose that our evidence allows us only to rule out some positions; presumably it also supports the remaining possibilities to a degree which is proportional to their proximity to the true value. Finally, the description is misleading insofar as it is vague what margins are sufficient for my guesses to count as ‘reliable’. But these idealizations won’t matter.

\(^{26}\)See also Williamson (2011), Christensen (2010), and Elga (2013) for slightly different routes to the same conclusion. (If there are worries about the clock being part of the external world, we can instead change the case to be about where the hand is pointing according to your visual experience. Plausibly, the point about limited discriminatory abilities applies here too.)
positions of the hand and what evidence I have.\textsuperscript{27} So, if I know of the set-up, the truth about what evidence I have entails the truth about where exactly the hand is pointing. But my evidence isn't good enough to single out the hand's position: after all, I can't reliably do so (even if I do know the set-up), and this isn't a failure of rationality. So positive access must fail.

To see why this description of the case is problematic, however, let us return to the topic of my popularity. My friend knows whether I'm popular; and I would like to have additional evidence that I am, regardless of whether it is true. So I construct an unmarked clock of the kind Williamson describes, and I ask my friend to set the hand in the following way: if people like me, he will set it to 53; if they don't, he will flip a coin to decide whether to set it to 52 or to 54. Having given the instructions, I know that the clock will be set somewhere between 52 and 54, so the situation is represented by this simpler diagram:

\begin{center}
\begin{tikzpicture}
  \node (a) at (0,0) {52};
  \node (b) at (1.5,0) {53};
  \node (c) at (3,0) {54};
  \draw [->] (a) -- (b);
  \draw [->] (b) -- (c);
\end{tikzpicture}
\end{center}

Next, I take a look. If people actually like me, the hand will be set to 53, and so my evidence will only tell me that it is somewhere between 52 and 54, which I knew already. So if people like me, I get no new evidence. But if people do not like me, it will be set either to 52 or to 54. Suppose it is set to 52; then my evidence will allow me to rule out that it's set to 54, since 54 far enough away from the actual setting. But I knew that there was a 50-50 chance that it would be set to 54 if people didn't like me. So seeing that it isn't set to 54 gives me some evidence that I am popular. Moreover, my evidence cannot discriminate between the hand being set to 52 and it being set to 53, so that I get no evidence against my being popular. So, if the hand is set to 52, I will get evidence that I am popular; by similar reasoning, I will also get such evidence if the hand is set to 54. So if people don't like me, I will get evidence that I am popular. Again, I

\textsuperscript{27}There is also a 1-1 correspondence between positions of the hand and what evidence I lack; so a similar argument establishes that the case violates the negative access principle.
have successfully set up a no-lose investigation into my popularity.\textsuperscript{28}

This method may be slightly less satisfying than the one involving the wall. Both are no-lose investigations: I might get evidence that I am popular, and run no risk of getting evidence that I am not. But, in the clock case, I will get evidence for my popularity only if it is misleading; if I actually am popular, I will get no evidence at all. Fortunately, I don't care too much. Perhaps added evidence that I am popular is better when it's pointing me towards the truth; but given the desirability of self-confidence, I welcome it even when it is misleading.

This evaluation, however, is absurd. I cannot boost my evidence for my popularity in the way just described. The unmarked clock is no more a way out of my bind than the wall was. That much is obvious; what is surprising is that this is inconsistent with the Williamsonian judgements about the clock. The culprit, I think, was to identify my evidence with the strongest claim I am reliable about given the actual setting, which was the move that gave rise to the failures of the positive (and negative) access principle we were exploiting. But what else could my evidence be in the scenario described above? One possibility, following Stalnaker (2009), might be to say that we need to distinguish scenarios not simply by the position of the hand, but also by my ‘best guess’ about its position.\textsuperscript{29} Plausibly, my best guess won't always match the actual position (that’s just what it is, we might say, for my discriminatory capacities to be limited), so that different hand positions will sometimes yield the same best guess and the same hand position will sometimes yield different best guesses. In fact, it is now natural to understand talk of ‘margins for error’ as talk about the maximum distance between my best guess and the actual hand (under ordinary conditions).

Reflections on limited discriminatory capacities give no obvious reason to

\textsuperscript{28}To build the right clock, I need to know something about my margin of error. But I don't need to know it's exact value: I only need to know of some $d$ that I'm not reliable at discriminating positions that are $d$ millimeters away from each other, but am reliable at discriminating positions that are $2d$ millimeters away from each other. A little bit of research and experimentation should enable me to discover such a $d$.

\textsuperscript{29}For a different access-friendly account, see Smithies (2012).
think that I can't always tell what my best guess is – after all, these guesses are forced to take discrete values, and might be able to feature in ‘transparent’ inferences in a way in which details of my perceptual representations arguably do not. So if my evidence is determined by my best guess, rather than by the actual position of the hand, our previous reason for taking the case to violate the access principle disappears.\textsuperscript{30} Moreover, for exactly the same reason, the strategy for setting up a no-lose investigation will no longer succeed. For when the clock is set to 52, there is a good chance that my best guess will be that it is set to 51. But, since I know that my margin for error is less than 2 (I needed to know this to set up the right clock), and I also know that conditions are ordinary (if I didn't know this, I could never draw any conclusions about the actual position of the hand, and hence about my popularity) this is compelling evidence that the clock isn't set to 53. Since I also know that my friend would have set the clock to 53 if I were popular, it is compelling evidence that I am unpopular. Far from being a no-lose win investigation then, the inquiry described might well end up establishing my unpopularity.\textsuperscript{31}

\section*{2.3 Beliefs, Rationality, and Evidence}

I have argued that certain cases which supposedly illustrate failures of the access principle shouldn't be thought to do so, since they would otherwise vindicate strategies for intentionally biasing one's inquiries which obviously could

\textsuperscript{30}Of course, I might not make a guess; if this happens, my evidence is presumably determined by what my best guess would have been, and one might worry that I'm not always in a position to know what that is. But it is important to keep track of temporal indexes here. I clearly don't know now what my best guess would have been if I had made one back when I looked at the clock; but that only shows that I can't tell now what my evidence was then, and even the access principle doesn't require that I be able to do so. Was I in a position to know at the time what my best guess would have been then? Maybe I was. After all I could have found out merely by taking a guess and registering its value.

\textsuperscript{31}For further elaboration of the ‘best guess’ model, see Cohen and Comesaña (2013); for criticism see Hawthorne and Magidor (2010), Goodman (2013, p.34) and Williamson (2013, p.80-83). Since I can't discuss how to respond to such criticisms here, gesturing towards this alternative construal of the case remains a promissory note.
not succeed. In discussing these cases, I have moved freely between a desire to be more confident that I am popular and a desire for evidence of my popularity, on the assumption that (since I'm fairly rational) these go together. Counterexamples to access, however, might be thought to put pressure on this assumption. Arguably, when one is in an access-violating scenario, one isn't rationally required to become more confident in \( p \) even when one receives evidence for \( p \).\(^{32}\) Alternatively, even if one is rationally required to become more confident in response to evidence, doing so might still be entirely *unreasonable*, since it would manifest a disposition not generally conducive to conforming one's confidence to the evidence.\(^{33}\) Either of these claims might allow us to explain why agents like ourselves are unlikely to raise our confidence in response to the evidence we receive in these cases. The externalist could then accommodate the observation that the clock and wall strategies for boosting one's evidence are an absurd way of pursuing one's goals, but maintain that this is not because they don't yield evidence, but rather because that evidence won't yield the desired beliefs in agents like ourselves.

Whatever the appeal of such a strategy in response to other objections to externalism, it will not solve the problem presented here. For we can use the kinds of examples we have been discussing to build not just *no lose investigations* but also *sure win investigations*: ones that are guaranteed to give me evidence that I am popular no matter what. And if I have set up a sure win investigation, I will know at the end of the investigation that I just received additional evidence of

---

\(^{32}\)This claim is somewhat analogous to Hawthorne and Stanley's (2008, p.580-85) view that one should only act on one's evidential probabilities if one knows what they are. It is also suggested, albeit somewhat loosely, by Williamson's (2009, p.360-61) view that there are different senses or precisifications of 'justified confidence', one which requires merely that the confidence matches one's evidence and others which require in addition that one knows this (and perhaps knows that one does, etc.). For this view implies that, if the agent doesn't know of the evidence boost, the increased confidence would not be justified in at least one sense of 'justified'; it is thus plausible that increased confidence isn't rationally required, in at least one sense of 'rationally required'.

\(^{33}\)See Lasonen-Aarnio (2010); see also Hawthorne and Srinivasan (2013) and Williamson (forthcoming) who connect this to the idea that raising one's confidence may be *blameworthy*. 
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popularity. Moreover, this knowledge need not itself be unreasonable, since it can be the result of perfectly ordinary belief-forming dispositions. This makes it hard to see how failing to raise my credence could be reasonable or rationally permissible in such a situation. Yet the strategies for biasing one’s inquiries seem equally absurd in these only slightly more complicated cases.

The simplest sure win investigation combines the strategies discussed in the clock and wall cases: I ask my friend to both arrange a wall and a clock in line with the instructions described above, and then look at one and then later at the other. This is a sure win investigation. For either I am popular or I am not. If I am, looking at the wall will yield evidence that I am popular and looking at the clock will yield nothing. If I am not popular, looking at the wall will yield nothing but looking at the clock will yield evidence that I am popular. Either way, the total effect will be additional evidence that I am popular. So, since I know the set-up, I will know at the end of inquiry that I just received additional evidence of popularity. Since my knowledge about the set-up can be entirely reasonable, the same will be true about my knowledge at the end of inquiry that I just received additional evidence of popularity. But if I know that my evidence supports my popularity at least to a specific degree \( x \), and that knowledge is not itself unreasonable, then I would surely be both irrational and unreasonable not to have at least the corresponding level of confidence in the claim that I am popular. If that is true, however, I would be irrational and unreasonable not to become more confident of my popularity after looking at both the clock and the wall.\(^{34}\)

The combined case just described is effective against anyone who is sympa-

\(^{34}\)This style of argument also applies to responses, perhaps inspired by Gallow (2014), Bronfman (2014), and Schoenfield (forthcoming), which maintain that agents should update by a rule other than conditionalization in situations where the access principle isn’t antecedently known to hold. For an alternative update rule can prevent agents from manipulating their confidence in the combined case only by sometimes forbidding agents from raising their confidence in a claim even though they are certain that their total evidence now supports it more than it did previously; and that still strikes me as an unfortunate consequence. (Thanks to J. Dmitri Gallow for discussion.)
thetic to both the wall and the clock case. But the epistemological motivations for these two cases are quite different and one might be inclined to accept one without accepting the other. So it is worth noting that we only need one kind of case to set up a sure win investigation.

Let us look first at the cases motivated by our limited discriminatory capacities. The original instructions in the clock case were designed to generate no evidence either way when I’m popular, and evidence that I’m popular when I’m not. But they are easily adapted to provide a way of receiving evidence that I’m popular when I’m popular and no evidence either way when I’m not. The new instructions to my friend will simply be to set the hand to 52 or 53 if I am popular (to be decided by a coin flip) and to 51 or 54 if I am not. If I am popular, the evidence I’ll get will then allow me to rule out exactly one of the possibilities in which I’m not, and will hence generate evidence of my popularity. And if I’m not popular, the evidence will let me rule out one possibility of either kind, and will thus leave the initial probabilities unchanged. I will thus get evidence for popularity if I’m popular, and no evidence at all if I’m not. Alternating this strategy with the original one, I can ensure that I’ll receive evidence of my popularity no matter what; I can thus know, at the end of the process, that I’ve just received evidence that I am popular (though I won’t know what exactly that evidence was).

Let us look next at the cases motivated by the thought that the good case yields strictly more evidence than the bad one; this time I will construct a case which, just by itself, allows for a sure win investigation. If you liked the wall case, you should also like the following case: when I hear a bird call nearby, I receive conclusive evidence that there is a bird nearby; this is true even though I cannot distinguish bird calls from the noises produced by sophisticated bird flutes. And, plausibly, my abilities to tell red walls by sight and nearby birds by their sound are quite independent: one of them malfunctioning should not prevent the other from yielding the evidence it usually does.

If that is right, I can give my friend the following instructions. If I am popu-
lar, he is to present me with a red wall and a genuine bird call; if I am unpopular, he is to toss a coin to decide which of these to replace with the corresponding illusion. There are thus three possibilities consistent with my knowledge of the set-up; and the evidential relations amongst them are as represented in this diagram.\textsuperscript{35}

\[
\begin{array}{ccc}
\text{White/Bird} & \longleftrightarrow & \text{Red/Bird} \\
\bullet & \longleftrightarrow & \bullet \\
\end{array}
\]

What will happen to my evidence about my popularity? If I am popular, I will get conclusive evidence that I’m in Red/Bird, and thus that I am popular. If I am not popular, there are two possibilities. One is that I am in White/Bird; in that case, my evidence will rule out Red/Flute and nothing else. The other is that I am in Red/Flute; my evidence will then rule out White/Bird and nothing else. So if I’m unpopular, my evidence will eliminate exactly one possibility in which I am unpopular and nothing else, meaning I get evidence that I am popular. So I will get evidence that I am popular whether I am popular or not. Afterwards, I will thus not only have more evidence of popularity, but also know that I do.

Explaining the absurdity of the strategies described in §§2.1-2.2 by forcing a gap between evidence and rational (or reasonable) belief has some initial appeal. It is not entirely unnatural to think that, in some sense, one shouldn’t become more confident of one’s popularity even if one just received evidence for it when one doesn’t (and isn’t in a position to) know that one received such evidence. But we have just seen that the motivations driving the initial cases can be used to generate cases in which one not only receives evidence for one’s popularity, but knows that one does. Yet the strategies described in these cases seem equally absurd. The attempted alternative explanation of the absurdity thus fails.

\textsuperscript{35}This case has the same structure as Williamson’s (2000, ch.10) ‘simple creature’ example; but the epistemological story is different.
3 The Systematic Connection

In the paper so far, I have done two things. I have given *prima facie* reasons to be sceptical about the possibility of intentionally biased inquiry. And I have shown that we can cast doubt on otherwise compelling (if somewhat oversimplified) counterexamples to the access principle by showing that, if genuine, they would enable us to intentionally bias our inquiries in highly counterintuitive ways.

What I haven’t done so far, is establish a systematic connection between access and intentionally biased inquiry. This gives rise to questions that challenge the force of the arguments. Can *every* counterexample to the access principle be exploited to bias one’s inquiries? If not, the problems with the particular cases discussed might stem from idiosyncratic features of, or simplifying assumptions about, those cases, and so need not be taken to support the access principle more generally. Could there be ways of biasing one’s inquiries that do not exploit failures of the access principle? If not, the fact that the intentionally biased inquiry made possible by access failures is so counterintuitive does little to reinforce our tentative early conclusion that intentionally biased inquiry is impossible.

In this section, I will show that there is a systematic connection between our topics. In §3.1, I explain how to formalize the notion of intentionally biased inquiry within a Bayesian theory of evidential support. This will allow me, in §3.2, to show (i) that the impossibility of intentionally biased inquiry in fact follows from the access principle (together with any assumptions implicit in the Bayesian theory) and (ii) that, if the access principle has any counterexamples, people should be able to exploit these to bias their own investigations. We thus get affirmative answers to both of the questions raised above, strengthening both the case for the access principle and the case against the possibility of intentionally biased inquiry. Along the way, we will see some interesting connections between the possibility of biased inquiry and ‘reflection principles’ widely discussed in formal epistemology.
3.1 Formalizing Biased Inquiry

Recall the discussion of §1.1. We were wondering whether you could embark on a course of action (e.g. set up your inquiry in a certain way) that would (from your perspective) make your investigations favour a claim $p$ over its negation, even though which action you choose does not itself provide evidence regarding $p$. The action was not supposed to achieve this goal in a way that exploits irrational biases or information loss; it was instead meant to have its effect by influencing what evidence would become available to you. And ‘favouring’ was supposed to be understood in terms of expected value: $p$ would be favoured over its negation if the expected difference between future and present evidential support for $p$, given that you decide to inquire in this way, was positive.

To formalize the claim that one cannot do this, we need to introduce some technical notions. Let $a_1, a_2, \ldots$ be the total, and thus pairwise incompatible, courses of action you might take (for all that your evidence entails); and let $A_1, A_2, \ldots$ be the corresponding propositions stating which (if any) of those actions you perform. Moreover, let $Pr(p)$ represent $p$’s current evidential probability. Then the expected value of some function $V$ on the hypothesis that I perform action $a_k$ will be the weighted average of the values $V_1, V_2, \ldots$ which $V$ might take, weighted by $Pr(V = V_i | A_k)$, the probability that $V$ will take that value if I perform $a_k$.

The function whose expected value we’re interested in measures the difference between the initial and future evidential support for a proposition $p$. Each of these is plausibly determined by two factors: which propositions are part of the agent’s evidence at the relevant time, and what those propositions support. It seems possible to imagine uncertainty about either of those fac-

---

36 This qualification, that you might not perform any action at all, means that one proposition in the list (the one stating that you don’t perform an action) will not correspond to anything on our list of actions. I will assume that one can’t expect failing to act to bias one’s inquiries for the same reason that one can’t expect particular actions to.

37 Or, perhaps, what they support relative to the agent’s ‘standards’ or ‘inductive policies’, if one is sceptical about an objective evidential support relation. Recall that, since changes in these standards or policies seem to be based in something other than the evidence one receives,
tors: I can be unsure both about the colour of the thirty emeralds I will examine, and about the extent to which the observation that all of them are green would support the hypothesis that the next emerald to be mined is green. But, for our purposes, it makes sense to idealize away from the second kind of uncertainty. For uncertainty about the evidential support relation is orthogonal to both the access principle and our reasons for analysing biased inquiry in terms of expected probabilities, namely that we don't typically know beforehand what particular evidence some investigation will yield. And if we idealize away from uncertainty about the evidential support relation, we can take the values of the initial and future evidential support, and thus the value of the difference between them, to be fully determined by what our initial and future evidence is.

To make use of these conceptual points, we need further terminology. Let $E_1, E_2, \ldots E_n$ be the propositions which might, for all your initial evidence entails, be your total initial evidence; and let $E_1^+, E_2^+, \ldots E_m^+$ be the propositions which might, for all your initial evidence entails, be your total evidence at the relevant future time, the time at the end of the investigation. Furthermore, for each $1 \leq i \leq n$, let $E = E_i$ be the proposition that your total evidence at the initial time is $E_i$; and for each $1 \leq j \leq m$, let $E^+ = E_j^+$ be the proposition that your total evidence at the future time is $E_j^+$. Finally, let $P$ be (what you know to be) the evidential support relation, so that $P(p|E_j^+) - P(p|E_i)$ is the difference between the future and the initial evidential support if your total initial evidence is $E_i$ and your total later evidence is $E_j^+$. Then we can write the claim that, con-

ways of biasing one's future opinions which exploit such changes don't qualify as 'intentionally biased inquiry'; we thus lose no generality by ignoring such relativity in the support relation.

Recall that, if the access principle fails, $E_i$ and $E = E_i$ can be very different. If you are in the bad case, your evidence is entirely uninformative about the colour of the wall. But the proposition that you have this uninformative evidence is itself highly informative: it entails that you are in the bad case, and hence that the wall is white.
ditional on any $A_k$, the expected difference is 0 as\(^{39}\)

$$
\sum_{i,j} Pr(E^+ = E_j^+ \land E = E_i|A_k)(P(p|E_j^+) - P(p|E_i)) = 0.
$$

(\sim \text{IBI})

Such large equations are difficult to survey, so it will be helpful to have an alternative notation. I will use ‘$\exp_Q V_i$’ as an abbreviation for the expected value of $V$, as calculated by $Q$; and I will use ‘$Q(.)|X$’ as a label for the probability function $Q'$ obtained by setting $Q'(Y) = Q(Y|X)$ for every $Y$. (\sim \text{IBI}) can then be rewritten as:

$$
\exp_{Pr(.)|A_k}(P(p|E_j^+) - P(p|E_i)) = 0.
$$

In what follows, I will always give both ways of writing each equation.

Assuming that $E = E_i$ and $E = E_j^+$ are always independent, we can rearrange and simplify (\sim \text{IBI}) to yield

$$
\sum_i Pr(E = E_i|A_k) P(p|E_i) = \sum_j Pr(E^+ = E_j^+|A_k) P(p|E_j^+)
$$

$$
\exp_{Pr(.)|A_k} P(p|E_i) = \exp_{Pr(.)|A_k} P(p|E_j^+)
$$

From this equation, we can make our way towards something more recognizable. For note that the actions in question, being total courses of actions

\(^{39}\)If we hadn’t idealized away from uncertainty about $P$, we would have had to take a different approach. We would have used $Pr^+$ to stand for the agent’s future evidential support; and we would have taken $X \subseteq [0, 1]$ to be a finite set containing all the values the future evidential support might take and $Y \subseteq [0, 1]$ to be a finite set containing all the values the initial evidential support might take. (\sim \text{IBI}) would then have been written as

$$
\sum_{x \in X, y \in Y} Pr(Pr^+(p) = x \land Pr(p) = y|A_k)(x - y) = 0.
$$

The other equations in the text can be rewritten in similar ways, and the same connections hold between the rewritten principles as between the ones I discuss. The rewritten principles, however, strike me as less illuminating: they fail to capture the idea that, in determining whether an inquiry is biased, we wonder about how likely we are to learn various things, and how those things would impact on the proposition in question. Moreover, the connection between the rewritten principles and the access principle is a bit less straightforward.
the relevant time-span, are mutually incompatible; moreover, since the list is a complete list of the actions you might take, your evidence entails that you either perform one of them or fail to act at all. This means that the set of propositions \( \{A_1, A_2, \ldots\} \) forms a partition of the set of possibilities compatible with your evidence (that is, every such possibility is one in which exactly one of these propositions is true). But it is a straightforward theorem of the probability calculus, known as the law of total probability, that the probability of \( H \) is equal to the weighted average of the conditional probability of \( H \) on the members of a (finite) partition of the underlying space of possibilities. In symbols, \( Q(X) = \sum_k Q(A_k)Q(X|A_k) \). But then we can use (¬\( \text{IBI} \)) to get a principle from which the action propositions have dropped out altogether, namely

\[
\sum_i \Pr(E = E_i)P(p|E_i) = \sum_j \Pr(E^+ = E^+_j)P(p|E^+_j) \tag{EQEXP}
\]

And this claim, stating that the expected future probability is equal to the expected current probability, is the obvious consequence of two instances of van Fraassen’s (1984) Reflection Principle, one synchronic and one future-directed: 41, 42

40 Proof:
\[
\sum_j \Pr(E = E_j^+)P(p|E_j^+) = \sum_k \Pr(E^+ = E_k^+|A_k)Pr(A_k) \quad \text{by total probability}
\]
\[
= \sum_k \Pr(A_k)\sum_j \Pr(E^+_j)Pr(E^+ = E^+_j|A_k) \quad \text{rearranging}
\]
\[
= \sum_k \Pr(A_k)\sum_i \Pr(E_i)Pr(E = E_i|A_k) \quad \text{using (¬\( \text{IBI} \))}
\]
\[
= \sum_i \Pr(E = E_i)\sum_k Pr(E = E_i|A_k)Pr(A_k) \quad \text{rearranging}
\]
\[
= \sum_i \Pr(E = E_i)P(p|E_i) \quad \text{by total probability}
\]

41 I am here stating the reflection principle as a claim about expected values; that claim is usually treated as an important and immediate consequence of the principle rather than as the principle itself: see e.g. van Fraassen (1995, p.19) and Weisberg (2007, p.180). (Though Williamson (2000, p.230-237) also focuses on the claim about expected values when discussing reflection.) In our terminology, the ‘standard’ version of the (future-directed) principle would be \( \Pr(H|P(H|E^+)) = c \), where \( E^+ \) is a non-rigid designator for the agent's future evidence. Given that we are abstracting away from uncertainty about the evidential support relation, this ‘standard’ principle entails, but is not entailed by, (F-REF).

42 Kadane et al. (1996) take a principle similar to (F-REF) to capture the thought that agents cannot ‘reason to a foregone conclusion.’ I explain below why (EQEXP) is the better choice if we want to avoid begging the question against access deniers.
\[ Pr(p) = \sum_i Pr(E = E_i)P(p|E_i) \] (S-REF)

\[ Pr(p) = \exp PrP(p|E_i) \]

\[ Pr(p) = \sum_j Pr(E^+ = E^+ j)P(p|E^+_j) \] (F-REF)

\[ Pr(p) = \exp PrP(p|E^+_j) \]

In fact, I want to go slightly further, and say that (EQEXP) is the result of ‘subtracting’ a commitment to (S-REF) from a commitment to (F-REF), the natural way of holding on to ‘what we really wanted out of’ (F-REF) without presupposing (S-REF). To explain what I mean by this, I should emphasize a non-standard feature of (F-REF) and (S-REF). Unlike other formulations of reflection principles, mine ask that an agent’s probabilities match expected evidential support, not expected credences. This is a good thing, because it means that we side-step objections to reflection arising from the fact that future credences might be formed a- or ir-rationally.\(^43\) And, crucially, it means that (S-REF) is a version of Christensen’s (2010) rational reflection principle, stating that the probability of a proposition matches the expected current evidential support. But it’s well-known that it’s hard to reconcile rational reflection with denials of the access principle, and rational reflection is widely rejected for this reason.\(^44\) Moreover, violations of (S-REF) will quickly make for violations of (F-REF), for example if the agent knows that she will get no evidence in the relevant time span. So anyone, such as myself, who is interested in the specifically diachronic aspects of (F-REF), needs to find a way of articulating the specifically diachronic

\(^{43}\)See Briggs (2009) for an excellent survey of those objections. Another well-known worry about reflection, also discussed by Briggs, arises from cases where an agent might lose evidence; since we’ve noted from the very beginning that (¬IBI) is only plausible in cases where we can be sure this won’t happen, these worries also aren’t relevant for our purposes.

\(^{44}\)See e.g. Christensen (2010), Williamson (2011), Elga (2013), and Lasonen-Aarnio (2015).
thought underlying (F-REF) in a way that insulates it from more immediate worries about (S-REF). I submit that (EQEXP) is the natural candidate for such a principle: in the presence of (S-REF) it’s equivalent to (F-REF); but, unlike (F-REF), it is not subject to ‘cheap’ counterexamples constructed by considering a case in which (S-REF) fails and adding to the story that the agent knows she will receive no new evidence.45

This is not to say that (EQEXP) is or should be neutral on whether the access principle is true. Williamson (2000, ch.10) and Weisberg (2007) highlight a serious tension between (F-REF) and denials of the access principle;46 and, as we will see in the next section, the particular tension they discuss doesn’t go away when we move from (F-REF) to (EQEXP). The point of replacing (F-REF) with (EQEXP) thus isn’t to preserve neutrality, but to gain dialectical effectiveness. By focusing on (EQEXP), we make clear that the problem of intentionally biased inquiry is an additional problem for access deniers, over and above any problems they might face because of their rejection of rational reflection. In particular, it shows that this problem cannot be dismissed as arising from an intuitively attractive, but ultimately mistaken, endorsement of ‘level bridging’; after all, the two sides of (EQEXP) are both at the same epistemic ‘level.’

3.2 Reflection and Access

What exactly is the connection between (EQEXP), (F-REF), and (S-REF) on the one hand, and the access principle on the other? It is relatively easy to see that (S-REF) will be true whenever the current evidence satisfies the access principle and that (F-REF) will be true whenever the current evidence entails that the total future evidence will satisfy the access principle.47 The point about (S-REF)

---

45 Thanks to Jeremy Goodman and Harvey Lederman for extremely helpful discussion on this point. The claim that (EQEXP) articulates the key insight behind (F-REF) can be further bolstered by showing that it, rather than (F-REF), is the principle which other arguments for (F-REF) really support, once we give up on (S-REF). I plan to do this in future work.

46 See also Hawthorne (2004, p.75-77) and Weatherson (2011) for briefer discussion.

47 We also need that the current evidence entails that all evidence is true and that there will be no information loss; I will suppress these assumptions henceforth.
is rather trivial. For suppose the agent has evidence $E_j$. Since $E_j$ obeys the access principle, $E_j$ entails $E = E_j$. So $\Pr(E = E_i) = 0$ whenever $E_i \neq E_j$. (S-REF) thus holds trivially.

The argument for (F-REF) is only slightly more complex. Even without the access principle, the plausible claim that only truths can be evidence already means that each $E^+ = E^+_j$ entails the corresponding $E^+_j$. As we just saw, the access principle for the future evidence allows us to establish the converse, that each $E^+_j$ entails the corresponding $E^+ = E^+_j$. The access principle thus guarantees that, for any $H$, and any $E^+_j$ you might receive, $\Pr(H|E^+_j) = \Pr(E^+ = E_j^+)$.

Moreover, since $E^+$ subsumes your initial evidence $E$, $\Pr(H|E^+ = E_j^+) = \Pr(H|E^+ = E_j^+)$. It is also clear that $\{E^+ = E_j^+ : 1 \leq j \leq m\}$ is a partition of the possibilities left open by the current evidence, so that

$$\Pr(H) = \sum_{j=1}^{m} \Pr(E^+ = E_j^+) \Pr(H|E^+ = E_j^+)$$

is simply an instance of the law of total probability. Substituting $\Pr(H|E_j^+)$ for $\Pr(H|E^+ = E_j^+)$, this yields (F-REF). But if the access principle holds in general, then, we would expect both (S-REF) and (F-REF) to be true. (EQEXP) trivially follows from their combination; and a directly analogous argument shows that (~IBI) also holds. This settles one of the two questions motivating our more formal investigations: rather than being a weird case to focus on, counterexamples to the access principle are in fact the

---

48 Why? Consider any $E_j \neq E_i$. Then either there is some $p$ which is part of $E_i$ but not $E_j$ or there is some $p$ which is part of $E_j$ but not $E_i$ (or both). If the former, $E_j$ rules out $E = E_j$ via positive access; if the latter, $E_i$ rules out $E = E_j$ via negative access. Since this is true for every $E_j \neq E_i$, the only remaining possibility compatible with the initial evidence, and thus with $E_i$, is $E = E_i$.

49 Note that, in guaranteeing the equivalence of $E_j^+$ and $E^+ = E_j^+$, the access principle ensures that our future evidence forms a partition of the (current) epistemic possibilities. That the future evidence forms such a partition is a standard assumption in attempts to derive reflection principles: see e.g. van Fraassen (1995, p.17) and Briggs (2009, p.69). Weisberg (2007, p.183-184) discusses the partitionality assumption in such proofs in detail, and concludes that it can only be motivated by something like the access principle.
only possible cases of intentionally biased inquiry. Or, more cautiously, they are the only such cases compatible with the idealizing assumptions we have made explicit (finitely many evidence propositions, no possibility of information loss, no uncertainty about the evidential support relations) and those which are implicit in the formalism we have been employing (logical omniscience, no discovery of new possibilities, evidential support measured by exact values). Since these assumptions seem like adequate idealizations for modelling a large number of relatively ‘ordinary’ investigations, even this more cautious conclusion is still a significant result.\textsuperscript{50}

To settle our second question, and generalize the argument from the impossibility of intentionally biased inquiry to the access principle, we need something like the converse entailment: that (EQEXP) fails unless the access principle is true. Unfortunately, the connection is not quite so straightforward. For (EQEXP) trivially holds of an agent who is certain not to receive any evidence, regardless of whether she satisfies the access principle.\textsuperscript{51}

There is, however, a less straightforward connection that is strong enough for our purposes. Suppose that there are possibilities in which the access principle fails. That is, suppose there is some possibility \( w \) such that the total evidence we have in \( w \) does not allow us to rule out that we are instead in possibility \( w' \), in which we have different evidence. Then either the evidence in \( w' \) allows us to rule out that we are in \( w \) or there is a third possibility \( w'' \) which the evidence in one, but not the other, of \( w \) and \( w' \) allows us to rule out. In other words, the ‘doesn't rule out’ relation between the possibilities will either fail to be symmetric or will fail to be transitive.\textsuperscript{52} So, without loss of generality, we can

\textsuperscript{50}Kadane et al. (1996) show that principles like (EQEXP) may fail if we move to formal models which relax some of these assumptions; they leave open whether this is a problem for the principle or for the models, and I will too.

\textsuperscript{51}Elsewhere, I show that there is a good sense in which cases where the agent learns nothing are the only cases in which (EQEXP) holds despite failures of the access principle. However, the proof requires additional formalism, and so I will not appeal to the result here.

\textsuperscript{52}Another way to see this is that the access principle, together with the claim that only truths can be evidence, implies that ‘one’s evidence entails that’ obeys an S5 logic. And it’s a well-known theorem of modal logic that a modal operator obeys an S5 logic if and only if the corre-
assume that the ‘ruling out’ relation between the possibilities will exhibit one of the following structures:

\[ w' \xrightarrow{} w \]

\[ w' \xrightarrow{} w \xrightarrow{} w'' \]

These structures should look familiar: they are, respectively, the structure of the wall case and of the clock case (once we add to the clock case the background information that ensures that only three settings are possible).

But then it seems possible to imagine an agent whose initial evidence establishes all and only that he is in one of \( w, w', \) and \( w'' \), and who knows he is about to receive whatever evidence is associated with those possibilities. Then the evidential probabilities of our agent will violate (EQEXP). For the expected initial probabilities will match the initial probabilities (since in all of the possibilities, the agent’s initial evidence establishes all and only that he is in one of \( w, w', \) or \( w'' \), so that there is no uncertainty about the initial evidence). And the expected future probability of \( w \) is higher than its initial probability in both cases, regardless of which (non-zero) initial probabilities are assigned to each world. That’s precisely why, in discussing the wall and clock cases, we thought it desirable to somehow associate \( w \) with the possibilities in which I am popular.

This argument gives us a general recipe for converting counterexamples to the access principle into examples of cases where agents can bias their inquiries. In fact, it should now be clear that our discussion of the particular examples in §2 was simply an application of this general recipe. But the full force of our argument for the access principle requires both the general recipe and its application to specific cases. If we have only the general recipe, it may not be obvious why we should resolve the tension between the denial of the access

sponding accessibility relation is reflexive, symmetric, and transitive.
principle and the claim that intentionally biased inquiry is impossible in favour of the latter. And if we consider only the particular cases, it is natural to worry, as we did earlier, that the oddities we observe arise simply from idiosyncratic features of the particular example. But we have now seen both (i) that it really is the (supposed) violation of the access principle which makes it possible to use a case to intentionally bias one’s inquiries and (ii) that it really is absurd, even in the cases which are the best candidates for such access violations, to think that intentionally biased inquiry is possible. This makes it hard to see a credible alternative to accepting the access principle.

4 Conclusion

We have covered a lot of territory. We began with the question of whether we can intentionally bias our own inquiries so as to favour one hypothesis over another. Our discussion suggested that the intuitive answer is ‘no’, at least once we have the relevant kind of biased inquiry clearly in view. This answer is particularly clear when we imagine trying to use such biased inquiry, for example to reassure ourselves of our own popularity. We then observed that certain popular counterexamples to the access principle would, if genuine, enable agents to bias their inquiries after all. But the relevant reasoning in those cases was clearly absurd; we should thus conclude not that such biasing is possible, but rather that we were wrong about the examples. Finally, we saw that the connection between the access principle and the possibility of intentionally biased inquiry is in fact both tight and perfectly general: formalizing the thought that we can’t bias our inquiries, in a way closely related to the Reflection Principle, allows us to see that intentionally biased inquiry is possible if and only if the access principle is false. This connection, I suggested, both reinforces our argument that intentionally biased inquiry is in fact impossible and provides a powerful new reason to believe in access.

It is worth emphasizing that accepting the access principle is a radical con-
clusion. (So radical, perhaps, that some will be inclined to *modus tollens* my argument, and conclude that intentionally biased inquiry is possible after all. That would still be an interesting discovery.) We have already encountered several reasons to reject the access principle when motivating the alleged counterexamples above. But let me add, in closing, what I think might be the best reason for denying access. This reason, nicely formulated by Weatherson (2011, p.451), adapts the obvious argument against ‘negative introspection’ for knowledge into a direct argument against the negative access principle. The argument has two premises: (i) rational agents can be wrong about any (non-epistemological) subject matter and (ii) only truths can be evidence. Now let \( p \) be a proposition of the kind that could be evidence. Then a rational agent might believe \( p \) even though it is false, and thus fail to realize that \( p \) isn't part of her evidence. But if negative access were true, her evidence would entail that her evidence doesn't contain \( p \), and so our agent's failure to realize that it doesn't would seem to be a failure of rationality (at least if she considers the question). Neither of the premises is undeniable,\(^{53}\) but both are intuitively appealing.\(^{54}\)

In addition to defending the view that intentionally biased inquiry is impossible and offering a novel argument in favour of the access principle, I hope to have offered a new perspective on Reflection-like Principles such as (F-REF) and (EQEXP). This shift might become clearest if we contrast our discussion of Reflection with Williamson's. For Williamson, in addition to being perhaps the most prominent critic of the access principle, also discusses the Reflection Principle at some length, and my own discussion owes a lot to his. Despite this debt, we obviously disagree about whether Reflection is true. I think this is, at least in part, because we think of the principle quite differently.

Williamson presents Reflection as something that it would be nice to have, if only we could have it.\(^{55}\) The defender of Reflection, as Williamson sees him,  

---

\(^{53}\)Smithies (2012) would deny (i) by maintaining that ideally rational agents would never be wrong about their phenomenal states; Goldman (2009) seems to deny (ii).

\(^{54}\)This is why I hold out hope for a way out along the lines hinted at in footnote 1.

\(^{55}\)See also Hawthorne and Srinivasan (2013) for a similar picture of the access principle.
is an overly enthusiastic optimist, who wants to reach ahead and make use of information he hasn't yet received. This allows Williamson to cast himself in the role of the cautious and sensible, if somewhat sombre, realist:

But we cannot take advantage of the new knowledge in advance. We must cross that bridge when we come to it, and accept the consequences of our unfortunate epistemic situation with what composure we can find. Life is hard. (Williamson 2000, p.237)

The connection I've drawn between intentionally biased inquiry and Reflection paints a less rosy picture of the principle: it imposes a frustrating limitation in our pursuit of desirable beliefs. The denier of access is the true optimist, promising us wonderful tools for shaping the outcomes of our inquiries, tools that we would love to employ. But we do not have these tools. We should save our composure for facing up to this, far more unfortunate, realization.
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