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Abstract
While wetness formation in steady flows such as nozzles and cascades is well-understood, predicting the polydispersed droplet spectra observed in turbines remains challenging. The characteristics of wetness formation are affected by the expansion rate at the Wilson point. Because the expansion rate varies substantially both axially and circumferentially within steam turbines, the location of the Wilson point within a blade row is a primary factor determining the droplet spectrum and phase change losses. This effect is first investigated using a single streamline with a varying expansion rate, and it is shown that the phase change losses during spontaneous condensation are highest when a large region of high subcooling precedes the Wilson point. The conditions resulting in the highest wetness loss in the nucleation zone do not correspond to those that produce the largest downstream droplets. The effect of nucleation location is then assessed using a non-equilibrium RANS calculation of a realistic low pressure (LP) steam turbine geometry. A quasi-three dimensional (Q3D) flow domain is used to simplify the analysis, which is performed both steadily and unsteadily to isolate the effects of wake-chopping. The inlet temperature is varied to investigate the impact of the Wilson point location on the steady and unsteady wetness loss and droplet spectra. The trends observed in the 1D analysis are repeated in the steady RANS results. The unsteady results show that the Wilson zone is most sensitive to wake-chopping when located near a blade trailing edge and the following inter-row gap. The predicted wetness losses are compared to those predicted by the Baumann rule.
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Introduction
From condensing flow experiments in nozzles¹, it is known that the conditions at the Wilson point, defined as the location of maximum subcooling, determine the resulting downstream wetness properties. These include the droplet spectrum and the loss generated by irreversible heat transfer. This relationship is straightforward in nozzles where the flow expands near-monotonically. Higher expansion rates lead to higher subcooling at the Wilson point, higher peak nucleation rates, and smaller droplets²,³. Although there are still uncertainties in the modelling process⁴, downstream nozzle conditions can be estimated with satisfactory accuracy⁵,⁶.

The connection between the expansion rate at the Wilson point and the downstream droplet spectra holds true in steam turbines, but the more complicated flow field makes the properties at the Wilson point dependent on its precise physical location and therefore more challenging to predict. Experimental studies in cascades⁷ have shown that wetness is affected by the local expansion rate and its cross-passage variation, as well as by the presence of shock waves. However, because nucleation can only occur in the supersonic region in flows without work extraction, the Wilson zone always occurs downstream of the throat in cascade experiments. In steam turbines, nucleation may occur at subsonic flow speeds. RANS calculations have successfully predicted both the location of the Wilson zone in cascades and the interaction with the shock structure⁷,⁸.

The phenomenon of wake-chopping has been used to explain the distinctive droplet spectra observed in steam turbines⁹. Wake-chopping occurs when wakes from a given blade row are intersected and divided by the blades in the following row. The fluid entrained in the boundary layers of preceding blade rows is warmer than that of the freestream flow and can impact nucleation and droplet growth as it is swept through downstream blade passages. The effect of wake-chopping on wetness formation has been investigated in a statistical sense⁹,¹⁰, but it has not been clearly demonstrated using unsteady RANS simulations.

This paper seeks to analyse in detail the impact of those features that differentiate condensation in steam turbines from that in nozzles and cascades. First, the effect of a repeating axial variation in expansion rate is analysed in one dimension using a representative repeating pressure profile. Next, the two-phase, non-equilibrium RANS solver STEAMBLOCK and the quasi-three dimensional (Q3D) geometry are described. The Q3D flow domain eliminates tip leakage effects and hub and shroud vortices that would unnecessarily complicate the results. Steady and unsteady results for a range of inlet temperatures are
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presented, demonstrating the effect of the varying Wilson point location. Finally, the steady and unsteady flow fields are compared in detail to demonstrate the variations in irreversibility and droplet size caused by wake-chopping.

RANS Solver for Non-equilibrium Steam Flows

The RANS calculations presented below were performed using STEAMBLOCK, a non-equilibrium wet steam solver based on the three-dimensional viscous Euler solver TBLOCK\textsuperscript{11}. STEAMBLOCK is an extension of the same method that includes two-phase non-equilibrium effects via the moment method\textsuperscript{12}.

The numerical scheme is the explicit “SCREE” scheme with spatially varied time steps\textsuperscript{13}. For unsteady calculations, a dual time-stepping (DTS) method\textsuperscript{14} is used. The Spalart-Allmaras one equation model is used to model turbulence\textsuperscript{15}. A slip condition is applied at solid boundaries and the shear stresses are then computed from wall functions\textsuperscript{16}. Within each time-step, adaptive smoothing is applied to ensure numerical stability\textsuperscript{17}. A switching parameter is used to reduce fourth order smoothing and apply second order smoothing in regions of rapid variation in pressure and wetness fraction.

Modelling the Liquid Phase

The moment method was first applied to wet steam by Hill\textsuperscript{18} and is described in detail by White and Hounslow\textsuperscript{19}. Chandler et al.\textsuperscript{12} describe the integration of the moment method with the TBLOCK RANS solver. In addition to the five equations needed to model flow in a single phase (continuity, momentum conservation, and energy conservation), four further equations are used to calculate the moments of the droplet spectrum. The numerical scheme conserves mixture properties which are calculated from the gas and liquid conditions. For example, mixture enthalpy \( h \) is:

\[
   h = (1 - y) h_g(T_g, p) + y h_f(T_s, p),
\]

in which \( y \) is the liquid mass fraction. The vapour enthalpy \( h_g \) and other vapour properties are evaluated at the local pressure \( p \) and vapour temperature \( T_g \), while the liquid enthalpy \( h_f \) and other liquid properties are evaluated at the local pressure \( p \) and the local saturation temperature \( T_s \). This neglects variations in liquid properties with droplet size that occur due to capillarity effects. These are only significant for very small droplets and therefore the resulting error is small. Steam properties are found using the look-up table method developed by Hill et al.\textsuperscript{20} and the IAPWS Industrial Formulation (IF97)\textsuperscript{21}.

The classical nucleation rate\textsuperscript{22}, including a non-isothermal correction has been used for the results presented below. Therefore the nucleation rate \( J \) (kg\textsuperscript{-1}s\textsuperscript{-1}) is given by

\[
   J = \frac{1}{1 + \phi} q_c \frac{\rho_f^2}{\rho_g^2} \frac{2 \sigma}{\pi n} \left( \frac{2 \gamma}{\pi n^3} \right)^{1/2} \exp \left( \frac{-4 \pi r^2 \sigma}{3 k T_g} \right),
\]

in which \( \phi \) is defined as\textsuperscript{23}

\[
   \phi = \frac{2(\gamma - 1) h_{fg} h_f}{(\gamma + 1) RT_g} \left( \frac{h_{fg}}{RT_g} - \frac{1}{2} \right).
\]

\( q_c \) is the condensation coefficient (assumed to equal 1.0), \( m \) is the mass of a single molecule, \( k \) is Boltzmann’s constant, \( \sigma \) is the surface tension, and \( r \) is the Kelvin-Helmholtz critical radius.

The growth rate is that derived by Young\textsuperscript{24}:

\[
   \frac{dr}{dt} = \frac{\lambda \Delta T (1 - \frac{r}{r_s})}{h_{fg} \rho_f r} \left[ 1 + 3.78(1 - \nu) \frac{Kn}{Pr} \right],
\]

where \( \lambda \) is the vapour thermal conductivity, \( h_{fg} \) is the latent heat of vaporisation, and \( Kn \) and \( Pr \) are the Knudsen and Prandtl numbers, respectively. \( \Delta T \) is subcooling, the difference between the local saturation temperature \( T_s \) and the gas temperature \( T_g \). The capillarity term \( (1 - \frac{r}{r_s}) \) is included to accurately model the growth of droplets near to the critical size \( r_s \). \( \nu \) is a function recommended to account for the temperature difference between the current and equilibrium droplet sizes, and takes the form

\[
   \nu = \frac{RT_s}{h_{fg}} \left[ \alpha - \frac{1 - \gamma}{2} \frac{2 - q_c}{\gamma - 1} \frac{\gamma c_p T_s}{h_{fg}} \right].
\]

\( R \) is the specific gas constant for steam and \( \alpha \) is an empirical coefficient which is taken to equal 9.0 in the calculations presented. \( \gamma \) is the isentropic exponent and \( c_p \) is the vapour heat capacity at constant pressure.

Hughes et al.\textsuperscript{25} compared the moment methods with Lagrangian full spectrum methods and demonstrated that it achieves satisfactory accuracy (errors in Sauter mean radius and entropy gain due to phase change ≤ 10%) for primary nucleation at the expansion rates present in LP steam turbines. Further details regarding the modelling methods can be found in Hughes\textsuperscript{26}.

Varying Axial Expansion Rate

Droplet nucleation and growth is first investigated within a single streamline containing an axially repeating pressure variation. This analysis is performed in the Lagrangian frame using the two-phase fluid particle solver described by Young\textsuperscript{27}. Trajectories of pressure and viscous entropy generation versus time are supplied as inputs and the growth of the liquid phase is predicted, including the droplet spectrum and entropy generation due to phase change. The solver marches along the prescribed flow conditions using time increments chosen based on the local expansion rate, nucleation rate, and droplet relaxation time. A unique droplet group is formed within each nucleating time increment. The assumed pressure trajectory is similar to that seen in the passage centre and near the pressure side of a typical low pressure (LP) blade row and is repeated six times to be comparable to the repeating stage calculations presented below. The inlet temperature is varied from 436 K to 480 K, which corresponds to an inlet subcooling range between -22 K and -66 K.

Figure 1a shows the axial pressure variation and the Wilson point locations for each inlet temperature. The Wilson points are not evenly spaced, but instead are clustered in the high expansion rate region near each trailing edge. Figure 1b plots the peak subcooling at the Wilson points and the outlet Sauter mean radii against inlet temperature (bottom axis) and inlet subcooling (top axis). The peak subcooling
drops significantly when the Wilson point occurs at the very end of the high expansion rate region, as nucleation is quenched by the sudden reduction in expansion rate. Any further increase in inlet temperature will move the Wilson point into the following blade row. The low peak subcooling causes fewer droplets to be nucleated, resulting in a large downstream droplet size. The inlet temperatures that correspond to the largest downstream droplets as well as the highest levels of phase change loss correspond to the largest downstream droplets. The cases with the highest loss do not correspond to those with the largest droplets.

The thermodynamic loss generated in each of the last three blades is plotted against inlet temperature and inlet subcooling in Fig. 2a. The loss due to phase change $\Delta h_{th}$ is normalised using the total viscous loss specified $\Delta h_{aero}$. The specified viscous loss causes a 4% efficiency reduction. The total phase change loss therefore varies between 1.6% and 2.0% of the total enthalpy drop. The loss curves for each individual row have the same shape and are offset by the blade row static temperature drop which is about 18 K.

The most work is lost due to irreversible phase change when $T_{in} = 449$ K and 466 K. At these temperatures the Wilson point is located as early as possible in the given blade row, at the beginning of the high expansion rate region. The Wilson points are in S3 and R3, respectively, and the flow has a high level of subcooling throughout the region of low expansion rate that extends backwards to the previous blade row. While the nucleation in this region is not sufficient to return the flow to equilibrium, some droplets are formed and the associated irreversible heat transfer causes the high level of loss. These cases do not correspond to the maximum Wilson point subcooling values seen in Fig. 1b ($T_{in} = 449$ K, 458 K, and 476 K), but rather have the largest high-subcooling zone. This indicates that the whole subcooling history of fluid particles determines the total thermodynamic loss, not the extreme values of subcooling.

**Figure 1.** Wilson point conditions and downstream droplet size

**Figure 2.** Variation of lost work due to phase change and a comparison with Baumann loss
Conversely, low thermodynamic loss occurs when the Wilson point is at the very end of a high expansion rate zone. In these cases nucleation is quenched by the reduction in expansion rate, resulting in lower values of peak subcooling and peak nucleation rate than would otherwise occur. This is also the cause of the spikes in Sauter mean radius seen in Figure 1b when $T_{in} = 448$ K and 465 K. The large droplet sizes correspond to low values of thermodynamic loss in the nucleation zone. However, these cases will see increased loss in the downstream stages if the relatively few droplets cannot grow quickly enough to maintain near-equilibrium flow conditions at high expansion rates. This effect is seen when $T_{in} = 448$ K. The nucleation loss in R2 is low but the resulting droplets are so large that some secondary nucleation occurs in R3 causing further entropy generation (see Fig. 2a).

Fig. 2b plots the ratio of two-phase efficiency $\eta_{\text{wet}}$ to dry efficiency $\eta_{\text{dry}}$ against the mean wetness fraction $y_{\text{mean}}$ which is defined in the figure. The calculated values can be compared to the stage efficiencies predicted by the Baumann rule in the form used by Kreitmeier et al. 28. 

$$\eta_{\text{wet}} = \eta_{\text{dry}}(1 - \alpha y_{\text{mean}}). \quad (6)$$

$\alpha$ is the Baumann factor and is typically taken to equal 1. The mean wetness fractions shown here are lower than those typically presented29 because there is at most one stage downstream of nucleation. Only the thermodynamic loss is included in the calculation. Within the nucleating stage ($y_{\text{mean}} < 1\%$) the thermodynamic loss is significantly more than what the Baumann rule indicates. The phase change loss is dominated by wetness formation in the nucleating stage and is not appreciably increased by the further droplet growth in the stage following nucleation. The Baumann estimate is therefore more accurate when at least two wet stages are considered. The location of the Wilson point within the repeating expansion profile changes the wet efficiency by as much as 0.8% for very similar mean wetness levels.

### Repeating Stage Design

The impact of wake-chopping is now investigated using a three-stage Q3D geometry. The blade geometry is representative of the first three stages of the five stage ALSTOM test turbine described by Kreitmeier et al. 28. The centre-line radius is held constant while the streamtube thickness is increased to maintain consistent Mach numbers and flow angles through the three stages.

The repeating stage condition has several advantages for the investigation of wake-chopping. It prevents confounding issues of differing expansion profiles (both pitchwise and axially) in adjacent blades, which may alter the characteristics of the Wilson zone when it is moved between them. Furthermore, the dissipation of the upstream wake will occur similarly in each blade.

Although the geometry is based on a test-scale turbine, the repeating stage was scaled to full size (rotational speed 3000 RPM) for this analysis. The centreline radius for the full-scale case is 1.0 m, which places the Q3D test section at approximately mid-span in the third stage. The flow is axial at inlet, and the pressure ratio (PR) within each blade is determined by the amount of turning needed to return the relative flow angle to $0^\circ$ at the entrance to the next blade. For the selected geometry, this results in a single blade pressure ratio of 1.30. The amount of radial expansion required by the steamtube to maintain the velocity triangles and Mach numbers while accommodating the reduction in fluid density can be estimated using a polytropic relationship:

$$\frac{V_2}{V_1} = \left( \frac{P_1}{P_2} \right)^{\frac{1}{\gamma}}. \quad (7)$$

With the given pressure ratio, an isentropic exponent of 1.32 for steam, and an assumed polytropic efficiency of 0.9, the required volume ratio per blade is 1.25. The steamtube expansion occurs within the blade and the radial height is kept constant in the inter-row gaps. The blade spacing is approximately 60% of the axial chord and is constant between all blade rows.

The mesh is generated using NUMECA Autogrid5. To ensure a grid-independent solution, the three stage case was calculated using a series of increasingly fine grids, details of which are shown in the upper portion of Tab. 1. The mass flow rate, total-to-static isentropic efficiency for three stages, and outlet wetness fraction are also included. Each calculation is converged to less than 0.01% average error in $\rho v_x$ and less than 0.1% error in mass flow.

The lower portion of Tab. 1 presents the mean flow parameters calculated for all three stages using the medium-density mesh. The maximum variation from the mean blade pressure ratio is less than 5%. The outlet relative Mach number shown is the mean of the pitchwise average values recorded 25% of an axial chord downstream of each trailing edge. Again, the values at individual trailing edges vary by less than 5% from this mean. The relative exit angle, the flow coefficient $\Phi$, and stage loading coefficient $\Psi$ are also included in Tab. 1. The flow coefficient and stage loading coefficient decrease through the stages due to the reduction in velocities needed to maintain consistent Mach numbers as the flow expands. Therefore the mean quantities shown here are lower than typical design values.

For the unsteady simulations, the blade passing period is divided into 100 time-steps, 25 of which are saved for subsequent analysis. 150 explicit “internal” iterations are performed at each “external” time-step; this relatively high number is needed to ensure a periodic wetness solution. 25 blade passing cycles were simulated to achieve periodic variations in both pressure and wetness fraction.

### Grid Comparison

<table>
<thead>
<tr>
<th>Grid Comparison</th>
<th>Coarse</th>
<th>Medium</th>
<th>Fine</th>
</tr>
</thead>
<tbody>
<tr>
<td>Total grid points</td>
<td>519,240</td>
<td>1,145,940</td>
<td>2,017,440</td>
</tr>
<tr>
<td>Mass flow ratio, $m_{\text{in}}/m_{\text{turbine}}$</td>
<td>1.014</td>
<td>1.005</td>
<td>1.000</td>
</tr>
<tr>
<td>Isentropic efficiency, $\eta_{\text{is}}$</td>
<td>1.8%</td>
<td>0.3%</td>
<td>0.0%</td>
</tr>
<tr>
<td>Outlet wetness fraction, $y_{\text{out}}$</td>
<td>2.74%</td>
<td>2.72%</td>
<td>2.70%</td>
</tr>
</tbody>
</table>

### Mean Flow Conditions

<table>
<thead>
<tr>
<th>Mean Flow Conditions</th>
<th>Medium</th>
</tr>
</thead>
<tbody>
<tr>
<td>Blade PR</td>
<td>1.30</td>
</tr>
<tr>
<td>$M_{\text{rad,out}}$</td>
<td>0.675</td>
</tr>
<tr>
<td>$\Phi$</td>
<td>71.2</td>
</tr>
<tr>
<td>$\Psi$</td>
<td>0.35</td>
</tr>
<tr>
<td>$\eta_{\text{dry}}$</td>
<td>0.96</td>
</tr>
</tbody>
</table>

Table 1. Grid points and selected results for three mesh densities
Repeating Stage Results

The Q3D geometry described above has been simulated in STEAMBLOCK under both steady and unsteady conditions. In the steady case, a mixing plane is used to average the flow conditions between each blade row, while in the unsteady case values are transferred between the blade rows via a slip-plane. Fig. 3 shows mixture entropy contours for both a steady (top) and unsteady (bottom) case with inlet temperature equal to 464 K. The averaging caused by the mixing plane between each blade row is clearly visible in the steady result, while in the unsteady case the wakes can be observed to persist through multiple downstream blade rows. The nucleation zone can be identified in the steady case where an entropy contour crosses the passage near the trailing edge of S3.

In this case, the number of blades in each row is constant and the relative circumferential (or “clocking”) position of the stators is such that wakes from one row will travel through the passage centre of the following row. The impact of varying blade numbers and changing the relative clocking positions on these unsteady effects requires further study.

Steady and unsteady calculations have been performed for inlet temperatures between 448 K and 480 K, with increments of 4 K. The inlet subcooling varies from -34 K to -66 K. In the coldest cases nucleation begins in R2 and in the hottest cases it is delayed until R3. The work lost due to non-equilibrium effects within each blade row...
for both steady and unsteady cases is plotted against inlet temperature (bottom) and inlet subcooling (top axis) in Fig. 4. The values of thermodynamic loss have been normalised using the unsteady work output at each temperature. The bulk of the entropy due to irreversible phase change is generated by droplet growth within the nucleating blade. The loss curves for S3 and R3 are remarkably similar and are offset by the blade temperature drop which is just over 20 K. The R2 curve is not complete but appears to be following the same trajectory. This indicates that wetness formation is occurring similarly within each row. The cases that produce the highest phase change loss and the largest Sauter mean radius are marked in Fig. 4.

These plots contain the same features as the loss curve from the single streamline investigation, Fig. 2a. In the steady case, two distinct maxima are visible at $T_{in} = 456$ K and $T_{in} = 476$ K. The inlet temperatures with the minimum loss are just below those with the maximum loss. The trends are similar although less dramatic in the unsteady cases. The $T_{in} = 456$ K case also has high loss in the unsteady simulation, but the $T_{in} = 476$ K case is eclipsed by $T_{in} = 472$ K, which had nearly the lowest loss in the steady simulation.

Figure 5 allows a comparison of the calculated efficiency reduction due to irreversible phase change and the Baumann rule. As with the 1D case, the mean wetness fractions are low because at most one stage downstream of nucleation is modelled. There is significant scatter in the steady results, with over 1% change in efficiency between simulations with 0.4% and 0.5% mean wetness. The scatter is reduced in the unsteady cases where the range in efficiencies is 0.5%. In the steady simulations, the Wilson zone location is a strong driver of thermodynamic loss. This is also true in the unsteady simulations, but the effect is diluted because the Wilson zone location oscillates as wake flow is swept through the passage. A Baumann factor of $\alpha = 1$ underestimates the loss within the nucleating stage, but is more satisfactory for multiple wet stages (i.e. $y_{mean} > 1\%$). The Baumann loss appears to be an overestimate when $y_{mean} > 1.5\%$, but in this region other wetness loss mechanisms not considered here will also be present.

The Sauter mean radii predicted at the outlet of the steady and unsteady cases are shown in Fig. 6. Two peaks are seen in the steady result at $T_{in} = 452$ K and $T_{in} = 472$ K, while in the unsteady calculation the maximum droplet size occurs at $T_{in} = 452$ K and $T_{in} = 468$ K. These correspond to the temperatures at which the minimum entropy is generated from irreversible phase change. This is because the majority of the irreversible heat transfer occurs during the intense droplet growth immediately after nucleation. In these cases nucleation occurs very near to the trailing edge and is artificially quenched by the following mixing plane. This reduces the subcooling, lowering the rate of droplet growth and irreversible heat transfer. The fewer droplets nucleated grow to large size in the next blade row in order to achieve the equilibrium wetness fraction. This was also seen in the 1D calculation above (Fig. 1b).

Nucleation in the Unsteady Flow Field

Figure 7 plots the gas temperature and nucleation rate at three locations in S3. The locations are approximately at mid-chord and are indicated in the steady portion of Fig. 3. All three locations are dry but subcooled, and significant nucleation is occurring at point C. In the steady result, the pressure side temperature at point A is 358 K ($\Delta T = 17.0$ K), the passage centre temperature at point B is 355 K ($\Delta T = 19.5$ K), and the suction side at point C has already cooled to 341 K ($\Delta T = 28.8$ K). The presence of high- and low-entropy regions in the unsteady calculation causes the local gas temperature to vary by about 5 K, as shown in Fig. 7a. Due to the highly non-linear dependence of nucleation rate on temperature, these small changes have a significant impact on droplet formation. On the suction side at point C, the steady simulation predicts a nucleation rate of $6.7 \times 10^{18}$. The unsteady nucleation rate varies between $5.7 \times 10^{18}$ and $4.1 \times 10^{19}$. The time-average of the unsteady nucleation rate is $6.2 \times 10^{18}$, notably similar to the steady
Subcooling contours are shown at $\Delta T = 20$ K (white) and at integer values between 28 K and 32 K (black). The nucleation zone can be identified where the higher subcooling contours are clustered together. Subcooling above $\Delta T = 20$ K causes nucleation at a level too low to reach the Wilson point. Nevertheless, droplets are formed and the resulting irreversible heat and mass transfer contributes to the thermodynamic loss. In the case shown in Fig. 8a, $T_{im} = 456$ K and the Wilson zone occurs early in S3. The Wilson zone is preceded by a large region of high subcooling $\Delta T \geq 20$ K stretching back into R2. This large region is present in the steady and unsteady cases, which both have a high thermodynamic loss in Fig. 4. Because the Wilson zone is early in the blade row, any delay caused by wake-chopping will push the Wilson zone into a region of higher expansion rate. Therefore the loss and Sauter mean radius are not sensitive to wake-chopping.

Figures 8b and 8c show cases with $T_{im} = 464$ K and 468 K, respectively. The higher inlet temperature is shifting the Wilson zone progressively further downstream in S3 and reducing the size of the $\Delta T \geq 20$ K region. The thermodynamic loss is therefore reduced. When $T_{im} = 464$ K, the Wilson zone is entirely contained within S3 and no fluid remains highly subcooled into R3. When $T_{im} = 468$ K, however, some fluid particles reach the S3-R3 boundary with $\Delta T \geq 20$ K. In the steady case, the averaging performed by the mixing plane artificially reduces the level of subcooling and no further nucleation occurs. In the unsteady case, some further nucleation occurs in these fluid particles in R3. This case is more sensitive to wake-chopping because the presence of high-entropy flow causes nucleation to be delayed past the high expansion region to the inter-row gap and the following blade.

The case in which $T_{im} = 472$ K is the most sensitive to wake-chopping. As when $T_{im} = 468$ K, nucleation in the steady case is quenched by the reduction in expansion rate after the trailing edge, and the high subcooling is artificially eliminated by the mixing plane. Although subcooling of $\Delta T \geq 20$ K occurs in R3, this causes only droplet growth and no further nucleation occurs. This case has a low thermodynamic loss and a very large Sauter mean radius. Because this averaging does not occur in the unsteady case, there is substantial further nucleation within R3. The further nucleation reduces the Sauter mean radius while the larger region of high subcooling increases the thermodynamic loss.

Figure 9 presents the steady and unsteady droplet spectra at the outlet for the same four inlet temperatures. The spectra are created by compiling the liquid mass flow rate and Sauter mean radius at every circumferential grid point at the outlet, as well as every time frame in the unsteady case. Multiple droplet radii in a steady case indicate a variation in Sauter mean radius across the passage.

Unsteady effects do not significantly modify the droplet spectrum for the first case, $T_{im} = 456$ K, although the unsteady spectrum contains droplets both larger and smaller than the steady spectrum. The Wilson zone in both cases is contained within the high expansion region of S3 and produces many droplets that do not grow to large size. The Wilson zone becomes increasingly sensitive to wake-chopping as the inlet temperature rises and it is moved...
Figure 8. Subcooling contours for four inlet temperatures. Contours shown at $\Delta T = 20$ K (white), 28 K, 29 K, 30 K, 31 K, and 32 K.

towards the S3 trailing edge and inter-row gap. This is reflected in the broadening of the unsteady droplet spectra.

When $T_{\text{in}} = 468$ K and 472 K, the steady Wilson zone occurs just upstream of the trailing edge. The end of the high expansion rate region quenches the spontaneous condensation, and the remaining subcooling is reduced when the mixing plane averages across both wet and dry flow. The existing droplets grow to large size during the expansion through R3. In the unsteady cases, nucleation is divided between S3 and R3. The coldest freestream fluid nucleates near the S3 trailing edge; these droplets grow substantially within the inter-row gap and form the “tail” of droplets that...
Figure 9. Droplet spectra for four inlet temperatures

(a) $T_{in} = 456$ K  
(b) $T_{in} = 464$ K  
(c) $T_{in} = 468$ K  
(d) $T_{in} = 472$ K

The calculations presented here provide insight into the relation between the Wilson zone location within a blade row and the resulting entropy generation and droplet spectrum. The phase change loss will be highest when a large region of high subcooling is present because more irreversible heat transfer occurs within this extended high-subcooling zone. This case is not generally that which has the highest peak subcooling value. The lowest phase change loss is generated when the Wilson zone occurs at the very end of a blade row or within the inter-row gap. The loss reduction between the highest ($T_{in} = 456$ K) and lowest ($T_{in} = 468$ K) loss cases in the unsteady Q3D simulations was equivalent to 0.5% of the work output for the three stages. However, in the cases with low loss in the Wilson zone, large droplets are produced which may cause more irreversible heat transfer in the downstream blade rows. The loss in the nucleation region must be balanced against the downstream irreversible heat transfer and other wetness loss mechanisms which increase with droplet size. The thermodynamic loss in the nucleating stages is driven by the expansion rate variation in and around the Wilson zone rather than mean wetness fraction as assumed in the Baumann rule.

These results indicate that wake-chopping contributes to the characteristic shape of the experimental droplet spectra measured by Young et al., in operating steam turbines. Young et al. observed turbine spectra which contained a peak at relatively low radius followed by a long tail of droplets reaching radii over 0.5 μm, spectra similar to that of Fig. 9d. Steady calculations do not predict this type of droplet spectrum and in the present case can underpredict the level of thermodynamic loss in the nucleating stage by...
up to 40%. The current findings are also consistent with the measurements reported by Chandler et al. in a five stage model turbine. Chandler et al. measured the overall turbine efficiency and the attenuation of two frequencies of light within the two-phase flow prior to the last turbine stage. The variations in light attenuation and efficiency match the trends seen in the present work.

Although only a specific case has been analysed, the effects shown are common to all condensing flows in turbines. Understanding the relation between steam turbine pressure profiles, wake-chopping, thermodynamic wetness loss, and the resulting droplet spectra is necessary to make design changes to minimise total wetness loss. The present findings demonstrate that thermodynamic loss in both the nucleating stage and the downstream stages can be reduced if the Wilson zone is contained within the high-expansion-rate region of a single blade row.
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