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Abstract

This thesis discusses various large multi-dimensional dataset analysis methods and their applications. Particular attention is paid to non-linear optimization analyses and general processing algorithms and frameworks when the datasets are significantly larger than the available computer memory. All new presented algorithms and frameworks were implemented in the HyperSpy analysis toolbox.

A novel Smart Adaptive Multi-dimensional Fitting (SAMFire) algorithm is presented and applied across a range of scanning transmission electron microscope (STEM) experiments. As a result, the Stark effect in quantum disks was mapped in a cathodoluminescence STEM experiment, and fully quantifiable 3D atomic distributions of a complex boron nitride core-shell nanoparticle were reconstructed from an electron energy loss spectrum (EELS) tilt-series. The EELS analysis also led to the development of two new algorithms to extract EELS near-edge structure fingerprints from the original dataset. Both approaches do not rely on standards, are not limited to thin or constant thickness particles and do not require atomic resolution. A combination of the aforementioned fingerprinting techniques and SAMFire allows robust quantifiable EELS analysis of very large regions of interest.

A very large dataset loading and processing framework, “LazySignal”, was developed and tested on scanning precession electron diffraction (SPED) data. A combination of SAMFire and LazySignal allowed efficient analysis of large diffraction datasets, successfully mapping strain across an extended (ca. 1\(\mu\)m x 1\(\mu\)m) region and classifying the strain fields around precipitate needles in an aluminium alloy.
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Chapter 1

Introduction

Electron microscopes (EMs) have become a large part of many sciences and technologies where the spatial resolution of light microscopy is no longer sufficiently high. The field recently passed an important tipping point leading to accelerated growth. In particular, significant steps have been made from the technical side of EMs [1, 2], allowing previously unprecedented spatial and spectral resolutions. However, there is a caveat that comes with larger and more detailed data than ever before: the analysis often becomes just as important and difficult as the experiment. Previously weak interactions that were blurred and nearly invisible now have to be undone in the analysis stage. On the other hand, the typical size of a dataset nearly doubles every year, requiring even more computational resources. The end result is that old and historically tested data analysis and handling tools cannot keep up with the EM development, even with the growing computer processing power.

The goal of this thesis is to provide new and more advanced tools for data handling and analysis. While the inspiration for the work comes from electron microscopy, I believe to have managed to keep the methods reasonably general. Most experimental examples did not rely on state-of-the-art microscopes, but instead employed new and more powerful data analysis algorithms that offered previously unprecedented results.

Thesis outline

The Scanning Transmission Electron Microscope (STEM) and the electron interactions with the specimen in STEM are introduced in chapter 2. Chapter 3 includes my earliest work, which served as an inspiration to solve the encountered data analysis problems. The rest of the thesis can be grouped into two parts. The first, containing chapters 4 to 6, considers general data analysis. It presents common analysis methods as well as
often encountered problems when applying such methods to real data. Lastly it suggests my solutions to these problems. Even though electron microscopy is used for most examples, the methods are in principle general and can be applied to solve a large array of problems in many fields. The second part contains chapters 7 to 9, which describe various experimental data analysis results that were enabled by the algorithms and frameworks described in the first part. A brief description of each chapter follows.

**Chapter 2: A brief introduction to Scanning Transmission Electron Microscopy (STEM)**

This chapter gives a brief introduction to STEM. It describes the main working principles of an electron microscope and introduces the two STEM configurations that were used to acquire the data presented later in the thesis. This is followed by succinct descriptions of elastic and inelastic electron interactions with matter that are relevant to the rest of the work.

**Chapter 3: Plasmons**

Plasmons and, in particular, localised surface plasmon resonances (LSPRs) are introduced. Analytical solution for electron energy loss spectra (EELS) for an LSPR on a sphere as well as the Discrete Dipole Approximation (DDA) LSPR simulation descriptions are given. Finally, EELS response of a particle with smoothly changing shape from cube to sphere is simulated and analysed using the theoretical sphere solution.

**Chapter 4: Large Multi-dimensional Data Analysis**

Two common data analysis techniques, model fitting and machine learning, are introduced. Strengths, weaknesses and ease of use of both methods are discussed. The two main data analysis and handling issues that will be addressed in the work are presented.

**Chapter 5: Smart Adaptive Multi-dimensional Fitting (SAMFire)**

This chapter introduces the SAMFire algorithm. It includes a motivating example, explains the two proposed methods of solution, and finally discusses the architecture of the implementation of the algorithm. Three synthetic datasets, two based on real experimental results and one unrealistically complex, are analysed using both conventional methods and SAMFire, and results are compared.
Chapter 6: Big Data

A brief history of large dataset analysis tools is presented, followed by the description of the proposed “LazySignal” framework for data analysis and handling. The chapter also includes examples of operations that would otherwise be impossible to perform on regular computer hardware.

Chapter 7: Monitoring the Stark effect in quantum disks

This chapter considers the analysis and results of Quantum Disks (QDisks) grown in a nanowire. The cathodoluminescence (CL) response of the specimen was measured in a STEM. Quantum Confined Stark (QCSE) and Auger effects and their influences on the QDisk performance are introduced. Data from ten CL maps of the same nanowire are analysed and presented. QDisks are shown to experience efficiency droop, tentatively attributed to the Auger effect.

Chapter 8: Quantifying elemental and bonding maps in 3D in a TEM

This chapter describes the analysis and results of a core-shell BN nanoparticle measured using EELS in a STEM. After underlining the importance of 3D information when describing any system and presenting the sample, two new methods of extracting Energy Loss Near-Edge Structure (ELNES) from the experimental data are presented. Electron tomography is introduced and particular attention is paid to its compressed sensing (CS) implementations. Finally, the experimental data is quantified and reconstructed in 3D using the previously described methods, resulting in the first fully quantitative bonding electron tomography. The measured atomic densities are compared to theoretical values, followed by a discussion.

Chapter 9: Strain mapping in diffraction cartography

Two new ways of mapping strain over large areas of interest using scanning (precession) electron diffraction (S(P)ED) are presented. Strain analysis around the precipitates of an age-hardened aluminium alloy is presented. In parallel, machine learning (ML) is used to decompose that same dataset, allowing the separation of the precipitates into four categories based on their relative crystallographic orientations. ML and strain results are then combined to estimate the strain around the mean precipitate of each class, and later of the whole specimen.
Chapter 10: Conclusions

This gives a summary of the work presented in the thesis. Ideas and suggestions for further work follow.
Historically electron microscopes were developed to overcome the diffraction limit of light, which approximately limited the spatial resolution of an image to (at best) the wavelength of a photon. In contrast, a scanning transmission electron microscope (STEM) uses electrons instead of light to probe the sample: emitted from a gun, collimated and focused onto the specimen, the scattered electrons are collected and focused on a detector. The de Broglie wavelength ($\lambda = h/p$) for an electron is given by

$$\lambda = \frac{h}{\left[2m_0eV\left(1 + \frac{eV}{2m_0c^2}\right)\right]^{1/2}}, \quad (2.1)$$

where $h$ is Planck’s constant and, $p$ is the momentum of the electron expressed using the electron rest mass $m_0$, charge $e$, the potential through which it is accelerated $V$, and the speed of light $c$. As the accelerating voltages in transmission electron microscopes (TEMs) are usually in the range of 100 kV to 300 kV, the electron velocity is an appreciable fraction of the speed of light and the corresponding wavelength of the order of few picometers, serving the intended purpose.

In STEM the electron beam is raster-scanned over the sample, and the transmitted beam is detected after the sample. In addition, various detectors can be placed above and below the sample plane to collect any signal emitted by the specimen due to the electron excitation or strongly scattered electrons themselves. Of course, the electron beam has to be manipulated at least to the precision of the resolution we want to achieve. However
A brief introduction to Scanning Transmission Electron Microscopy (STEM)

Fig. 2.1 A classical (particle) view of electron scattering by a single atom. (a) Elastic scattering by the nucleus. (b,c) show inelastic scattering by inner- or outer-shell electrons, respectively. Adapted from [4]

the electromagnetic lenses are severely affected by aberrations, limiting the resolution to approximately 150 pm. In specialized microscopes, however, spherical aberration correction has been implemented, enabling 50 pm resolution to be achieved [3].

The swift electron interaction can be separated into two groups: elastic, when no detectable energy is transferred to the sample and the electron interacts mainly with nuclei, and inelastic, when the probing electron interacts with sample electrons, transferring energy (Fig. 2.1). For most samples studied, elastic interactions dominate the contrast seen in electron diffraction, conventional transmission electron microscopy and high resolution electron microscopy. Inelastic scattering is the origin of the spectral signals detectable in a TEM: probing the electron’s lost energy, which is measured as an electron energy loss spectrum (EELS), and also energy-dispersive X-ray spectroscopy and Cathodoluminescence (CL) experiments.

To acquire the data used in this work, two different configurations had to be used (on different physical microscopes), with schematic representations shown in Fig. 2.2. The first one is the traditional analytical STEM configuration, including bright and dark field detectors (each measuring the total intensity on the detector per probe position, just one number), as well as spectrometers both below the sample (for EELS) and above it (for CL), both recording a spectrum per probe position. The second one is typical for a scanning electron diffraction (SED) experiment. In this configuration the dark- and bright-field detectors in the back-focal plane are replaced by a pixelated detector, such as charge-coupled device (CCD) camera, able to measure not just a single intensity, but
Fig. 2.2 A schematic representation of a STEM in analytical and Scanning Precession Electron Diffraction (SPED) configurations on the left and right respectively. Analytical STEM includes bright field (BF), annular dark field (ADF) and high-angle ADF (HAADF) detectors (each measuring the total intensity on the detector per beam position) and two spectrometers - CL above the sample plane and EELS below. In analytical setup the post-specimen lenses are focused with a large camera length, containing most coherently scattered electrons (shown in green) on the small BF detector, allowing (HA)ADF detectors to measure mostly incoherently scattered electrons. In SPED STEM configuration all back-focal plane detectors are replaced by a CCD detector, and the camera length is picked such that the coherently scattered part of the beam spans the full detector area.
Fig. 2.3  (a) Electron scattering angle notation diagram. (b) Elastic scattering k-vector diagram, where $k_0$ and $k_1$ are for the initial and scattered beams respectively, and $q$ for the energy transferred to the scatterer. (c) Inelastic scattering k-vector diagram, where $q_{\text{min}}$ is the smallest lost momentum for the particular energy loss $E$. $q_y$ is the scattering vector component perpendicular to $k_0$.

the whole diffraction pattern. In addition, for precession experiment, the focused probe is manipulated above the specimen to produce a hollow cone illumination as presented in [5], with the opposite operation occurring before the detector, the net effect being equivalent to precessing the sample about a stationary beam. In such an experiment a diffraction pattern is measured in each probe position, resulting in a four-dimensional dataset.

2.1 Electron interactions

In this section a succinct description of electron-matter interaction is presented, most of it closely following the work of Egerton [4], which is also recommended for a more in-depth review of the topic. The section on cathodoluminescence follows the review article by Kociak and Zagonel [6].

2.1.1 Elastic scattering

A measure of interaction between an incident electron and an atom is the differential cross section $\frac{d\sigma}{d\Omega}$, which describes the effective area of the target in order for the exit trajectory to be in the solid angle $d\Omega$, Fig. 2.3(a). For elastic scattering this can be
written as
\[ \frac{d\sigma}{d\Omega} = |f|^2, \]  
(2.2)

where \( f \) is a complex scattering amplitude, a function of the scattering angle \( \theta \) or scattering vector \( q \). Within the first Born approximation, that is assuming only single scattering within each atom, \( f \) is proportional to the three-dimensional Fourier transform of the atomic potential \( V(r) \).

Elastically scattered electrons interact with the atom via Coulomb forces. The simplest such interaction model is based on the unscreened electrostatic field of a nucleus, first used by Rutherford [7]. Both classical and quantum theory lead to the same expression, giving
\[ \frac{d\sigma}{d\Omega} = \frac{4\gamma^2 Z^2}{a_0^2 q^4}, \]  
(2.3)

where \( \gamma = (1 - v^2/c^2)^{-1/2} \) is the relativistic factor for an electron moving at velocity \( v \), \( a_0 = 4\pi\varepsilon_0\hbar^2/m_0e^2 = 0.529 \times 10^{-10} \) m is the Bohr radius, \( \varepsilon_0 = 8.854 \times 10^{-12} \) F m\(^{-1} \) the vacuum permittivity, \( Z \) the atomic number of the scattering atom, and \( q \) is the magnitude of the scattering vector, given by \( q = 2k_0\sin(\theta/2) \), where \( \hbar k_0 = \gamma m_0 v \) is the momentum of the electron, Fig. 2.3(b).

The nucleus screening can be incorporated through the Yukawa potential with screening radius \( r_0 \) [8], leading to Lentz model:
\[ \frac{d\sigma}{d\Omega} = 4\gamma^2 Z^2 \left( \frac{Z}{q^2 + r_0^{-2}} \right)^2 \approx \frac{4\gamma^2 Z^2}{a_0^2 k_0^4} \frac{1}{(\theta^2 + \theta_0^2)^2}, \]  
(2.4)

where \( \theta_0 \approx Z^{1/3}/(k_0 a_0) \) is the characteristic angle of elastic scattering. Integrating eq. (2.4) over all scattering angles gives the total elastic cross section:
\[ \sigma_e = \int_0^\pi \frac{d\sigma}{d\Omega} 2\pi \sin \theta d\theta = \frac{4\pi \gamma^2}{k_0^2} Z^{4/3} = (1.87 \times 10^{-24} m^2) Z^{4/3} (v/c)^{-2}. \]  
(2.5)

While the accuracy of this model decreases for heavy elements, it serves as a useful approximation.

When the electron is scattered over large (50 – 150 mrad) angles, the electron passes closer to nucleus and thus the effect of the atomic electrons is small. In this case the differential cross section for elastic scattering is close to the Rutherford value, eq. (2.3), which can be integrated between some smallest considered angle \( \theta_0 \) and \( \pi \), resulting in \( \sigma_R \propto Z^2 \). HAADF detectors are specifically made to image the large scattering angle signals, with their measured intensities calculated as \( I_d = NI\sigma_d \), where \( N \) is the number
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Fig. 2.4 A beam (I) is incident on a crystal with lattice parameter $d$. The scattered beam (D) is intense if the Bragg conditions are met.

of atoms per unit area, $I$ is the number of electrons per second in the beam, and $\sigma_d$ the relevant cross section. At these large angles it means that HAADF images show not only thickness ($I_d \propto N$), but also atomic number ($I_d \propto Z^2$) contrast.

If the material is crystalline, the regular arrangement of atom positions requires taking into account the phase difference between scattered beams when calculating the final intensity. This is done by replacing the scattering amplitude $f$ in eq. (2.2) with the structure factor $F(\theta)$, a sum of all atoms $j$ in a unit cell, each with the associated phase $q \cdot r_j$:

$$F(\theta) = \sum_j f_j(\theta) \exp(-i q \cdot r_j),$$

$$F(\theta) \propto \int V(r) \exp(-q \cdot r) d\tau,$$  \hspace{1cm} (2.6)

where $V(r)$ is the scattering potential, and the integral is over all volume elements $d\tau$ in a unit cell.

Consider the interaction of an electron beam with a very thin slice of a perfect cubic crystal, a cross-section of which is shown in Fig. 2.4. As swift electrons pass through the crystal, some of the atoms, such as those marked A and B, will elastically scatter the beam due to the Coulomb forces. Because the incident beam (I) is coherent and the elastic scattering at small angles does not degrade the coherence, diffracted beams are also coherent. As a result, the scattered electrons interfere. An intense beam (D)
is formed if the path difference for the two shown trajectories is an integer number of electron wavelengths:

\[ n\lambda = CB + BE = 2d\sin \theta . \quad (2.7) \]

This relation is well known as Bragg’s law, and is widely applied in many fields. Here \( n \) is the diffraction order, and \( d \) is the distance between the considered atom planes.

### 2.1.2 Inelastic scattering

Inelastic electron scattering can be derived in both quantum (Bethe theory [9]) and dielectric frameworks. For brevity, only the latter is presented in this work. Ritchie in 1957 [10] considered the transmitted electron to have a coordinate \( r \) and velocity \( v \) when moving in the \( \hat{z} \) direction. Such an electron can be represented as a point charge \(-e\delta(r - vt)\) that generates within the medium a spatially and time dependent potential \( \phi(r, t) \) which satisfies the Poisson’s equation

\[ \varepsilon_0 \varepsilon(q, \omega) \nabla^2 \phi(r, t) = e\delta(r, t) , \quad (2.8) \]

where \( \varepsilon(q, \omega) \) is the dielectric response function of the medium. The stopping power \((dE/dz)\) on the transmitted electron is equal to the force in the \(-\hat{z}\) direction, and can be calculated from the potential gradient in the same direction. Using Fourier transforms, Ritchie showed that

\[ \frac{dE}{dz} = \frac{2\hbar^2}{\pi a_0 m_0 v^2} \iint q_y \omega \text{Im}\left[\frac{-1}{\varepsilon(q, \omega)}\right] \frac{dq_y}{q_y^2 + (\omega/v)^2} \, dq_y \, d\omega , \quad (2.9) \]

where \( E = h\omega \) and \( q_y \) is the scattering vector component perpendicular to \( v \) (Fig. 2.3(c)). The imaginary part of \([-1/\varepsilon(q, \omega)]\) is known as the energy-loss function and provides a complete medium response description. The stopping power can be related to the double-differential cross section (per atom) of the inelastic scattering by

\[ \frac{dE}{dz} = \iint n_a E \frac{d^2\sigma}{d\Omega dE} \, d\Omega \, dE , \quad (2.10) \]

where \( n_a \) is the number of atoms per unit volume of the medium. For small scattering angles \( dq_y \approx k_0 \theta \) and \( d\Omega \approx 2\pi \theta d\theta \), giving

\[ \frac{d^2\sigma}{d\Omega dE} \approx \frac{\text{Im}\left[-1/\varepsilon(q, E)\right]}{\pi^2 a_0 m_0 v^2 n_a} \left( \frac{1}{\theta^2 + \theta_E^2} \right) . \quad (2.11) \]
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Fig. 2.5 Example EEL spectrum for a BN nanoparticle, further discussed in chapter 8. ZLP at 0 eV dominates the spectrum, with plasmon loses visible from just above 0 eV to around 50 eV, depending on the material. In this example “low-loss” and “core-loss” spectrum regions are clearly separated by the gain change at around 150 eV. B-K, C-K and N-K edges are labeled, with clearly visible B-K ELNES structure around 50 eV after the onset.

Here $\theta_E = E/(\gamma m_0 v^2)$ is the characteristic angle, where the total scattering vector $q$ is approximated as $q^2 \approx 4k_0^2(\theta/2)^2 + q_{\text{min}}^2 = k_0^2(\theta^2 + \theta_E^2)$ [4], see Fig. 2.3(c). Eq. (2.11) allows the calculation of energy loss cross sections for the angles of interest. This full response is usually further divided into the swift electron interaction with outer- and inner-shell electrons of the scattering atom. The former scattering events are significantly more frequent than the latter, and are described next.

Plasmons in EELS

The dominant feature in the low-loss part of the spectrum and in EELS in general is the zero loss peak (ZLP), which represents electrons leaving the sample with negligible energy difference (Fig. 2.5). As the electrons are usually highly relativistic with relatively long mean free paths, the ZLP is often much more intense than other features in the spectrum. The next major contribution for a solid comes from plasmons. Ritchie in 1957 [10] first identified that in addition to a volume plasmon, a resonance arising from the boundary conditions for electric and magnetic fields also contributes to the energy loss of an electron, named the surface plasmon. The description of EELS of surface plasmons has been derived in both quantum [11] and classical dielectric theory, which I will briefly describe here.
2.1 Electron interactions

A fast electron, moving with constant velocity $v$ along a straight-line trajectory $r_e(t)$, loses energy by doing work against the force due to the scattered electric field $E_{sca}$ acting back on the electron [10]:

$$\Delta E = \int_{-\infty}^{\infty} dt \bar{e} (v \cdot E_{sca}[r_e(t), t]) = \int_0^\infty d\omega \hbar \omega \Gamma_{EELS}(\omega),$$  \hspace{1cm} (2.12)

where $\Gamma_{EELS}$ is the probability that electron loses energy. Because $E_{sca}$ is real, the expression can be simplified by Fourier transforms of the scattered field, resulting in

$$\Gamma_{EELS}(\omega) = \frac{\bar{e}}{\pi \hbar \omega} \int_{-\infty}^{\infty} dt \text{Re} \{ \exp(-i\omega t)(v \cdot E_{sca}[r_e(t), \omega]) \}.$$  \hspace{1cm} (2.13)

The problem is then simplified to finding the $E_{sca}$. The derivation shown in [12] uses the quasi-static approximation, where the speed of light is assumed to be infinite, leading to instantaneous interactions. Using the Greens function solution to express the swift electron potential, the energy loss probability is written as [12]

$$\Gamma_{EELS} = -\frac{1}{\hbar} \int_{-\infty}^{\infty} dz \text{Im} \{ \rho^*(R_0, z, \omega) \phi_{\text{ind}}(R_0, z, \omega) \},$$  \hspace{1cm} (2.14)

which can, assuming small angles ($z\omega/v \to 0$), be simplified further to

$$\Gamma_{EELS} = -\frac{1}{\hbar} \int_{-\infty}^{\infty} dz \cos(z\omega/v) \text{Im} \{ \phi_{\text{ind}}(R_0, z, \omega) \} \approx -\frac{1}{\hbar} \int_{-\infty}^{\infty} dz \text{Im} \{ \phi_{\text{ind}}(R_0, z, \omega) \},$$  \hspace{1cm} (2.15)

where $\rho$ is the swift electron charge density in $(R, z)$ spatial coordinates, and $\phi_{\text{ind}}$ is the induced potential. Eq. (2.15) suggests that the EELS probability can be approximately described as the projection of the imaginary part of the induced potential.

The Plasmon EEL probability in the fully relativistic case was solved by García de Abajo [13]. In principle calculating $\Gamma_{EELS}$ is possible if, in addition to frequency-dependent dielectric function of the material, the screened interaction (quasi-static) or Green’s tensor (relativistic) is known for the particular geometry. However, the latter part proved to be rather challenging for arbitrary geometries, with full analytical solutions found only in highly symmetric cases (e.g. a solution for a sphere is given in section 3.1.1). A range of approximate methods have been developed to calculate the probabilities for arbitrary geometries.
Fig. 2.6 (a) Events, necessary to create incoherent CL emission. A swift electron approaches the material (1) and excites its volume plasmon (2) which rapidly decays into electron-hole pairs (3). Both electrons and holes then diffuse (possibly independently, unlike shown in the figure) to local band gap variations representing energy minima (4), and recombine either radiatively or non-radiatively (5). (b) Local optical transition energy (band gap) variation with arbitrary position coordinate $x$. Both adapted from [6].

**Cathodoluminescence**

Cathodoluminescence (CL) is the emission of light from a material upon interaction with an electron. While it has been used in the past as a regular characterisation technique [14], recently the field received a lot of attention from various nanomaterial and nanostructure researchers. The main reason of such resurgence of interest is the ability to make the electron probe effectively arbitrarily small, allowing probing the specimen very locally and precisely.

Following the review by Kociak et. al [6], there are two paths for creating luminescence from a fast electron. The first considers coherent electrostatic waves such as a plasmon or a polariton and their decay into photons. This type of CL experiments led to the first ever electron-based spectroscopic measurement of a plasmon [15] and continued to be an important tool in many other plasmonic nanoparticle experiments [6, 16]. This work, however, does not consider any coherent CL excitations, thus the interested reader is advised to use the previously mentioned review as an excellent reference.

Chapter 7 considers CL experiments where incoherent excitations are used to probe the specimen, Fig. 2.6. We consider the photon emission process as a series of steps, starting with the electron inelastically scattering from the thin specimen. As shown in
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Fig. 2.5, the most likely of such scattering events occur by exciting the bulk plasmon of the material, typically in the 20–30 eV range, depending on the material. The bulk plasmons, with a lifetime of a few fs, quickly decay into electron–hole (e-h) pairs [17]. The charge carriers then diffuse within the material and recombine at spots that represent local energy minima. Importantly, these minima can be intentionally engineered by locally changing the composition of the material, or more accidental, such as point defects in nanodiamonds [17]. If the particular location of the minimum allows radiative decay, a photon of the corresponding wavelength is emitted [17] and can be used to measure the relative band gap with ∼1 nm spatial resolution [6].

**Inner-shell electron excitations**

If the swift electrons have sufficient energy, they are able to excite one of the inner-shell electrons of the specimen atom. Usual excitation energies are often significantly higher than those of plasmon interactions and highly depend on the atom species. This gives a way to measure the chemical composition of the sample with the spatial resolution of the focused probe.

Typically, tabulated values of ionization cross sections are used when analysing data. The most basic approximation considers neutral isolated atoms described by hydrogenic wave functions [4]. A more accurate set of cross sections has been calculated [18, 19] using the Hartree-Slater method.

All core-loss edges have certain features that correspond to various energy-transfer methods. In particular, the first ∼50 eV after the edge onset are called energy-loss near-edge structure (ELNES), marked for B-K edge in Fig. 2.5. These modulations of the single-scattering intensity can be related to the band structure of the scattering solid. In a one-electron approximation Fermi’s Golden Rule [20] says that the transition rate is proportional to the final density of states \( \rho(E) \) and the atomic transition matrix \( M(E) \):

\[
\frac{d\sigma}{dE} \propto |M(E)|^2 \rho(E). \tag{2.16}
\]

Intuitively, the transition matrix represents the overall shape of the energy-loss edge, determined by atomic physics, whereas \( \rho(E) \) describes the chemical and crystallographic environment of the exited atom. Assuming \( M(E) \) to be slowly varying with energy-loss, \( \rho(E) \) is a local density of states above the Fermi level, allowing a direct measure of the surrounding environment of the atom in question. As a result, different chemical bonds of an atom can be mapped as measurable ELNES shape differences [21]. Crucially, neither
hydrogenic nor Hartree-Slater cross section calculations take these features into account, and they have to be modelled separately.

The measured core-loss spectrum gets more complicated with increasing specimen thickness. As the sample gets thicker, electrons are more likely to undergo multiple inelastic scattering, “smearing” the single scattering distribution (SSD). As noted by Verbeeck [22], in general the measured spectrum \( J(E) \) can be viewed as

\[
J(E) = O(E) \otimes P(E) + N(E),
\]

(2.17)

where \( O(E) \) is the SSD, \( P(E) \) is the point-spread function describing both multiple scattering and the instrumental broadening, and finally \( N(E) \) is the noise term. A number of different deconvolution approaches are present to estimate \( O(E) \) from \( J(E) \) [4], however their application and results are often subjective and provide few ways to estimate the result quality and validity. Instead, when analysing core-loss EELS in this work we will use the model-fitting approach [22, 23]. It relies on having access to both the high-loss (HL) of interest and the low-loss (LL) spectra at the same time. By using LL as the point-spread function, the \( O(E) \) term in eq. (2.17) can be directly modeled and \( J(E) \) compared to the measured data. Such approach not only avoids the usual deconvolution problems, but also allows an estimate of the error for the fit results.
Chapter 3
Plasmons

Plasmonics is a rapidly growing field of interest in many scientific communities with many potential applications, pushing our current theoretical understanding of the phenomenon forward. A plasmon is a collective coherent oscillation of electron “cloud” in a material and on the surface. As will be shown in Section 3.1, plasmons are highly dependent on the dielectric surroundings and the shape of the excited particle. These properties make plasmons promising in all applications where sub-wavelength light manipulation is desired. The high dependence on the geometry of the nanoparticle enables potential applications using highly localized and enhanced electric fields (such as waveguides or signal enhancement), whereas the high sensitivity to the surrounding dielectric environment drives research in sensing applications. Here I include a brief (and incomplete) overview of the potential applications of plasmons.

Thermal activators

Metal nanoparticles, due to highly resonant plasmon absorption at certain wavelengths, exhibit light-induced heating that can be used to control chemical reactions with high spatial and temporal resolution [24]. The same property is also used in medical research, enabling killing cancer cells while not affecting its surroundings [25] or delivering drugs in temperature-controlled shells [26].

Sensing

The plasmonic properties of a metal nanoparticle are highly sensitive to its dielectric surroundings. In particular, refractive index variations energy shift extinction and scattering spectral features. The sensitivity enables real-time monitoring of molecular changes [27] and nanoparticle sensors [28].
Molecular spectroscopy

The high-intensity local electric fields near plasmonic nanoparticles at resonant frequencies have been used in several molecular identification techniques, such as enhanced Raman spectroscopy [29] and laser desorption ionization mass spectrometry [30, 31], reducing the required incident radiation multiple times.

Light concentrators

Plasmonic responses of nanorods and metal strips include surface plasmons and surface plasmon polaritons propagating according to Fabry-Pérot resonator laws, resulting in surface plasmon resonances. These, in turn, have the potential to be used as sub-wavelength dielectric waveguides [32, 33]. In order to couple light to the plasmonic waveguides, other plasmon nanostructures have been proposed to act as lenses [34, 35].

Surface plasmons clearly have applications in many diverse fields, however this chapter focuses on the study of fundamental physics of localised surface plasmon resonances at the nanoscale. The measurement and excitation used for the study is Scanning Transmission Electron Microscope (STEM), more specifically electron energy loss spectroscopy (EELS), where the electron acts as a probe for plasmons, enabling direct study of the phenomenon.
3.1 Theoretical background

The theoretical description and derivation closely follows [12] throughout this part of the work, so only additional references are given in the text.

Drude model and volume plasmons

When considering light interactions with matter, the material properties have to be known. The simplest model of electrical conduction of materials is called the Drude model, which works remarkably well for many metals.

The Drude model considers a material to be a collection of stationary ions in a “sea” of free electrons. The electrons are considered to be independent of other electrons, and interact only with the ions (in hard sphere collisions) and external fields. The model also assumes that the average time between subsequent electron collisions is $\tau$, known as the relaxation time of the free electron gas, resulting in a characteristic collision frequency $\gamma = 1/\tau$. At room temperatures typical values of $\tau$ are of the order of $1 \times 10^{-14}$ s, corresponding to $\gamma = 100$ THz. Then for an average electron in the plasma sea subjected to an external electric field $E$ a simple equation of motion (not including the ion cores, because in the model they are of infinite effective mass) can be written:

$$m_0 \ddot{x} + m_0 \gamma \dot{x} = -eE.$$ (3.1)

where $e$ and $m_0$ is the electric charge and mass of the electron, respectively. Assuming the driving field has a harmonic time dependence $E(t) = E_0 e^{-i\omega t}$, a particular solution of the form $x(t) = x_0 e^{-i\omega t}$ can be shown to be

$$x(t) = \frac{\vec{e}}{m_0 (\omega^2 + i\gamma \omega)} E(t).$$ (3.2)

The displaced electrons contribute to the polarization $P$:

$$P = -\vec{e} n x = -\frac{n e^2}{m_0 \omega^2 + i\gamma \omega} E.$$ (3.3)

where $n$ is the number of free electrons per unit volume. Eq. (3.3) and the definition of polarisation can then be used to write [36]

$$\varepsilon(\omega) = 1 - \frac{\omega_p^2}{\omega^2 + i\gamma \omega},$$ (3.4)
where $\omega_p^2 = n\bar{e}^2/(\varepsilon_0m_0)$ is the plasma frequency.

The model has to be extended for noble metals (e.g. Au, Ag, Cu) in the region $\omega > \omega_p$, where the response is dominated by free $s$ electrons. Since the $d$ band of the aforementioned metals is very close to the Fermi energy, the threshold energies for the $d \rightarrow s$ interband transitions are very small, lying in the visible or near-ultraviolet regimes. The non-typical absorption at those energies not only results in the distinctive colours of the metals, but also causes a highly polarized environment due to the positive background of the ion cores. It can be taken into account by adding a new term $P_\infty = \varepsilon_0(\varepsilon_\infty - 1)$ to the polarisation definition, so that now $P$ represents only the polarization due to free electrons, and this residual polarization is described solely by $\varepsilon_\infty$ (usually $1 \leq \varepsilon_\infty \leq 10$):

$$\varepsilon(\omega) = \varepsilon_\infty - \frac{\omega_p^2}{\omega^2 + i\gamma \omega} \quad (3.5)$$

By considering eq. (3.5) in transverse electric and transverse magnetic field cases [12], the response is split into two different regimes: for $\omega < \omega_p$ transverse electromagnetic waves do not propagate and decay exponentially in the metal plasma, whereas for $\omega > \omega_p$ the metal is transparent to radiation, with transverse waves travelling with a dispersion relation

$$\omega^2 = \omega_p^2 + k^2c^2 \quad (3.6)$$

**Surface plasmon**

The previous plasmon description only considered a homogeneous medium, hence is valid only in the bulk of a conductor. If, however, there exists an interface across which the real part of dielectric function changes sign, it will be able to support Surface Plasmon Polaritons (SPPs). It can be briefly explained starting with the Helmholtz equation:

$$\nabla^2 E + \frac{\omega^2}{c^2}\varepsilon E = 0. \quad (3.7)$$

By taking the interface to be in the $z = 0$ plane and with SPP propagating in the $x$ direction the equation simplifies to

$$\frac{\partial^2 E(z)}{\partial z^2} + \left(\frac{\omega^2}{c^2}\varepsilon - k_x^2\right)E = 0. \quad (3.8)$$

1A polariton is a quasiparticle, resulting from strong coupling of electromagnetic waves with an electric or magnetic dipole-carrying excitation, in this case a surface plasmon [37].
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Writing out the wave equations for electric and magnetic fields along the interface reveals that the system supports Transverse Magnetic (TM) \((E_y, H_x, H_z = 0)\) and Transverse Electric (TE) \((E_x, E_z, H_y = 0)\) mode propagation. However, interface continuity requirements for the TE mode are only fulfilled with zero amplitudes, leaving TM as the only allowed SPP mode, for which the dispersion relation is given by

\[
k_x = \frac{\omega}{c} \sqrt{\frac{\varepsilon_1 \varepsilon_2}{\varepsilon_1 + \varepsilon_2}},
\]

where \(\varepsilon_{1,2}\) correspond to the dielectric function of the conductor halfspace and a real dielectric constant of the dielectric halfspace, respectively.

**Localised surface plasmon resonance**

If the considered geometry is finite and confined, for example a nanoparticle, the plasmon excitations instead form non-propagating Localised Surface Plasmon Resonances (LSPRs), with full analytical solutions only available for highly symmetric geometries [13]. As an example, consider a homogeneous isotropic sphere of radius \(a\) under the quasi-static approximation in vacuum (or air) (see Fig. 3.1). Due to the symmetry of the particle, it can be described in terms of spherical coordinates. By considering the boundary conditions at the surface of the sphere and at infinity, one can show that for an external electric field \(E_0\) potentials inside and outside the particle can be expressed as \(\Phi_m\) and

\[
\Phi_m = \frac{E_0}{k_x} \sqrt{\frac{\varepsilon_1 \varepsilon_2}{\varepsilon_1 + \varepsilon_2}}.
\]
\[ \Phi_{\text{in}} = -\frac{3\varepsilon_m}{\varepsilon + 2\varepsilon_m} E_0 r \cos \theta \]  

and

\[ \Phi_{\text{out}} = -E_0 r \cos \theta + \frac{\varepsilon - \varepsilon_m}{\varepsilon + 2\varepsilon_m} E_0 a^3 \cos \theta \frac{\varepsilon - \varepsilon_m}{r^2}. \]

Here \( \varepsilon_m \) is the embedding medium dielectric constant, \( \varepsilon \) is the dielectric function of the sphere, and \( r \) is the distance from the centre of the particle. Explicitly decomposing the outside potential into a dipole moment \( p \) and the external field and using polarizability \( \alpha \), definition of \( p = \varepsilon_0 \varepsilon_m \alpha E_0 \), this can be written as

\[ \Phi_{\text{out}} = -E_0 r \cos \theta + \frac{p \cdot r}{4\pi\varepsilon_0 \varepsilon_m r^3}, \]

therefore allowing us to write

\[ \alpha = 4\pi a^3 \frac{\varepsilon - \varepsilon_m}{\varepsilon + 2\varepsilon_m}. \]

The polarizability \( \alpha \), a complex quantity, clearly has resonances at minima of \(|\varepsilon + 2\varepsilon_m|\), which can be simplified for materials with small imaginary part of \( \varepsilon \) to

\[ \text{Re} [\varepsilon(\omega)] = -2\varepsilon_m. \]

For a sphere of Drude metal in air this relation gives a resonant frequency \( \omega_0 = \omega_p/\sqrt{3} \).

### 3.1.1 Analytical EELS solution for a sphere plasmon

García de Abajo showed in 1999 [38] that a fully relativistic EELS probability for a sphere of radius \( a \) and impact parameter \( b \) can be expressed as

\[ \Gamma^{\text{EELS}}(b, \omega) = \frac{1}{\omega} \sum_{l=1}^{\infty} \sum_{m=-l}^{l} \left[ C^{\text{EELS},a}_{lm} \text{Im}(ia_l) + C^{\text{EELS},b}_{lm} \text{Im}(ib_l) \right] \]

where \( a_l \) and \( b_l \) are electric and magnetic Mie expansion coefficients, given as

\[ a_l = \frac{\varepsilon j_l(x_2)[x_1 j_l(x_1)]' - j_l(x_1)[x_2 j_l(x_2)]'}{\varepsilon [x_1 h^{(1)}_l(x_1)]' j_l(x_2) - h^{(1)}_l(x_1)[x_2 j_l(x_2)]'}. \]
with $x_1 = ka$, $x_2 = ka\sqrt{\varepsilon}$, $k = 2\pi/\lambda$ being the wave number, and $j_l$ and $h_l^{(1)}$ spherical Bessel functions and spherical Hankel functions respectively. Primes denote derivatives with respect to the argument $x_1$ or $x_2$. In eq. (3.16) coefficients $C_{lm}^{\text{EELS},a}$ and $C_{lm}^{\text{EELS},b}$ are given as

$$C_{lm}^{\text{EELS},a} = K_m^2 \left( \frac{\omega b}{v\gamma} \right) \frac{1}{l(l+1)} |2mN_{lm}|^2$$

(3.19)

$$C_{lm}^{\text{EELS},b} = K_m^2 \left( \frac{\omega b}{v\gamma} \right) \frac{1}{l(l+1)} \left| \frac{c}{v\gamma} M_{lm} \right|^2$$

(3.20)

where $\gamma = 1/\sqrt{1 - v^2/c^2}$ is the Lorentz factor, $K_m$ is the modified Bessel function of the second kind, and $N_{lm}$ and $M_{lm}$ are given in terms of Gegenbauer polynomials $G^u_n$:

$$N_{lm} = \sqrt{\frac{(2l+1)}{\pi} \frac{(l-|m|)! (2|m| - 1)!!}{(l+|m|)! (v\gamma/c)^{|m|}} G^{|m|+1/2}_{l-|m|} \left( \frac{c}{v} \right)}$$

(3.21)

$$M_{lm} = N_{lm+1} \sqrt{(l+m+1)(l-m)} + N_{lm-1} \sqrt{(l-m+1)(l+m)}$$

(3.22)

By examining eq. (3.16) it can be seen that the full EELS response of a sphere can be decomposed into an infinite collection of different order contributions ($l = 1 \rightarrow \infty$), each having a spectral shape of a peak. With small sphere radii ($a \leq 40 \text{ nm}$ for silver) all higher orders have roughly the same energy and increasingly smaller amplitudes, allowing a truncation of the infinite series while still keeping an accurate spectral response. However as the relativistic retardation effects increase, lower order peaks get broader and redshifted, leading to higher order features becoming visible.

### 3.2 Simulations

For most particles of experimental interest no analytical LSPR solutions currently exist, hence numerical simulations have to be employed in order to compare experiments and theory. Usually such simulations rely on discretization of space or time, solving either Poisson’s equations for quasi-static approximation, or Maxwell’s equations, if full relativistic effects are required. Finite difference time domain [39] and discontinuous Galerkin time domain [39] simulations have both been applied to plasmons. Other
methods, operating in the frequency domain, such as Boundary Elements Method (BEM) [40] and Discrete Dipole Approximation (DDA), have also been successfully used in plasmonics [41] and will be described in more detail.

**Discrete dipole approximation (DDA)**

The Discrete Dipole Approximation (DDA) is one of the ways to numerically solve Maxwell’s equations by describing the volume in question as a collection of small dipoles. The idea stems from the fact that every atom can be (to the first order) approximated as a dipole, and hence by increasing the space discretization to sufficiently small subvolumes the real response should be recovered. Draine and Flatau [42] established an empirical limit when the DDA gives reasonable results: $|m|kd < 0.5$, where $m$ is the complex refractive index, $k$ is the wavenumber of radiation, and $d$ is the dipole spacing. For most materials and wavelengths in question the dipole spacing (and the dipole volume) can be appreciably larger than the inter-atomic or inter-molecular spacing, as long as the shape of the particle is described faithfully enough (i.e. increasing the discretization does not change the result).

At the heart of DDA is the Maxwell’s equation solution in terms of incident electric field $E$, polarizations of the dipoles $P$ and the polarizability matrix $A$:

$$E = AP. \quad (3.23)$$

The polarizations are induced by the total field at the point of the dipole, which in turn can be thought of as the sum of the incident field plus the field due to all the remaining dipoles:

$$P_j = \alpha_j E_j, \quad (3.24)$$

$$E_j = E_{\text{inc}} - \sum_{k \neq j} A_{jk} P_k. \quad (3.25)$$

The $A_{jk}$ is the complex relativistic Greens dyad of free space, usually expressed as

$$A_{jk} = \left[ I_3 + \frac{1}{k^2} \nabla \nabla \right] g_{jk},$$

$$g_{jk} = \frac{1}{4\pi r_{jk}} e^{ikr_{jk}}, \quad (3.26)$$

with $\nabla$ being the gradient with respect to $r_j$, identity matrix $I_3$, and $r_{jk} = |r_j - r_k|$. The trick is then to replace the diagonal elements of $A$, which are usually zero as the dipole does not feel the field of itself, with $\alpha^{-1}$, which then allows us to recover eq. (3.25).
This, in turn, can be expressed as a set of $3N$ equations for $N$ dipoles. The two missing pieces are the incident field and polarizability of the material. The former, in the EELS case, has been shown \[43\] to be

$$E(r, \omega) = \frac{2\omega}{v^2} e^{i\omega z / v} \left[ -\frac{i}{\gamma} K_0 \left( \frac{\omega R}{v\gamma} \right) \hat{z} - K_1 \left( \frac{\omega R}{v\gamma} \right) \hat{R} \right],$$

where hats represent unit vectors, $\varepsilon$ the dielectric function, $(x, y, z) = (R, z)$ due to the cylindrical symmetry, and under the assumption that the electron does not slow down as it interacts. $K_{0,1}$ here are the modified Bessel functions of the second kind. Polarizabilities, however, have not been expressed generally. The usual starting point is Clausius-Mosotti relationship, giving the polarizability for dipole spacing $d$ as

$$\alpha_j = \frac{3d^3}{4\pi} \varepsilon - 1 \left( \varepsilon + 2 \right).$$

Further corrections and the inclusion of the radiative term have led to the lattice dispersion relation \[44\], which in turn has been corrected as well \[45\].

While the $3N$ equations can be solved exactly (as far as floating point computation allows) by matrix inversion, it is often more practical to use iterative methods, such as conjugate gradient method, that converge to a solution with a required margin of error much more quickly.

There are many publicly available DDA codes for light scattering, from the original code by Draine and Flatau called “DDSCAT” \[45\], to openly developed “a-DDA” \[46\], which is specifically optimized to make use of large computing clusters, hence allowing extremely fine discretization of particles. Electron energy loss simulations using DDA, however, have been sparser, with the Masiello group only in 2012 adapting the DDSCAT v7.1 to simulate a swift electron and calculate energy losses \[41\]. We improved their original code in our group by adding an arbitrary ambient medium, updating the code base to DDSCAT v7.3 and enabling changes to the direction of the beam, allowing for easier tomographic simulations. All of these codes are implemented with an additional optimization of storing the locations of dipoles as a Fourier transform, hence decreasing the memory required for the calculations to approximately scale linearly with the number of dipoles, as opposed by quadratic scaling if traditional methods are used. The drawback of this approach is that the dipoles have to be arranged on a rectangular lattice, hence increasing the discretization requirement for highly irregular particles. This constraint, however, is not present in Geuquet’s DDEELS \[47\].
The DDA formulation is advantageous when many dielectric materials have to be simulated or the sample can be accurately described as a collection of dipolar particles (for example dust). DDA also performs well when larger particles are considered (e.g. ca. μm dimensions in EELS). The main drawback of this method is volumetric discretization, leading to a rather high memory requirement, especially if curved geometries are simulated to high accuracy.

### 3.3 Morphing a cube to a sphere

In Local Surface Plasmon Resonance studies using EELS spectral decomposition is especially important in order to untangle the complex responses. Indeed, many researchers [48–51] study LSPRs not at specific frequencies, but as combinations of eigenspectra, unique to a specific geometry. While machine-learning approaches are able to approximate such decompositions [52, 53], curve-fitting offers a more controlled analysis that directly relates to theory. However, optimization requires a precise mathematical formulation of spectral features in question and even with recent breakthroughs in understanding of LSPRs, some effects are still not fully understood for geometries where no analytical solutions currently exist. In particular, with increasing particle sizes (due to the relativistic effects and the finite speed of light) not all its surface is excited co-instantaneously, resulting in “retardation”. As relativistic effects become more prominent, the spectral features become increasingly more asymmetric and higher order resonances in the spectra become visible, hence the usual Lorentzian approximation breaks down. Here I will empirically show that a connection between the spectral features from a rounded cube and a sphere can be used to extract more information from a subset of peaks in a cube spectrum, enabling a more robust and quantitative analysis.
3.3 Morphing a cube to a sphere

The resonances were studied by simulating electron energy loss spectra for rounded silver nanocubes using the discrete dipole approximation code eDDA [41]. The incoming beam energy was 300 keV in all cases. The cubes were modelled using the superellipsoid function:

$$\left|\frac{x}{r}\right|^{2/p} + \left|\frac{y}{r}\right|^{2/p} + \left|\frac{z}{r}\right|^{2/p} = 1,$$

where rounding parameter values $p = 1$ and $p = 0$ give a sphere and a perfect cube respectively (see Fig. 3.2). For realistic shapes, where the perfect nanocube is extremely difficult if not impossible to manufacture, the smallest value of $p = 0.255$ was used.

To first examine how spectra change with increasing relativistic effects, EELS responses of cubes with edge lengths ranging from 10 nm (top) to 480 nm (bottom), as shown in Fig. 3.3, were calculated. The two shown trajectories are (a) with the electron passing over the middle of a face and parallel to an edge, and (b) parallel and over the edge. In all cases the trajectory was 10 nm above the closest points of the particle. It was shown recently [52] that the strongest cube LSPRs can be considered as three different modes.
located at corners, edges and faces respectively, with multiple symmetry-constrained orders in each. According to that interpretation, the lowest energy (∼3.3 eV) features in the top spectra in the figure are the cube corner modes, with higher (up to third) order features becoming visible at similar energies as the cube size (and hence retardation effects) increase down the plot. The third order (octupolar) cube corner mode is forbidden by symmetry of the electron trajectory in Fig. 3.3a and is not visible. Peaks emerging at around 3.5 eV and then redshifting with increasing particle sizes, are associated with cube edge modes. Finally, spectral features just below 3.7 eV and then redshifting were shown to be located on the faces of the cube. All spectra in the figure are normalized, so changing relative strengths of different features are also affected by the time the swift electron spent in the vicinity of the particular plasmon. For example, as the cube dimensions increase (towards the bottom spectra) in Fig. 3.3a, the time for the electron to pass over the perpendicular edge plasmons gets increasingly smaller, when compared to the time required to pass over the face plasmon, hence the “edge” peak gets less pronounced, whilst the “face” mode becomes dominant. It is important to note that for edge and face modes, higher than third orders are present but difficult to distinguish, whereas the corner mode only has the three orders, which are relatively easy to visually identify if relativistic effects are prominent.

Given the parametric form of particle shape and the ability to calculate spectra for arbitrary geometries, further EELS simulations changing the rounding parameter were performed. Fig. 3.4 shows results where the previously considered rounded cube (top) was smoothly changed to a perfect sphere (bottom) with particles having 100 nm edge or equivalent. With the sphere (bottom) spectra being described by eq. (3.16), it suggests that the dipolar (\(l = 1\)), quadrupolar (\(l = 2\)) and octupolar (\(l = 3\)) orders of the sphere red-shift with decreasing rounding parameter to become dipolar, quadrupolar and octupolar cube corner modes (the dipolar cube peak is out of the energy range of the plot). As the cube corner modes do not have an analytical solution and represent an important part of a nanocube EELS response, the apparent relation with the sphere solution gives a handle to better deal with those spectral features.

To further explore the correspondence between cube and sphere modes, the first order cube corner mode peak shape with increasing particle size was investigated and compared to the evolution of the first order sphere mode EELS peak from eq. (3.16). Both features were analysed using a Lorentzian fit to extract peak positions and FWHM values. The change in FWHM and relative energy shift are plotted in Fig. 3.5. The lowest energy peaks for both a rounded cube and a sphere are shown to be similar in shape up until higher order cube peaks stop overlapping at around 50 nm particle size,
and the Lorentzian fit becomes worse. The procedure also displays the already mentioned fundamental problem - for larger particles the spectral features become increasingly asymmetric and require a different functional form to model them.

3.4 Fitting sphere solutions to cube simulations

The strong similarities between the low order sphere and cube corner modes suggest that it is possible to use the sphere spectral lineshapes (eq. (3.16)) to model the cube corner modes that cannot be accurately described by Lorentzian functions. Fig. 3.6 (a,b) show the results of fitting simulated EEL spectra for two trajectories for 100 nm silver rounded cubes to dipolar, quadrupolar and octupolar sphere modes, calculated using fully retarded Mie theory, plus two Lorentzian function for the edge and face modes. The free parameters for the sphere modes were a global redshift and sphere radius. In addition, each mode has an independent scaling (area) parameter. It is important to note that the sphere lineshape fit is more constrained than just a collection of three Lorentzians, as the first (dipolar) mode has 3 free parameters (just like a Lorentzian would), but every subsequent sphere mode adds only a single free parameter (area). The energy difference and widths of different sphere modes were completely described by the radius of the “effective” sphere. Fig. 3.6 (c) shows an equivalent model for a 10 nm rounded cube. In Fig. 3.6 (d) the estimated sphere diameter parameters as a function of cube edge lengths in the 10 nm to 100 nm size range is plotted.
Fig. 3.5 (a) FWHM and (b) change in energy with increasing particle size for the first corner mode of the cube (circles) and the dipole mode of the sphere (line). The values were calculated using a Lorentzian fit. As the retardation effects become increasingly more important, both spectral features become asymmetric and higher order modes stop overlapping, leading to poorer Lorentzian fit.

As can be seen from the Fig. 3.6, the cube corner modes can be fitted rather well using a truncated spectrum of a similar-sized sphere. This enables us to both extract quantitative information about the shape of the cube from its spectrum (i.e. an approximate edge length) and better separate out other, for example edge, cube modes that start to overlap when significantly redshifted and therefore difficult to analyse.

Whilst the presented work is purely empirical, there exists a link between the spherical and cubic plasmon modes from theoretical considerations. García de Abajo showed in 1999 that the EEL response from a sphere can be described using sums of the spherical harmonics [38]. In 2012, Boudarham and Kociak derived the local density of states, a quantity that is closely related to the plasmonic response, and EEL probability descriptions in terms of the “geometric modes” that are described by the shape of the considered particle alone [43]. We speculate that the rounded cube, considered in our work, should have a geometric mode expansion describing the simulated EELS, which is closely related (via the symmetry) to that of a perfect cube. Furthermore, in 1965 Altmann and Cracknell showed that the cubic harmonics can be expressed in terms of the spherical harmonics [54], thus providing us with the link between spherical and rounded cube plasmon modes.
Fig. 3.6 Fitted EELS spectra of (a,b) 100nm and (c) 10nm edge length rounded silver cubes with the electron beam 10nm above the surface. Separate fitting components have been highlighted. In (a,b) the particle is sufficiently large to see retardation effects: the lowest energy component can be approximated only with at least two (three) spherical modes when the electron passes above the face (edge) of the cube. The octupole component (highlighted in b) is forbidden by symmetry for the face trajectory. In (d) “equivalent sphere diameter” versus the rounded cube edge length is plotted. A straight line with gradient 1 is shown to guide the eye.
Chapter 4

Large Multi-dimensional Data Analysis

With the best electron microscopes already pushing the spatial resolution beyond 1 Å, the analytical electron microscopy (EM) field is beginning to aim for not only increased accuracy and sensitivity, but also at probing more dimensions over larger fields of view. This will inevitably mean two things. Firstly, measuring micron-sized regions with sub-nanometer resolution will undoubtedly reveal new and exciting science, and help apply the full power of EM in many fields that were previously limited to measuring relatively small sample areas. The access to fine detail over large areas will offer previously inaccessible insights based, for example, on much improved statistical analyses of the specimen. Secondly, the size of the datasets will grow beyond what many conventional data analysis and tools are currently capable of handling.

In the following section I will briefly introduce two Analytical Imaging techniques that offer the most promise for large multi-dimensional data, and then explain them in more detail in sections 4.1.1 and 4.1.2. Section 4.2 will discuss the most common current and yet-to-be-encountered issues with these methods.

4.1 Analysis techniques

Having been used throughout the sciences [55–58], model fitting (described in more detail in Section 4.1.1) is arguably one of the most versatile analysis methods to date. Its huge success and analytical power can be credited to its ability to define a mathematical expression and then find the parameter values (often the constants in the expression) that match it to the data. This flexibility is however a two-sided coin – the method greatly benefits from, and relies on, previous knowledge, for example in the form of a theorem.
describing the phenomenon. Fitting is also able to provide a direct link to the data, enabling comparison of the two, and extracting direct physical results. However, if no assumptions are made about the data or its origins, model fitting becomes significantly less useful. In the end, both the results and their interpretability relies heavily on the “set-up” of fitting analysis.

On the flip side, in some cases it is advantageous to not assume any knowledge of the data and avoid bias as much as possible. While the relevant mathematical formalism has been known for over a century [59], machine learning (ML) methods for EM data analysis have only been used extensively over the last decade. The reasons for this are twofold: first, relatively powerful and high-memory computers (historically speaking) are required to perform the calculations for typical microscopy datasets at reasonable times. Secondly, the general rule is that the more data the algorithm has to learn from, the better the end results are. However, before the modern computer era both performing sufficiently data-rich experiments and storing the said data were significant challenges. While machine learning is introduced in more detail in section 4.1.2, in essence the commonly used methods learn a model (components) by looking at all the data, and then calculate their respective weights. This allows extracting significant information that is simply not available from any one individual measurement, making it inaccessible to model fitting.

4.1.1 Model Fitting

The model fitting analysis requires making a series of decisions that highly influence the end results. This requires inserting previous knowledge into the process, allowing for a path for human bias. Also, when the datasets become very large, the final result often consists of a set of discrete smaller fits that are not ensured to be consistent with each other. This requires reviewing and rechecking the validity of these results, which is rarely done either automatically or manually. Nevertheless, a brief overview of the required steps will be given in the following sections.

Defining the model

When fitting, the first and often most important step is assigning a mathematical description to the data. It sets out what will be measured and thus should be chosen carefully. Fortunately, many different approaches can be taken, ranging from highly theory-based to data-based. A list of examples follows.
4.1 Analysis techniques

A full simulation of the system could be performed for every optimization step, in the end resulting in a fully coherent simulation model of the physical system. Such an approach, however, is often time-prohibitive due to the computational costs for most systems in question. If the phenomenon has a theoretical solution in the form of an equation [38], it can be used to recover the physical parameters of the measured system, allowing a comparison of physical and theoretical systems directly. Section 3.4 shows an example how this can be achieved even when the assumed and real systems do not match exactly, and are only used as approximations. Conversely, often the quantity of interest can be seen directly in the data, and the model is used only to measure it, for example the area under the curve. In such cases the functional form of the model does not matter, as long as it matches the data shape well [60, 61]. Finally, sometimes it is necessary to quantify the relative change of a measurement across the dataset. In such cases the full model consists of a datum and functions that perturb or modify it, as will be shown in Section 9.1.1.

Generally, the least complex model that measures the required quantities should be picked to avoid over-fitting [60, 62]. Here model “complexity” should take into account its computational cost, interpretability, and how difficult it is to optimize.

The optimized cost function

Once a suitable model (or a family thereof) is decided, an optimization cost function has to be defined. The cost function is the measure that enables calculating how well the model represents the data. For most optimizers it should be a smooth, preferably analytically differentiable function that represents a best fit at its extrema (minima or maxima).

Traditionally the most common and general cost function is the sum of least squares of deviations of the model from the data [60, 66]:

\[
S(\beta) = \sum_{i=1}^{m} [y_i - f(x_i, \beta)]^2
\]

(4.1)

where \( f(x, \beta) \) and \( \beta \) are the model and the parameter value vector respectively, and the data is described by \((x, y)\). This so-called least-squares cost function promotes models that match the data values as closely as possible, and is a suitable choice for many optimization problems.

\(^1\)As determined by one of Pearson’s \( \chi^2 \) test [63], Akaike’s Information Criterion (AIC) [64] or Bayesian Information Criterion (BIC) [65]. Discussed in more detail in section 5.2.3.
If the model can be interpreted as a probability distribution, a different cost function is often preferred. In such cases the goal is to find the probability distribution of the underlying mechanism that produced the data, and not just match the data itself. The maximum likelihood [60, 67] is a better-suited measure to optimize such models. Putting it simply, the maximum likelihood represents how likely the (probabilistic) model will result in the data distribution that was measured, which may differ from the solution given by optimizing the least-squares function.

The optimizer choice

Depending on the cost function being linear or non-linear with respect to the model parameters, a linear or non-linear optimizer has to be used. Linear optimization presents a significantly simpler problem, since the cost function by definition has only one minimum, which in some cases allows calculating a closed-form solution analytically [68]. The largest drawback is the linearity requirement, which greatly reduces the number of problems that can be tackled. As a result, even though linear optimization is routinely used for very simple problems, it is not the subject of this work as thus will not be discussed further.

Non-linear optimizers, conversely, are able to deal with any models and cost functions to find a good, but not necessarily best, match to the data. The effect is often named the “local” or “false” minima problem, and is the reason why care should be taken when picking the starting parameter values. All non-linear optimizers are iterative, meaning they look for the solution by searching the parameter space in the neighbourhood of the current guess. Consequently, the optimizer is able to get stuck in one of the local minima, failing to find the best fit. Due to the nature of this search process, the starting guess is often as important as a correct model for the data. A subset of non-linear optimizers that perform the so-called “global optimization” are able to go around this problem at the cost of significantly increased computational load [69].

A number of factors should be considered when deciding upon the choice of the optimizer. The ability to constrain the allowed parameter space, while requiring to know the viable parameter bounds beforehand, often eases the global solution search [66, 70–72]. Some optimizers also support assigning weights to the data, allowing better fits to be found if some data quality estimation is available (for example the variance of the data) [73]. Finally, due to the wide use of common cost functions (the best example being the least-squares), there are optimizers that perform these calculations faster and more robustly at the cost of not being general [66, 74].
4.1 Analysis techniques

4.1.2 Machine learning

Machine learning is a subfield of computer science that has recently received much attention from both the academic community [75] and industry [76]. In practical terms, ML attempts to solve tasks where hand-crafting a suitable function or model is unfeasibly complex, for example defining all rules how to distinguish a chair in an image. By letting the computer figure out the necessary generalisations and rules, many previously nearly impossible tasks become approachable. The main machine learning program characteristics have been succinctly defined by Tom Mitchell [77] as:

“A computer program is said to learn from experience $E$ with respect to some class of tasks $T$ and performance measure $P$ if its performance at tasks in $T$, as measured by $P$, improves with experience $E$.”

Various branches of ML have been successfully used to solve a host of different problems, from drug discovery [78] to creating new pieces of art [79, 80]. Nevertheless, while the field is indeed exceptionally diverse, it can be split into several categories based on what kind of information is available for the algorithm to learn from:

- **Supervised learning** considers algorithms that can learn from examples with known desired outputs. By generalising the knowledge encoded in the given examples, the final model is then able to predict the outcome for previously unseen input parameters. Best known supervised learning algorithms include spam filters [81] and handwritten digit recognition [82].

- **Unsupervised learning** considers ML algorithms where the desired output is either not known to begin with, or just not available when learning. The goal is to find any hidden structure in the raw supplied data. Examples of unsupervised learning include feature learning such as Independent Component Analysis and Non-negative Matrix Factorization (both discussed in more detail later) or anomaly detection [83, 84].

- **Reinforcement learning** algorithms are different to the two previous classes because instead of directly accessing the data, they continuously interact with a system to achieve a long-term goal. Usually such problems offer no ways to estimate the correctness of moves while the interaction occurs, and the success can only be determined at the end, for example when playing games [76, 85] or even recognising images [86].
• **Semi-supervised learning** is the area between supervised and unsupervised learning. It considers algorithms where just a small subset of total available data is labeled with known correct answers. Such datasets are generally common: for example millions of hours of audio recordings are easily available, but labeling each piece requires significant human effort. Semi-supervised learning algorithms are used, amongst other examples, for image recognition [87] and text classification [81]. SAMFire, presented in chapter 5, can be considered to be a semi-supervised machine learning algorithm.

Alternatively, ML methods can be divided into groups based on the expected outcome [60]. Classification algorithms divide the inputs into two or more known classes. These are normally tackled in a supervised way. If the classes are not known beforehand, the process is done in an unsupervised manner, and is called clustering. Regression algorithms, on the other hand, output a continuous function instead of (known or unknown) discrete classes. Finally, dimensionality reduction algorithms simplify the given data by mapping it into a lower-dimensional space.

With such a diverse field it is useful to concentrate on ML branches that are widely used for electron microscopy data, in particular regression and dimensionality reduction. The former, in the simplest form of curve fitting, has already been described in the previous section. The latter will be discussed as a combination of data compression and mixed signal unmixing (“blind source separation”).

**Machine learning for EM data**

The goal of dimensionality reduction procedures is to give means to reduce the rank of the tensor representing the data: \( X^{[n]} \approx X^{'[m]} \), where \( X \) and \( X' \) are the original and compressed tensors of ranks \( n \) and \( m \) respectively, with \( m < n \). Principal Component Analysis (PCA), the most often used dimensionality reduction method in EM, does this by transforming the data tensor in such a way that it is possible to easily discard the irrelevant information. With the original idea published in 1901 by Pearson [59], according to Tipping and Bishop [88] the most common definition of PCA is as follows:

\[
T = XW
\]  
(4.2)

with \( X \) being the original data of \( n \) measurements each with \( f \) features, and \( W \) an orthogonal linear transformation. \( W \) is picked such that the greatest variance of \( T \) lies on the first coordinate (the first principal component), the second greatest on the second, and so on. Even though \( T \) is still of identical rank as the original \( X, W \) can be
Fig. 4.1 Visualization of Principal Component Analysis (PCA) decomposition. In (a) two mixed distributions are shown in blue, orange arrows indicating PCA-computed component directions. (b) shows the PCA-unmixed values. Due to the components always being orthogonal, the unmixing is not complete.

truncated to some number $m$ with $m < n$, leaving only $m$ most significant components, and reducing the dimensionality of $T$.

The clear statistical interpretability of each component significance is one of the main appeals of PCA, allowing components that do not contain statistically significant information, such as noise, to be discarded. In fact, due to the requirement that principal components (the transformation axes) are orthogonal, often individual components are not physically meaningful, and de-noising [89] is the main use of PCA in EM. Fig. 4.1 shows an example PCA decomposition for mixed two-dimensional observations. While the first PCA component direction can be seen to roughly correspond to one of the “clouds”, the second component is constrained to be orthogonal and hence still corresponds to a mixture of sources.

The second reason PCA is widely used concerns the computational effort to calculate the transformation. In particular, Singular Value Decomposition (SVD), a highly optimized [90, 91] matrix factorization method used in a wide array of fields, provides a very useful way to compute PCA [92]. The SVD theorem states that for a real or complex $n \times f$ matrix $X$ there exists a factorization such that

$$X = U\Sigma W^*$$  (4.3)
where $U$ is an $n \times n$ unitary matrix, $\Sigma$ is a diagonal $n \times f$ matrix with non-negative real numbers on the diagonal, and $W^*$ is a $f \times f$ unitary matrix. By substituting eq. (4.3) into eq. (4.2) we get that $T = U\Sigma$, and hence efficient SVD algorithms allow fast PCA estimation.

Non-negative Matrix Factorization (NMF) is an often-used ML algorithm that does both compression and unmixing of the data at the same time [93, 94], Fig. 4.2. It is defined such that the original matrix $X$ can be approximated by a product of two non-negative matrices $W$ and $H$, each of possibly significantly lower dimensions. Calculating the factor matrices can be done in a number of ways by using different cost functions when measuring how well the product represents the original matrix. Since the problem is significantly under-determined, usually some other constraints (in addition to non-negativity) are imposed on the factor matrices, for example, sparseness. One major appeal of using NMF on EM data comes from the requirement that the factor matrices are non-negative, which is not present for PCA. However, NMF is usually significantly more expensive to compute and requires guessing (or otherwise estimating) the number of components to keep for subjectively good results.

Independent Component Analysis (ICA) is arguably the most often used pure “blind source separation” algorithm for EM data. As mentioned before, the algorithm aims
Fig. 4.3 Visualization of Independent Component Analysis (ICA) decomposition. In (a) the mixed data is shown in blue, while orange and red arrows indicate PCA and ICA component directions respectively. (b) shows the ICA-unmixed data by projecting the raw values on the estimated component directions to separate the dataset of mixed signals into its individual, statistically independent contributions [95]. The two ways that the statistical independence has been defined for ICA is (i) the minimum of mutual information (defined as the amount of information that is obtained about some random variable by measuring a different one [96, 97]) and (ii) non-Gaussianity. The second criterion comes from the Central Limit Theorem, which states that under certain, often seen, conditions, when independent random variables are added, their sum tends towards a normal (Gaussian) distribution even if the variables themselves follow other distributions [98].

The most common mathematical form of ICA for noise-free data is identical to that of PCA, but with different constraints of \( W \) – it does not have to be orthogonal, and is instead calculated by minimizing the mixing according to one of the measures. Fig. 4.3 shows an example ICA unmixing. The data is shown in blue, while orange and red arrows correspond to PCA and ICA component directions respectively. Once the data is projected on the ICA components, the two sources are unmixed in Fig. 4.3(b).

While there are ICA algorithms that are able to deal with noisy data, the problem offers few shortcuts, and thus is quite difficult to solve. To remedy this and allow more practical use of the ICA algorithms, the data is usually pre-treated using PCA and truncated to only include the mixed orthogonal significant components. Since modern
implementations of SVD (and hence PCA) are exceptionally fast, it has become the standard procedure in EM data blind source separation analysis.

4.2 Common Issues

Many scientific fields have already experienced the so-called “data explosion” in the past decade [99], which both accelerated their growth and increased the importance of data analysis. Electron microscopy, currently only at the beginning of the phenomenon, is in a prime position to utilize tools that have emerged from other analytical imaging communities, and also learn from their mistakes.

This section will briefly describe two issues the EM field has already encountered or will encounter when performing data analysis, with proposed solutions.

4.2.1 Opening and manipulating the data

The first issue that the data explosion has already caused and that will likely become more severe, is not being able to open the data in the usual way on a personal computer. This limitation comes from the architecture of both most commercially and freely available software packages. Upon the instructions to open a file from the hard disk, the software attempts to decompress and lay out all the information of the dataset in the available computer memory [100, 101]. This is the best approach for performance if the datasets are just a small fraction of the available memory, as they have been for the past decade. However, as the data sizes grow beyond the available computer memory, it quickly becomes very limiting. It is not difficult to imagine the frustration of a scientist who is not able to access results just because there are too many of them! Moreover, very few data analysis approaches are able to perform in-place\(^2\).

There are different ways to avoid or at least delay these problems. The obvious one involves using high-memory dedicated supercomputers. Its significant disadvantage is the cost of such facilities, which may serve as a detriment to performing high data volume experiments. An alternative way to delay this hardware limitation involves compressing the data while performing the experiments, for example with PCA-like algorithms [102–104]. This would significantly reduce the data volume while simultaneously de-noising it, albeit being subject to compression artefacts that may hide interesting parts of the data. Nevertheless, if a particular algorithm is able to extract the required features truthfully, such an approach is worth considering.

\(^2\)Not requiring significantly more memory than that of the data to perform the computations
An altogether different solution to the data size problem will be shown in Chapter 6. It involves treating the data as a collection of “chunks” (each of which easily fit in the computer memory) and the concept of “lazy computation”, where operations are not performed immediately [105, 106]. Instead, a list of operations is stored, similar to writing down equations to be calculated on a sheet of paper. Only when (and if) a particular result is required, are all the required computations run. If the data loading is treated as one of the lazy operations, this combination allows most conventional data analyses to cease being memory-limited. The main examples where this approach does not work are the machine learning compression algorithms. In these cases, the original algorithm has to be replaced by an “online” version - one, where each row or column of the total data tensor is only visible to the algorithm one by one and without the resources to record them for later re-use.

4.2.2 Starting guess

The second issue for much-larger-than-traditional datasets concerns non-linear fitting. For illustrative purposes I will use examples from electron microscopy, but the described problems and solutions can be applied in other fields that use similar data structures (tensors).

Many large EM datasets are some form of mapping across dimensions, for example STEM EELS [4]. In such experiments the electron beam is focused to a small (often sub-nm) spot, which is then raster-scanned over the surface of the specimen, with a full...
electron energy loss spectrum measured at every position of the scan. The result is a three-dimensional data tensor, with two dimensions for space (corresponding directly to the points on specimen) and one for energy, recording all the electron interaction information, as illustrated in Fig. 4.4. In order to analyse such data using curve fitting, each of the spectra has to be fitted independently, so the optimizer is only given access to one spectrum at a time. This presents opportunities and challenges: the order in which the spectra are passed to the optimizer and the starting parameters for each of the fits are left to the implementors of the algorithms. At this point it is worth reminding the reader that the starting guess is of paramount importance to the convergence and correctness of the fit result [58], as was stressed in section 4.1.1.

Most of the currently available non-linear optimization implementations, when given such a multi-dimensional data tensor, aim to run fast by doing as little as possible. The algorithms access the spectra in the order they are stored in memory (i.e. raster-order), and either always use the same starting guess, or re-use the end result of the prior spectrum. This approach implicitly results in starting guesses that are either constant by definition, or highly dependent on the order the spectra are stored on the hard disk, which clearly has no bearing on the data it contains. If the dataset is relatively simple and less sensitive to the starting guesses, these approaches indeed result in the fastest non-parallel way to analyse such data. However, many specimens of interest (and hence datasets) are sufficiently complex that the fast-access algorithm results contain numerous errors. With the data sizes growing rapidly, such errors increase in both number and proportion (due to more significant variations of information across the larger datasets), thus increasing in difficulty for the scientist to correct them.

In Chapter 5 a new Smart Adaptive Multi-dimensional Fitting algorithm “SAMFire” is proposed to significantly increase the robustness of starting guesses and ease such non-linear analysis. Instead of re-using the last result, SAMFire attempts to estimate the best starting guess and its confidence for each spectrum, based on all already-finished fits at the time, learning the starting guesses in a semi-supervised way. It analyses the dataset in the order that maximises the convergence for each subsequent spectrum and has in-built Goodness of Fit (GOF) tests to re-run the failed fits once more information for the starting guess estimate is available.
Chapter 5

Smart Adaptive Multi-dimensional Fitting (SAMFire)

Fitting is one of the most often encountered analysis techniques, especially when spectra are considered. It is able to provide a wealth of information about data if the observed phenomena can be accurately described by a mathematical model. Many analytical imaging fields use similar methods on a regular basis: integral field spectroscopy \[108, 109\] at the astronomical end, cathodoluminescence, electron energy-loss and other spectroscopies at the nanoscale. However, as shown in Section 4.2.2, most of the currently available non-linear optimization algorithms approach the fitting problems in a non-optimal way partly due to historic reasons. While it did not pose a significant problem just a few years ago, as the size and number of dimensions of a typical datasets increase and the specimens become more complex, better algorithms have to be found.

An illustrative example of the general problem is given in Section 5.1, with the proposed method of solution and its implementation in Sections 5.2 and 5.3 respectively. Finally, synthetic example datasets are analysed in Section 5.4.

5.1 Motivation

As shown in Section 4.1.1, model fitting requires making a number of steps that influence the end results. For the purposes of the example let us assume that the exact model is known, and choose to use the least-squares cost function (eq. (4.1)) and Levenberg-Marquardt \[110\] optimization algorithm (LMA).

LMA, like almost every other numeric minimization algorithm, is iterative. The search for a solution starts with a vector of initial guesses for parameters \( \beta \), which is replaced in each iteration with a new estimate \( \beta + \delta \). The \( \delta \) is determined by linearly
approximating the model \( f(x_i, \beta) \) in the vicinity as a Taylor series:

\[
\begin{align*}
  f(x_i, \beta + \delta) & \approx f(x_i, \beta) + J_i \delta \\
  J_i & = \frac{\partial f(x_i, \beta)}{\partial \beta} 
\end{align*}
\] (5.1)

with \( J_i \) being the gradient:

\[
J_i = \frac{\partial f(x_i, \beta)}{\partial \beta} 
\] (5.2)

By combining this approximation with eq. (4.1) we can write the cost function \( S(\beta) \) as

\[
S(\beta + \delta) \approx \sum_{i=1}^{m} (y_i - f(x_i, \beta) - J_i \delta)^2 
\] (5.3)

or, in vector notation and expanded for clarity

\[
S(\beta + \delta) \approx \| y - f(\beta) - J\delta \|^2 
\]

\[
= [y - f(\beta) - J\delta]^{T}[y - f(\beta) - J\delta] 
\]

\[
= [y - f(\beta)]^{T}[y - f(\beta)] - [y - f(\beta)]^{T}J\delta - (J\delta)^{T}[y - f(\beta)] + \delta^{T}J^{T}J\delta 
\]

\[
= [y - f(\beta)]^{T}[y - f(\beta)] - 2[y - f(\beta)]^{T}J\delta + \delta^{T}J^{T}J\delta, 
\] (5.4)

where the two-norm is defined as \( \| x \|^2 = x_1^2 + x_2^2 + \ldots + x_n^2 \). The derivative of eq. (5.4) with respect to \( \delta \) is zero at the minimum value of \( S \), giving

\[
(J^{T}J)\delta = J^{T}[y - f(\beta)] 
\] (5.5)

where \( J \) is the Jacobian matrix, making eq. (5.5) a set of linear equations to be solved for \( \delta \). Eq. (5.5) is also known as the Gauss-Newton method for approximation, and is the starting point for LMA [111]. Levenberg’s contribution was to replace it by a damped version:

\[
(J^{T}J + \lambda I)\delta = J^{T}[y - f(\beta)] 
\] (5.6)

with \( I \) being the identity matrix. The damping factor \( \lambda \) is adjusted at each iteration to increase or decrease the reduction of the residual \( S \). Marquardt followed by noting that scaling each component of the gradient according to the curvature \( (J^{T}J) \) avoids slow convergence in small gradient direction. He replaced the identity matrix \( I \) with a diagonal matrix, consisting of the diagonal elements of \( J^{T}J \), completing what is now known as the Levenberg-Marquardt algorithm [110]:

\[
(J^{T}J + \lambda \text{diag}(J^{T}J))\delta = J^{T}[y - f(\beta)] 
\] (5.7)
In fact, most non-linear optimizers search for optima in a very similar way by traversing the parameter space. The major differences are the criteria for choosing the direction and step size [91]. In Fig. 5.1 a two-dimensional cost function landscape is shown for a model consisting of Gaussian and Lorentzian curves. The goal of the optimizers is, starting from the starting guess (SG1-3), to make a series of steps \( \delta \) (shown as grey lines) to find a stationary point, which will hopefully be the global minimum (GM). Optimization paths for a number of different algorithms are shown, with all of them eventually finding just the local minima (LM1-3). Clearly, if a better starting guess was given, any of the optimizers would have been able to find the correct solution. Such behaviour is often called the “local minima problem”.

While there are many different optimizers that search the parameter space for the optimum, the practical problem that most researchers face is different: finding the global minimum is trivial if the user starts the search close to the true value, often easy to set by hand. The difficulty arises when a typical dataset consists of thousands or more of such “pixels” (spectra in this example) that span many dimensions and have to be fitted individually—supplying the starting parameters by hand ceases to be viable, and an algorithmic approach has to be found. However, as shown in Section 4.2.2, the currently available algorithms are not suited to tackle such data. While the optimization methods continue to improve [115], little attention is paid to finding the optimal ways to apply these methods to datasets that are not analysed all at once.

The SAMFire (Smart Adaptive Multi-dimensional Fitting) algorithm eases the task of fitting datasets that suffer from the aforementioned local minima problem by automatically generating starting parameters from successfully fitted parts of the data. SAMFire significantly decreases the effort to analyse large datasets by requiring a fit to only a few pixels as “seeds” from which the algorithm automatically learns. Extensive result validation ensures only sufficiently good fits get propagated while the SAMFire operates, further increasing the method robustness. It has already been used for large multi-dimensional fitting problems with highly successful results [116].
Fig. 5.1 (a) The optimization landscape when fitting the same data and varying just two parameters. Global minimum (GM) and local minima (LM1-3) are marked by red circles. A number of different optimization algorithms (Nelder-Mead Simplex [112], Levenberg-Marquardt’s [110], Powell’s [113], Polak-Ribiere’s [114] and L-BFGS-B [72]) were given three sets of starting guesses (SG1-3). Their convergence towards local minima is shown: each step $\delta$ for each algorithm is shown as a grey line, with resulting $\beta$ marked as grey dots. (b) Global minimum and (c-e) local minima fits, corresponding to the red circle marks in (a). The constant data is shown in red, with the corresponding fits in black.
Fig. 5.2 A toy example of local parameter estimation. Fitted pixels are shown as boxes with the parameter values written in them, with distances to the central pixel marked. The inverse of the distance is used as weight when calculating the average.

enables a robust fitting of the datasets that would be extremely time-consuming and difficult—if not impossible—to fit using traditional methods [70]. All fits are checked by a user-optimized goodness of fit (GOF) test, so only valid points are allowed to propagate while SAMFire explores the dataset. In addition, SAMFire is able to use the GOF tests to determine if all components are required to fit a particular pixel and “switch off” the unnecessary ones, allowing for robust fits even with overcomplicated models.

5.2.1 Local strategy

Often multi-dimensional datasets that have to be fitted exhibit local similarity of pixels, which occurs naturally if the data were measured with a finite resolution. Examples include electron microscopy, astronomy, remote sensing and most other analytical imaging techniques. In these cases all fine features below the resolution limit get blurred [117], and the data exhibits a locally smooth landscape in the multi-dimensional space. SAMFire uses this structure to estimate how much fitting information is available about each point from its location. For example, if the fitted values for pixels surrounding a central pixel are already known, in most cases the values for the unknown pixel can be confidently predicted by just averaging with weights that decay with distance from the unknown pixel, for example inversely proportional to the Euclidean distances between pixels, Fig. 5.2. Such weights lessen the smoothing effect of the mean, allowing to follow the distribution
Fig. 5.3 (a) The order SAMFire fits pixels based on previous results. Better fits guide the algorithm to follow the underlying dataset structure, significantly increasing the chance of convergence. (b) conventional pixel fitting order.

more closely. GOF tests can act as a way to estimate the confidence in the fit results, providing additional useful information.

To combine these two criteria for all fitted pixels and use the local average, SAMFire assigns a scalar value that is high near better fits and decreases with distance. Such behaviour is present in natural phenomena such as gravity or electrostatics, hence the GOF measure can be interpreted as a positive theoretical “charge” (or “mass”) $w$, associated with each pixel. By calculating the corresponding “potential” at unfitted pixels, it is possible to express the relevant knowledge by a scalar. The following expression can use any spatial decay function $f(r)$, which in gravity and electrostatics would be $f(r) = 1/r$:

$$P = P_j = \sum_i P_{ij} = \sum_i w_i f(r_{ij})$$

where $i$ spans all fitted pixels, $P_j$ is the potential at point $j$, and $r_{ij}$ is the distance between $i$ and $j$. When analysing real data, parameter smoothing in the spatial domain is often detrimental to the results, thus SAMFire performs better with $f(r)$ decaying faster than previously suggested classical examples. Because the exact form of the function does not matter, in the real implementation $f(r) = e^{-r}$, is used by default.

$P$ can be crudely interpreted as the measure of the useful available information, and once calculated, the optimal pixel order to fit the full dataset can be trivially looked up by always selecting the pixel with the highest current value of $P$. If $P$ is updated
after every fit, the optimizer can just follow the highest values until the full dataset is processed.

To calculate the average for the starting guess of each new pixel, the algorithm uses the individual $P$ contributions of the fitted pixel as weights:

$$\alpha_j = \frac{\sum_i \alpha_i P_{ij}}{\sum_i P_{ij}} = \frac{\sum_i \alpha_i w_i f(r_{ij})}{\sum_i w_i f(r_{ij})},$$

(5.9)

where $j$ is the pixel of interest, $i$ spans the previously fitted pixels, and $\alpha_i$ is any fitting parameter at $i$. With the exponential decay function it is often practical to specify a “cut-off” radius $r_c$ to speed up the computations by considering much fewer points. Then only pixels $i$ for $r_{ij} \leq r_c$ are used in estimation. The overall approach provides a way to always pick the pixels about which SAMFire has the most information, enabling not only following the data structure and its suggested “path of the least resistance”, but also offering the highest chance of convergence. Fig. 5.3 shows the SAMFire pixel fitting order, where selecting $\arg \max_i P^i$ allows the algorithm to traverse it in the data-suggested order.

### 5.2.2 Global strategy

While the previously described approach allows most experimental data to be fitted straightforwardly, if the already fitted neighbouring pixels do not have the required information, the fit propagation stops. This might happen in data with any kind of sharp boundary in the parameter space (domain structure) or if part of a model was deemed unnecessary for the neighbours by GOF tests, but was required for the pixel in question. The parameter distributions with corresponding frequencies for both cases are shown in Fig. 5.4. More generally, if the spatial location of the pixel does not provide the necessary information, SAMFire tackles the problem differently.

The global approach is best used when the parameter values are significantly different with no or very few intermediate values across the neighbourhood, as shown in Fig. 5.4(b). The global strategy exploits such value separation by identifying the local peaks in the histogram (shown as the shaded regions) and then using their most frequent values to form a set of probable starting guesses for each parameter. The algorithm then attempts to fit the pixel in question by trying out all combinations of such starting guesses until a

---

1Arguments of the maxima are the points of the domain of some function at which the function values are maximised [118]:

$$\arg \max f(x) := \{x \mid \forall y : f(y) \leq f(x)\}$$

(5.10)
Fig. 5.4 Two example parameter value distributions across pixels with corresponding relative frequencies on the right. The shaded regions are selected by finding two largest local maxima in the relative frequencies (i.e. peak positions on the right), with the width of a histogram bin to either side. In (a) the parameter values are locally smooth, hence the “nearest neighbour” strategy is able to provide accurate estimates for all pixels. Conversely, while the frequency distribution shows clear maxima, a significant proportion of pixels have intermediate values and fall outside the shaded regions, limiting the usefulness of the relative frequency information for unknown value prediction. In (b) the parameter values show a clear domain structure with values suddenly jumping and dropping around pixels no. 250 and 750. The corresponding relative frequency distribution clearly shows two maxima with most of the values falling inside the shaded regions. While in each flat region (domain) the local average is able to provide an adequate estimate, crossing the boundaries between domains is not possible due to the lack of pixels with intermediate values. As a result, a better approach is to guess the unknown value to be inside one of the shaded regions and just discard the unsuitable one using trial and error and GOF tests.
sufficient fit is found, at which point the result is saved and the corresponding histograms are updated. In such case SAMFire does not assume any relation of a particular pixel position in the dataset to its value, so it fits them in random order to ensure a uniform sampling of the tensor.

It is worth noting that while the value separation in the frequency space is quite easily seen even for very smoothly changing values in Fig. 5.4(a), a significant portion of pixels fall outside the shaded regions. As a result, the intermediate-valued pixels would likely fail to converge if given one of the most frequent values.

5.2.3 Robustness

Fit

In order to ensure that a sufficiently good fit is found, each pixel’s result has to pass a GOF test, irrespective of the active strategy. The test is set-up by the algorithm user, and should be adapted to match the data and the model. Based on my experience, SAMFire performs best when the GOF test is similar to the quantity being optimized – Pearson’s $\chi^2$ test [63] for least-squares family of optimizations, Akaike’s Information Criterion (AIC) [64] or Bayesian Information Criterion (BIC) [65] for probability-based optimizations [119].

Local strategy

The local strategy choice is robust to noise and value landscape by design. In particular, there are four important factors when considering the robustness and scaling of the algorithm: noise in parameters, noise in goodness of fit estimates, the rate of change of parameters, and their number. As in many other natural phenomena, noise in parameter $\alpha_i$ is usually distributed normally$^2$ around the true value even if the underlying data follows other (such as Poisson) distributions. Robustness to parameter noise is due to the mean of normal distribution also being the most often encountered value. Using the local mean of parameters converges towards the true value with increasing number of samples, thus allowing reasonable estimates. When fitting noisy data with an appropriate model, the GOF estimates $w_i$ usually follow some bell-shaped distribution around the mean GOF value. The range of acceptable values around the tails of this distribution is strictly controlled by the user, hence we do not considered it further.

$^2$Normal (or Gaussian) distribution is one defined by the probability density

$$f(x|\mu, \sigma^2) = \frac{1}{\sqrt{2\pi\sigma^2}} e^{-\frac{(x-\mu)^2}{2\sigma^2}},$$
Fig. 5.5 Estimated parameter values when fitting a one-dimensional dataset from left to right. Cut-off distance $r_c = 50$. The estimates (shown in as coloured lines) lag behind the true parameter values more as less weight is assigned to the nearest pixels (blue $f(r)$ curves). The distance weight functions $f(r)$ are shown in the inset. With forward-heavy weight functions (red) the local mean lags less and more closely follows the noise pattern, while more evenly weighted functions (blue) are not as sensitive to noise but lag behind the true values by $\sim r_c/2$.

The algorithm’s robustness to the rate of change of parameters is most important when estimating the starting value at the edge of the fitted region and is highly dependent on the particular fitting problem and optimizer. In essence, each such combination has a region around the sought global minimum, from where the optimizer is able to converge to the correct solution, such as the landscape shown in Fig. 5.1. If the strategy–suggested starting guess falls within that window of acceptable values, the algorithm is able to proceed. A one-dimensional simulated example is shown in Fig. 5.5. Keeping in mind that the weighted local average results in estimates that always “lag behind” the actual values, if the required window changes too fast and the lagging estimate is no longer close, the fit fails. Reducing the cut-off radius $r_c$ or other distance function $f(r)$ parameters for less smoothing allows less lag between the estimate and real value at the price of less robustness to noise.

The local average with $P$ values as weights can be interpreted as fitting (in one spatial and parameter space dimensions in Fig. 5.5) “horizontal” two-dimensional hyper-plane to the neighbouring values, and then assuming that the unknown is also part of that plane.

where $\mu$ is the mean and $\sigma^2$ the variance of the distribution.
A more generalized approach could be used instead by allowing the said plane to tilt in various directions. Then strategy estimates would be calculated by effectively extending the plane past the measured region and extrapolating. This would have two main consequences: on the one hand, the strategy would perform better with high parameter gradients, on the other, it would become significantly more sensitive to noise and other extrapolation artefacts. In practice, reducing $r_s$ values and using the simpler average approach often gives sufficiently good estimates, while in addition being numerically faster to compute and more robust to noise.

Finally, the number of components (and hence parameters) has no bearing on the performance of the algorithm, as each parameter is estimated independently of all others.

**Global strategy**

The global strategy in essence is just a thinly-veiled histogram, and as a result it depends on the way the parameter histograms are estimated. A number of “rules of thumb” have been suggested over the years [120, 121] for samples of normally distributed data. However, the main task of the global strategy is to be able to identify when the underlying distribution consists of two or more such normal distributions, hence different bin estimation algorithms had to be used. Knuth [122] suggested an algorithm that allows for the calculation of the optimal bin width for the data using Bayesian probability theory. Whilst powerful, such an approach is constrained to use uniform bins across the dataset, which is unnecessary for the global strategy.

An alternative, one that is used in the global strategy, was suggested by Scargle et al. (2013) [123]. Called a “Block histogram”, it allows estimating unbiased and optimal non-uniform bins based on similar Bayesian theory calculations. Its robustness in the original paper (and thus that of the global strategy) was measured by estimating the required amplitude above the background to detect a signal with normally distributed zero mean noise with variance $\sigma^2$ from $N$ measurements, such as shown in Fig. 5.4(b). The authors based their analysis on the theoretically derived [124] lowest detection limit intensity

$$A_1 = \sigma \sqrt{2 \log N}.$$  \hfill (5.11)

Scargle et al. empirically measured the amplitude requirements for the Block histogram algorithm, and defined the critical threshold to be

$$A_2 = 11.3 \sigma \sqrt{\frac{\log N}{N}}.$$  \hfill (5.12)
It was argued to be roughly consistent with the theoretical limit, with the differences mainly due to eq. (5.11) being asymptotic in $N$ while eq. (5.12) is for a specific $N$ value.

We investigated the Block histogram further by measuring the number of detected signals compared to the known ground truth. While not considered in the original study, we found that in order to successfully detect all such signals (which corresponds to successfully identifying domains in the parameter space) the smallest mean amplitude differences had to be

$$A_3 = \Omega_{M,N} \cdot A_2,$$

where $N$ is again the number of points in each signal and $M$ is the number of signals in the dataset. Values for $\Omega$ as well as an example dataset for one $M,N$ combination are given in Fig. 5.6. The $\Omega$ table suggests that the algorithm struggles distinguishing large number of domains when each domain is either very small ($\leq 10$ measurements) or very large (>500 measurements). In the first (large $M$ and small $N$) case, $M$ is underestimated if $A_3$ (and thus $\Omega$) is small. In the second case, with both $M$ and $N$ large, $M$ is overestimated. For the global strategy to function correctly, the estimated $M$ has to be at least equal to the true value, thus the degrading Block histogram performance with large $M$ values only impacts strategy’s performance, and not correctness.

Similarly to the previously considered local strategy, each parameter is estimated independently and thus the number of components does not affect the algorithm performance.

### 5.3 Implementation

SAMFire was implemented to complement the HyperSpy [101] framework that already had convenient structures for data loading, preprocessing, creating models and fitting using various optimizers.

The algorithm was realised using a “one master – many workers” paradigm. Such architecture pattern was historically first used when large databases had to be replicated [125–127], but since then it has been widely adopted for many other uses as well, such as large data analysis [128, 129] and parallel execution [130] frameworks. The master-workers pattern is well suited for algorithms with many independent and parallel–running tasks. By dedicating a single process (“master”) to manage and coordinate all the other processes (“workers”), the total task is completed efficiently: the master assigns each worker a relatively small task to run independently, resulting in a parallel execution. Once a particular task is finished, the result is sent to the master, which assigns the
### Fig. 5.6 Example dataset for global strategy test

The test requires determining the number of domains \( M = 3 \), where each domain consists of \( N = 100 \) points distributed normally around the mean with variance of \( \sigma^2 = 100 \). \( \Omega \) value matrix with errors in the last digit for logarithmically increasing \( M, N \) values is shown at the top. We speculate that \( \Omega \neq 1 \) for \( M = 2 \) because only one value jump was present.
worker a new task. Such architecture elegantly deals with unequal execution times and acts as an effective load-balancer.

The master-worker communications are best implemented not directly, but as two queues: a worker-consumed “work queue”, where the master process is able to put new tasks to be executed, and a master-consumed “result queue”, where workers put the computed results. Such a design pattern is often named as “loose coupling”, and is widely used in various cloud architectures [131]. Loosely coupled master-workers communications allow not only significantly simpler and robust implementation, but also changing the number of workers without stopping and restarting the algorithm.

SAMFire was straightforward to implement using the master-workers paradigm. The master process was assigned to decide which pixels should be fitted next and estimating their starting values, while workers were left to perform the actual fitting. This completely separated the optimization from decision making steps, allowing developing and improving each individually.

The SAMFire architecture and its decision tree are shown in Fig. 5.7. The master process consists of two loops: the outer loop, applying different strategies to solve the dataset, and the inner loop, looking for best pixels to fit and estimating starting guesses for them. As explained in Sections 5.2.1 and 5.2.2, the exact methods used in the inner loop depend on the strategy. Nevertheless, a pixel without currently known satisfactory solution is always chosen, and at least one starting guess (SG) is estimated. After that, this information is put in a queue that the worker processes consume. Any worker process takes the first item from the queue and generates all combinations of possible starting guesses for the parameters (often just one). The worker then enters its inner loop, where each combination is attempted as a starting guess for the optimization. If the fit result satisfies the GOF test, then the loop is terminated early, and the result is put in a result queue, consumed by the master process.

With the described architecture, the two kinds of processes end up having rather different properties. For example, only the master process is likely\(^3\) to require significant amounts of memory, as it is the only process to require full access to the data and model. Each worker only deals with one pixel at a time, hence its memory requirements are significantly lower. Furthermore, while the worker computational load increases directly with the difficulty of the particular fit, the master process only performs work when a fitted result is submitted by one of the workers and a new starting guess estimate is required. These properties, combined with the loose coupling, mean that given there

\(^3\)Depends on the underlying architecture of the data loading. An alternative to the common approach is given in Chapter 6
Fig. 5.7 SAMFire architecture and its decision tree. The master process consists of two loops: inner and outer. The outer loop selects strategies that are used for estimations. The inner loop performs the best pixel selection (the one with the highest $P$ value) and starting guess (SG) estimation. The guess is then put in a queue, consumed by the worker processes. The workers grab the top SG from the said queue, generate all possible combinations of the given starting guesses, and attempt each in order. If any of the fit results pass the GOF test, the search is terminated, and the result is put into the result queue, consumed by the master process to update the $P$ values.

are available processors, adding new worker processes is cheap and may significantly boost the overall performance. In addition, the two kinds of processes may benefit from different hardware, for example the master could be run on GPU-enabled machine to efficiently calculate new starting guess estimates, whilst workers are best run on relatively simple, but capable of fast numerical optimization machines. Finally, the loose coupling allows part or even all of the workers to be run on remote clusters, enabling a highly scalable approach to multi-dimensional fitting analysis.

5.4 Synthetic examples

In order to demonstrate SAMFire, three synthetic spectral images were created and fitted, comparing results to the known ground truth.
Fig. 5.8 The simulated photoemission dataset consisted of an exponential background and five Gaussian peaks labeled $P_0$ to $P_4$. All peak areas as well as $P_0$ and $P_4$ centre positions were free to change when fitting, because $P_1$ to $P_3$ were constrained to be a set distance from $P_4$, just like in the original study [58]. The $P_0$ simulated area map, showing the two domains, is shown on the left.

The first dataset was inspired by the work of Francisco de La Peña et al. [58], and is similar to what might be measured in a photoemission spectroscopy (PES) experiment. The original data from the paper was available, and the full presented analysis was repeated with SAMFire in a significantly more straightforward way. However, to be able to verify the results, a synthetic version of the dataset was created with known true values. It contains an exponential background with multiple Gaussian-like peaks that move in the spectral dimension between two regions, as shown in Fig. 5.8. In the simulation all parameters had normal (Gaussian) variation around the mean intended values, and the final simulated spectrum had Poisson noise added. When fitting, the intensities of each peak, as well as the two background parameters, were free to float. There were two more free parameters – the positions of the $P_0$ and $P_4$ peaks. The rest, $P_{1-3}$, were constrained to be a set distance from $P_4$, just like in the original study.

In Fig. 5.9 the parameter distributions of the SAMFire fit results are compared to the true values, as well as the fit results if true values were given as the starting guesses. It can be seen that both the ideal fit solution and SAMFire suffered from a parameter distribution broadening due to the Poisson noise that was added to the data.

\[^4\text{In fact, the paper served as the initial inspiration for SAMFire.}\]
Fig. 5.9 Simulated photoemission fitting results. Results for seven parameters not associated with the background component are shown: peak areas in blue, centres in yellow. In each of those histograms, the true value distribution is shown as the filled in histogram, SAMFire results as a black line, and ideal fitting results as the red line. The reduced $\chi^2$ of the SAMFire fit is shown in green in the bottom right.

Nevertheless, ideal and SAMFire results are nearly identical, showing that the algorithm was able to always provide a starting guess sufficiently close to the true solution.

The second synthetic example dataset is inspired by the experiment and results that will be presented in chapter 8. Again, in order to have the ground truth values to gauge the accuracy of the analysis, a similar dataset was simulated. The simulated EELS dataset considered a pure crystalline boron core, surrounded by a boron oxide enclosed in a boron nitride shell. The simulation did not contain any multiple scattering effects. Both pure B and oxide only require one component, but previous studies [61] showed that due to the BN anisotropy, two electron loss near-edge structure (ELNES) fingerprints have to be used for the outer shell. The final model consisted of a power-law background and four EELS edges that completely overlapped in the spectral dimension, corresponding to the four boron ELNES components that were used in the analysis. The spatial distribution was simulated by creating model 3D masks and then projecting them to the two measured dimensions, as shown in Fig. 5.10. The BN anisotropy was
Fig. 5.10 Simulation of a core–double shell boron nanoparticle. The four EELS templates used for both simulation and analysis are shown in the two right columns. Due to the boron nitride anisotropy, two components are used for the outer shell simulation, with intensities as sine and cosine of the angle between the electron trajectory and the shell surface normal. The simulated data with added Poisson noise and the fitted model are shown in the bottom left for the trajectory marked with the red bar in the 3D visualisation.

Fig. 5.11 (Top) results and (bottom) their residuals from the known true values for the total BN signal and the four components used in the simulated data analysis. Only one quarter of the result maps are shown due to the spherical symmetry of the simulation.
Fig. 5.12 Lorentzian and Gaussian curves exemplifying the parameter distributions $A$ and $B$ domains of the synthetic dataset in (a) and (b) respectively. The actual fitted spectra consisted of one Gaussian and Lorentzian pair with simulated Poisson statistics noise. (c) abrupt and (d) smooth domain boundary is shown by plotting the peak centre energies as a function of pixel positions. The shaded regions correspond to domains $A$ and $B$, with the “transition” domain only appearing in (d).

simulated by modulating the strength of BN components by the cosine and sine of the angle between the virtual beam and the outer shell surface normal.

The analysis results and the residuals after subtracting the known true values for a quarter of the full map are shown in Fig. 5.11. The quality of the results shows the expected behaviour of components with more signal leading to more accurate results. We notice that the two BN components were not unmixed perfectly, each resulting in larger than expected and anti-correlated residuals. Nevertheless, the sum of the two results leads to a higher precision total BN signal map that could be interpreted as the number of boron atoms bonded with nitrogen.

Unlike the previous two examples, the final simulated spectrum image is not meant to show a typical use-case of SAMFire, but rather the data complexity that is still readily solved by the algorithm. The spectrum can be fully described by two peaks, a Lorentzian and a Gaussian, with their parameters (positions, widths and intensities) changing both
Fig. 5.13 Goodness of fit measure results when the synthetic dataset was analysed using regular fitting routines, which use (a) last results and (b) a constant values as starting guesses. The $\chi^2_{\text{red}}$ GOF measure was calculated for every pixel, its distributions are shown in blue. The red lines show cumulative fraction of pixels fitted better than the corresponding $\chi^2_{\text{red}}$ values. (c-e) Fits when $\chi^2_{\text{red}} \sim 1, 9$ and $29$ respectively.

across the dataset and “jiggling” uniformly at random as shown in Fig. 5.12(a,b). The dataset is constructed such that in some pixels (domain $A$) the Gaussian peak is at higher energy, and in others (domain $B$) – lower. Fig. 5.12(c,d) shows how the two curve centres shift in a sequence of spatial pixels that start in domain $A$ and end in $B$. The dataset was constructed such that both instant and gradual parameter change was present. Due to the choice of the curves, the fitting landscape situation closely resembles the problem shown in Fig. 5.1, where even a slightly wrong starting guess quickly leads to a local minimum and a bad fit. As a result, the algorithm has to be able to deal with both a smooth and an abrupt parameter value change in order to solve the dataset. To minimize accidentally correct starting guesses, the dataset consists of domain boundaries in many different orientations.

First, two regular fitting routines were run as control experiments. Both traversed the dataset in the traditional raster–order row by row from top left, as it was stored

\[ G(x) = ae^{-\frac{(x-b)^2}{2c^2}}, \]

\[ L(x) = \frac{ae}{(x-b)^2 + c^2}, \]

where $a$ is the height of the curve, $b$ the position of the center of the peak, and $c$ controls the width of the peak.

---

5 Gaussian and Lorentzian functions for real constants $a$, $b$ and $c$ are defined as
Fig. 5.14 The local SAMFire strategy fitting dataset. The yellow line marks the sudden A to B domain boundary, as shown in Fig. 5.12(c). (a) The seed pixel. (b) As defined, the seeds neighbours have the highest $P$ values and are fitted next. (c) Propagating fitting front (marked in green) emerges as SAMFire proceeds.

in memory. The first approach used the last known optimization value as the starting guess for the next pixel. In the second case, a constant starting guess (matching the B domain) was used throughout. Note that the synthetic dataset was intentionally created such that even with the peaks reversed, the conventional optimizers managed to find a local minimum (corresponding to LM2 in Fig. 5.1). If this was not the case, optimizers would have diverged in most pixels (as often happens with real-life examples), preventing comparisons of the results. The $\chi^2_{\text{red}}$ distributions for both methods are shown in Fig. 5.13. According to its definition, best fits correspond to $\chi^2_{\text{red}} = 1$, with overfitting and underfitting occurring below and above this value respectively. Based on my experience fitting real spectral datasets, $0.5 < \chi^2_{\text{red}} < 1.5$ typically corresponds to sufficiently good fits. Both conventional methods managed to fit around 70% of pixels well, which corresponds to the fraction of pixels in the domain B. The rest were fitted poorly, $\chi^2_{\text{red}} >> 1$, due to the algorithms not being able to adapt to different domains and converging on a local minima. Crucially, using the (a) “last-result” starting guess estimates around 7% of pixels were fitted extremely poorly, with $\chi^2_{\text{red}} \approx 28$.

Seed pixels, if possible, should be chosen to contain as much information as possible by selecting pixels that require the most degrees of freedom and components to fit. For the dataset all possible seed pixels in this sense were equal, thus one that resulted in a visually interesting fitting path was chosen, as seen in the supplementary movie. SAMFire was initialized with just one pixel already fitted as a seed to learn from, shown in Fig. 5.14(a). As the dataset structure is known, a yellow line marks the sudden change from domain A to B, as shown in Fig. 5.12(c). Once the starting pixel was given, the local strategy was used to calculate the potential as described previously. As $P$ was
Fig. 5.15 (a) Fitted pixel spatial distribution when local strategy finished. (b) Gaussian centre parameter value distribution at the same point as (a). The two domains can be clearly identified as peaks in the histogram. In (a) unsuccessful fits are shown in red, with other colours corresponding to regions in (b). (c) The final $\chi^2_{\text{red}}$ SAMFire distribution, with all pixels successfully fitted.

highest near the seed, the pixel’s neighbours were fitted next, shown in panel (b). As the local strategy proceeded, good fits resulted in high $P$ values and accurate starting guesses, which in turn often allowed better fits. On the other hand, with only the local information available for each pixel, SAMFire failed to find a good fit for domain $B$ and was not able to cross the domain boundary. Such positive feedback and containment created a propagating “fitting front”, marked in green in Fig. 5.14(c). When the front reached the dataset region with smooth $A$ to $B$ transition as shown in Fig. 5.12(d), the local strategy was able to successfully follow parameter shifts, allowing the fitting front to propagate into domain $B$.

Once finished, the local strategy ended up not fitting 6% of pixels, shown in red in Fig. 5.15(a), and the global strategy was employed to finish fitting the dataset. Fig. 5.15(b) shows the relative frequency for one of the parameters from the model. The two domains can be clearly seen from the histogram. Regions, corresponding to parameter value ranges are marked with identical colours in both (a) and (b) panels of the figure. Once
Table 5.1 Table giving performance metrics when performing the fits for the three synthetic datasets given in section 5.4 on a laptop with Intel® Core™ i5-3320M CPU @ 2.60GHz × 4.

<table>
<thead>
<tr>
<th>Dataset</th>
<th>Metric</th>
<th>Traditional</th>
<th>SAMFire</th>
<th>Improvement</th>
</tr>
</thead>
<tbody>
<tr>
<td>PES</td>
<td>time (s)</td>
<td>189</td>
<td>350</td>
<td>x1.8</td>
</tr>
<tr>
<td></td>
<td>correct (perc)</td>
<td>67</td>
<td>100</td>
<td>33</td>
</tr>
<tr>
<td>EELS</td>
<td>time (s)</td>
<td>676</td>
<td>219</td>
<td>x0.3</td>
</tr>
<tr>
<td></td>
<td>correct (perc)</td>
<td>99.9</td>
<td>100</td>
<td>0.1</td>
</tr>
<tr>
<td>Spiral</td>
<td>time (s)</td>
<td>714-1362</td>
<td>1112</td>
<td>x0.8-1.5</td>
</tr>
<tr>
<td></td>
<td>correct (perc)</td>
<td>22-32</td>
<td>100</td>
<td>68-78</td>
</tr>
</tbody>
</table>

Histograms were evaluated, this global information was used as described in section 5.2.2 to successfully fit the remaining pixels. Fig. 5.15(c) shows the final $\chi^2_{red}$ distribution, with all pixels well within the [0.5, 1.5] “good fit” window. A movie of SAMFire fitting the synthetic dataset is available in the supplementary CD.

5.5 Performance

The fitting performance when analysing the three synthetic datasets on a laptop with Intel® Core™ i5-3320M CPU @ 2.60GHz × 4 is given in table 5.1. Traditional fitting running times for the simulated BN EELS data are relatively low due to the optimizer getting stuck in a false minimum, thus converging on an incorrect solution for all subsequent pixels abnormally quickly. Depending on the particular fitting problem, SAMFire improves the fraction of correct fits or reduces the running time, or both.
Chapter 6

Big Data

As measurements become increasingly data-rich and specimens more complex, many sciences experience “data explosion” [99]. The phenomenon always presents itself similarly, however the peculiarities differ from one field to the next. While previously found solutions often cannot be applied directly in other sciences, many general approaches can be reused and learnt from. The big data problem for electron microscopy in the light of other fields will be described in section 6.1. An overview of the available tools and the implemented solution will be laid out in sections 6.2 and 6.3. An example workflow that previously would have required expensive dedicated hardware is described in section 6.4.

6.1 Motivation

The modern computer can be said to be the main tool of many scientists. Computers are used throughout all stages of a modern scientific discovery, from running most experiments, some completely virtual in the form of simulations, to the final data analysis and visualization. While many large-scale international projects rely on significant computational resources (CERN, LIGO and others), few electron microscopy labs can offer dedicated data analysis hardware for all its users. As a result, being able to use consumer-grade personal computers (PCs) is of paramount importance.

Until recently, the self-fulfilling prophecy of Moore’s law [132] allowed many analysis methods to be developed and easily applied to the data, as it usually fit comfortably in the computer memory. However, in recent years the analysis of the EM data has become significantly more demanding and important [133–135], sometimes justifying the term “computational electron microscopy”. With both the specimens and experiments becoming more complex, and microscopes operating faster and achieving higher resolution, the average PC memory is quickly outpaced by the growing scientific needs.
As briefly mentioned in section 4.2.1, one of the primary issues is that many of the current analysis and data-handling software solutions rely on being able to store the full dataset in the computer memory. If this first step is not possible, no further analysis or visualization can take place, effectively rendering the data useless unless a more powerful machine is used. Even if the software is able to open the dataset, in most cases further memory is required to store the results of any calculations, limiting the largest datasets that can be analysed on average workstations.

The matters are often complicated further if a machine learning algorithm is to be used for the analysis. Such methods greatly benefit from large datasets, thus incentivizing scientists to collect more data for better results. On the other hand, sometimes due to the nature of the experiment only a subset of the acquired dataset is needed for the analysis, but the measurements cannot be targeted sufficiently well to acquire the needed data. With such overly-rich data, many redundant calculations (requiring additional memory) have to be performed as intermediate steps in order to draw the final conclusions. Fortunately, a number of different solutions exist to facilitate both types of analyses.

6.2 Frameworks

In the data processing fields there are numerous ways to approach “big data”. Historically, large datasets were first analysed on distributed clusters. Such structures can be thought of as an array of nodes, where each node is similar to a normal PC, with its own memory and processing units. By connecting them to an exceptionally fast network, the full structure can be effectively treated as one supercomputer. Crucially, each node could perform its computations in parallel with all other nodes, as long as the whole process was orchestrated well.

“MapReduce” [128] framework by Google, shown in Fig. 6.1, resulted in a major break-through in the field. It offered a way to orchestrate and parallelize operations on the many-node supercomputers. In particular, the algorithm managed loading a chunk of the large dataset in each node, then applying the same function for each chunk across all nodes (“map”). The map results then had to be “reduced” in groups (e.g. counting items in each group), which was done by the intermediate result shuffling step to appropriate workers, before actually running the reduction function. After that, the result was written back to disk. The split-load-map-shuffle-reduce-write workflow is suitable for many big data applications in both industry and sciences [136–140], however the largest MapReduce limitation was the inability for the process to reuse previous
results without storing them to disk, hence rendering most iterative algorithms unsuitable for the framework.

Inspired by these MapReduce limitations, an improved implementation, known as “Spark” [129] (later “Apache Spark”) was suggested and quickly popularized by the Berkeley group. The main idea of the framework involves expressing the computations as operations on “Resilient Distributed Datasets” (RDDs) [141] that the Spark engine is able to optimize and execute in parallel on the cluster. This is only possible due to the RDDs keeping track of their lineage: each RDD keeps track of the function that generated it. By writing computations using RDDs, algorithms were effectively expressed as Directed Acyclic Graphs (DAGs), as shown in Fig. 6.2. Having the full DAG is useful on many different levels – it allows culling unnecessary operations that are not used for the end result, offers more insight for memory management, for example keeping intermediate results if they are required for the next function, and enables lazy\(^1\) evaluation while constructing the algorithm.

While Spark and RDD offer significant improvement over MapReduce, a number of design decisions still limit the usefulness of the framework. Not giving the user direct access to the data chunks is arguably the most important Spark drawback – all allowed operations have to operate on the full RDD and not its parts. This restriction severely

---

\(^1\)Lazy evaluation is an evaluation strategy, where an expression is only computed when (and if) the results are requested [142–144]. This allows potentially infinite data sources and various other optimizations.
limits the use of the tiled (blocked) algorithms\(^2\) which have been shown to perform well on such clusters [146, 147]. Unless it has been explicitly implemented in the Spark engine, adding new blocked algorithms is relatively difficult. Finally, while it is possible to run Spark on a single machine, it is generally only recommended for testing purposes, further limiting its usefulness for EM data analysis on traditional PCs.

In late 2014 Rocklin presented another similar framework called “dask” [105]. The idea of dask was to use the DAG as the core concept, and build the structure from there without abstractions like the RDD (Fig. 6.3). This resulted in a framework that not only inherited the laziness, but also allowed direct access and manipulation of the DAG and its members – most often the data chunks. Such freedom allowed users to implement blocked algorithms easily and straightforwardly. The downside of dask is that the framework is not aware of the large-scale computations, meaning only the DAG (not the algorithm) can be optimized automatically, and many possible optimizations are left to the algorithm implementor. Another great advantage of dask is its administrative side. From the beginning, dask was intended to efficiently run on a single machine (and only later expanded to be able to run on thousands of cores in a cluster), thus the setup is virtually non-existent and very user-friendly.

---

\(^2\)Tiled (blocked) algorithm is an algorithm that performs matrix operations by dividing it into many smaller submatrices and their operations to construct the final result block by block [145]
6.3 Implementation

The proposed implementation uses dask to solve the big data problem. Named “LazySignal”, it has already been added to the HyperSpy toolbox [101]. Instead of attempting to load the full dataset, LazySignal constructs a dask DAG, where each node only loads a particular chunk of the data, as expected by the tiling algorithms. Any further operations are then just added to the graph lazily. Once a result that cannot be left lazy (for example, the visualization of the dataset) is required, dask uses the graph to identify branches that can be run in parallel. If suitably small chunks were chosen, each branch and its results fit comfortably in memory, allowing performing operations on the large datasets. In practice, the best-performing chunk size is significantly smaller than the standard available memory, allowing running the computations on multiple computer cores at once.

Standard machine learning algorithms, as described in section 4.1.2, are, however, more problematic. While there are matrix decomposition implementations [148] for tiled matrices, for best performance the total data tensor should be “tall and skinny” [149]. Unfortunately, most experiments produce fairly square data tensors, leading to the
algorithms still requiring too much memory for common computers. Instead, the traditional PCA and NMF formulations were replaced by “online” versions [102, 103]. Online machine learning algorithms are created for potentially infinite data sources, such as the Internet. They approximate a conventional algorithm by iteratively refining the learnt results (in PCA and NMF case components) with each new datum that is presented. By supplying such an algorithms with small data chunks, LazySignal is able to extract the components from very large datasets. The main drawback of such an approach is that for accurate loading maps the dataset should be read twice: the first time to learn the components, and the second – to project the data on them and calculate the loadings with the final component versions that hopefully converged. On the other hand, a potentially infinite data source (a microscope) could be used to generate data and extract the components while the experiment is still being performed.

6.4 Example workflow

In order to illustrate the possibilities of the LazySignal framework, I will describe a typical workflow that was previously effectively impossible due to the size of the dataset. The data in question was acquired on a transmission electron microscope (TEM) by scanning the focused beam across the sample and measuring a 2D diffraction pattern (DP) at each location, resulting in a 4-dimensional scanning electron diffraction (SED) dataset.

With the data recorded as integers in $0 - 255$ range, the full dataset amounts to over 32 GiB and is already prohibitive for conventional data loading approaches on most consumer-grade computers. Nevertheless, LazySignal allows opening multiple such files on a conventional laptop. In fact, until further operations are performed, only the general information about the data is read: the dimensions of the tensor and how many bytes each element would require if loaded. This in effect sets up the internal infrastructure for future processing. In particular, it chunks the dataset in such a way that each DP is always whole in one chunk, and real-space is subdivided into sub-regions.

Next the dataset is explored by plotting. This can be done in a number of ways, but the most often encountered method plots a particular DP from the selected real-space position, recreating the exact image measured during the experiment. As this follows both acquisition and chunking schemes, the operation is perceptually instantaneous and no different if data were loaded conventionally. Behind the scenes, only the chunk that contains the currently plotted DP is loaded at any point. This can also be extended with Regions Of Interests (ROIs) of various shapes, where all real-space pixels inside the ROI
Another often much-revealing way to plot SED data involves forming a Virtual Dark Field (VDF) image. It entails selecting a pixel in the DP and forming the VDF at all real-space positions using the selected reciprocal-space pixel. As shown in Fig. 6.4, even a single VDF formation requires loading all chunks of the dataset. While the process takes around 2 hours when using other software, HyperSpy with LazySignal performance is bound by the disk reading speed and takes under a minute to perform an identical operation.

Once the goal of the analysis is clear, the data is usually re-cast as floating-point values for higher precision. If the dataset was loaded conventionally, this would increase the required memory 8-fold to 260 GiB. In the LazySignal framework, however, such re-casting operation merely gets added to the end of the DAG and is performed on each chunk only if it is required for further processing.

Most analysis and other processing methods are defined for one DP, and applied repeatedly on all real-space pixels of the dataset. For example, if the direct beam spot drifted from the centre of the DP during the course of the experiment, it could be
easily fixed for each pattern in post-processing. Using the LazySignal “compute-only-when-needed” framework such alignments become much cheaper to perform. Instead of replacing the loaded data with the post-processing result or doubling the required memory to store it, each DP is only aligned when required. Chaining such operations allows forming complex processing routines on large datasets without expensive hardware. If the mentioned data were plotted after alignment, first the chunk with the required real-space pixel would be loaded from the disk, then the integer-type data would be re-cast in higher precision and aligned as required. Because both re-casting and alignment are relatively cheap operations, both can be performed faster than perceptually noticeable, irrespective of the size of the dataset.

LazySignal framework also works well with significantly more complex analysis methods. For example, both traditional non-linear optimization and SAMFire can be successfully run on such data without any changes. As already mentioned, if machine learning methods such as PCA or NMF are required, their online versions are also included in LazySignal: this allows us to iteratively perform the decompositions in two steps. First, the “factors” are learnt by loading each chunk (also performing any required pre-processing) and supplying this information to the online algorithm. After the data were read once and suitably accurate factors are estimated, each chunk is loaded the second time to project it in the learnt factor space. While such processing is slower and only an approximation of the traditional algorithms, it requires significantly less computer memory.

Finally, LazySignal framework supports operations in a distributed computing environment, which speeds up computations by loading the dataset into the distributed memory. Even though groups of chunks are read in each machine’s memory, complex operations requiring information transfer (such as forming a VDF) can still be run. Most importantly, such distributed environments are cheap and simple to setup on online services providers, making them available for most scientists.

6.5 Performance

The LazySignal and traditional method performances when summing all values in various datasets are shown in table 6.1. Due to the laptop running usual background processes, only around 8GB were available for computations. While the additional requirement of more memory for operations and result storage prevented from opening even 8GB

A laptop with Intel® Core™ i5-3320M CPU @ 2.60GHz × 4 with 12GB of RAM memory, running Linux.
Table 6.1 Table giving running times summing all pixels of respective datasets. Performed on a laptop with Intel® Core™ i5-3320M CPU @ 2.60GHz × 4 with 12GB of RAM memory, running Linux.

<table>
<thead>
<tr>
<th>Dimensions</th>
<th>Representation</th>
<th>Size (GB)</th>
<th>Method (s)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>Traditional</td>
<td>LazySignal</td>
</tr>
<tr>
<td>2048 × 2048</td>
<td>u-int (8bit)</td>
<td>0.004</td>
<td>0.004</td>
</tr>
<tr>
<td>(Traditional TEM image)</td>
<td>u-int (16bit)</td>
<td>0.008</td>
<td>0.003</td>
</tr>
<tr>
<td></td>
<td>float (32bit)</td>
<td>0.016</td>
<td>0.002</td>
</tr>
<tr>
<td></td>
<td>float (64bit)</td>
<td>0.032</td>
<td>0.003</td>
</tr>
<tr>
<td>1024 × 1024 × 2048</td>
<td>u-int (8bit)</td>
<td>2</td>
<td>1.8</td>
</tr>
<tr>
<td>(Traditional STEM EELS)</td>
<td>u-int (16bit)</td>
<td>4</td>
<td>1.7</td>
</tr>
<tr>
<td></td>
<td>float (32bit)</td>
<td>8</td>
<td>–</td>
</tr>
<tr>
<td></td>
<td>float (64bit)</td>
<td>16</td>
<td>–</td>
</tr>
<tr>
<td>256 × 256 × 256 × 256</td>
<td>u-int (8bit)</td>
<td>4</td>
<td>3.9</td>
</tr>
<tr>
<td>(Traditional SPED map)</td>
<td>u-int (16bit)</td>
<td>8</td>
<td>–</td>
</tr>
<tr>
<td></td>
<td>float (32bit)</td>
<td>16</td>
<td>–</td>
</tr>
<tr>
<td></td>
<td>float (64bit)</td>
<td>32</td>
<td>–</td>
</tr>
<tr>
<td>256 × 256 × 2048 × 2048</td>
<td>u-int (8bit)</td>
<td>256</td>
<td>–</td>
</tr>
<tr>
<td>(Potential SPED map)</td>
<td>u-int (16bit)</td>
<td>512</td>
<td>–</td>
</tr>
<tr>
<td></td>
<td>float (32bit)</td>
<td>1024</td>
<td>–</td>
</tr>
<tr>
<td></td>
<td>float (64bit)</td>
<td>2048</td>
<td>–</td>
</tr>
</tbody>
</table>

datasets, LazySignal framework was able to successfully finish the operations, while never requiring more than 2GB additional memory.

The datasets were generated using either numpy or dask.array libraries, containing only ones in each position. The sum result was checked to be equal to the number of elements in the dataset. The dataset dimensions and representations were picked to be representative of typical or potential EM datasets.
Chapter 7

Monitoring the Stark effect in quantum disks

This chapter includes work published in:


In particular, TO pre-processed and analysed the datasets and produced the figures unless otherwise noted.

By growing semiconductor crystals with a high degree of control, a new generation of potential optoelectronic devices with exciting properties have been achieved in laboratories [150–152]. One example is nanowires (NW) grown with quantum-confined heterostructures of different materials in layers called Quantum Disks (QDisks). One such class uses III-nitride structures for light emitting diodes (LEDs) in the visible-ultraviolet range [153, 154].

To engineer such NWs for practical use, a more thorough understanding of the various effects changing their performance is required. It has been shown [156, 157] that a high electric field is present inside such crystals due to strain. In turn, the high field gives rise to the so-called Quantum Confined Stark Effect (QCSE) [158, 159], where the electron and hole energy levels (p-doped and n-doped bands) are pushed closer together in energy, leading to a redshift of the emission wavelength of these structures (Fig. 7.1).
Monitoring the Stark effect in quantum disks

[Fig. 7.1 (a) Electronic band structure sketch with no electric field. Red lines and green curves mark energy levels and wavefunctions respectively. (b) Band structure with the strain-induced electric field (QCSE). Both transition energy and wavefunction overlap are reduced. (c) Accumulating charge carriers screen the strain-induced field, undoing the QCSE. Adapted from [155].]

Additionally, if the physical width of such quantum wells (or in this case the thickness of the quantum disk) is large enough, the electron and hole wavefunctions are “squeezed” in the opposite directions, reducing the overlap and hence transition probability between the bands. The described QCSE changes if the quantum structure is driven strongly enough, complicating attempts to study it. Namely, if the carrier injection into the crystal rate exceeds that of the recombination, electrons and holes accumulate in the bands. The free charge carriers (CC) screen the aforementioned internal electric field, reducing the effects of QCSE. Thus as the CC density increases, the transition energy redshift gets undone (effectively blueshifting the emission). The screening also makes the energy levels flatter, hence increasing the carrier wavefunction overlap, increasing the transition probability and the photon emission rate (Fig. 7.1(c)). On the other hand, with increasing carrier density, high-order effects become dominant. One such example is the Auger effect, where the excess energy is not released as a photon, but instead is transferred to a third charge carrier, detrimental to the quantum structure performance [160].

Although the interplay of these two effects is thought to be the main cause of the so-called “efficiency droop” for QDisks and similar crystal structures [160–162], the contributions of each effect has proved difficult to isolate and evaluate in 3D materials.
7.1 Experiment

The specimens of interest were GaN NWs, each containing 20 GaN/AlN QDisks, shown in Fig. 7.2. The NWs were grown by catalyst-free plasma-assisted molecular beam epitaxy, as described in [116, 166]. Each GaN QDisk increased in thickness from $\sim 1\,\text{nm}$ to $\sim 4.5\,\text{nm}$ in the growth direction, while the AlN barrier thicknesses varied much less and randomly between $2.6\,\text{nm}$ and $3.6\,\text{nm}$. The spectroscopic measurements were performed using a CL-STEM setup described in [166], with the sample kept at $\sim 150\,\text{K}$ using a cold finger during experiments.

In order to achieve highly different CC densities in the sample, both beam current and dwell times per pixel were varied over orders of magnitude: 0.1 to 600 pA and 20 ms to 10 s respectively. The experimental beam current was measured using the EEL spectrometer as a Faraday cup.

The aim of the study was to investigate how CC density influences the emission peak properties. Under the QCSE interpretation, two possible scenarios are possible for a QDisk and some electron beam current:

1. The beam induces CCs at a rate lower than the recombination, and emission at constant energy and proportional to the current is measured.

2. The beam induces CCs faster than the recombination rate and electrons and holes start to accumulate. With high CC densities not only high-order effects become more pronounced, but also the free CCs partially screen the internal electric field, resulting in two separate measurable effects:

Fig. 7.2 HAADF image of a NW with individual QDisks studied later marked.

using the traditional photoluminescence methods [163–165]. Instead, we used a different approach by probing such NWs using CL-STEM.
(a) QCSE gets “undone”, effectively blueshifting the emission.
(b) Electron and hole wavefunction overlap increases, increasing the emission intensity.

If the electron beam currents allow a probing of the second regime, the emission energy can be used as a proxy to monitor the CC density while observing the intensity variations. A transition from constant to intensity-dependent emission energy marks the break point between the two regimes, allowing an estimate of the recombination rate.

7.2 Analysis and Results

As the electron probe scanned the specimen, a smoothly varying CC density was induced at any one point on the sample. This led to emission peaks smoothly appearing (due to different QDisks being hit with different intensities by the probe) and shifting in energy. As ML methods are not suitable for tracking smooth changes in energy space, the analysis was performed by fitting a Lorentzian peak in the wavelength domain.

The main analysed dataset consisted of ten spectral images (SIs) of the same NW acquired at different currents and dwell times. Due to vastly different experimental parameters, some SIs were of significantly worse quality than others. In order to provide an unbiased collection of fitting results, we used the SAMFire algorithm (chapter 5) to facilitate changing models, robust fitting suitable for different data quality, and a large number of spectra to fit.

The first experimental evidence of a possible link between carrier density and the emission energy and intensity can be seen from a separate NW with an isolated emitting QDisk measurement, shown in Fig. 7.3(a-d). Pixels within the corresponding total intensity windows in (b,c) were extracted and spectra averaged in (d). The expected trend of higher intensities corresponding to higher energies can be seen. As the corresponding selected pixels tend to be further from the geometrical centre of the QDisk, such an effect could also be explained by different energy emission of different parts of the QDisk. To disprove such a possibility, a virtual dataset was formed from the ten SIs of the main dataset. By extracting the pixels closest to the geometrical centre of QDisk#10 across all SIs with different beam energies, a similar behaviour was recovered, shown in Fig. 7.3(e). Individual measurements of energy and intensity of the emission from all parts of QDisk#10 across all ten SIs are shown in panel (f), with no signs of beam damage. For further verification, collaborators performed theoretical simulations of energy-intensity relations for previously measured NWs [116], supporting the QCSE interpretation.
Fig. 7.3 (a) ADF image of a NW containing two QDisks. (b) CL emission map for the same region. Only one of the QDisks emit. (c) Regions of the map with emission in the corresponding intensity windows, and (d) the averaged lineshapes for those regions. (e) CL intensity from the geometrical centre of QDisk#10 with varying beam currents, formed in post-processing. Similar emission energy–intensity behaviour is recovered. (f) Emission energy as a function of emission intensity from all parts of QDisk#10, considering all ten SIs. Colours in (e,f) indicate different electron beam currents.

The fitting analysis results of seven selected QDisks from the ten SIs are presented in Fig. 7.4. QDisk#6 displays a flat energy-intensity region, where the emission energy stayed roughly constant with the intensity increasing over two orders of magnitude. Within the QCSE interpretation this corresponds to carrier injection being lower than the recombination rate, and the “break point” in the curve at $\sim 3 \times 10^4$ counts/s allowed us to estimate the recombination lifetime to be $\sim 100$ ns [116]. This was consistent with similar results in literature [159]. The estimated energy-intensity curves for QDisks#8-10 show a maximum intensity of $\sim 2 \times 10^6$ counts/s that that was measured at multiple
Fig. 7.4 Bivariate histograms of emission energy as a function of the emission intensity for seven QDisks, with different electron beam current measurements combined. Each data point has been spread according to its standard deviation. This allows interpreting the shown colours as probability of finding a spectrum with particular emission energy and intensity. Values larger than 1 correspond to more than one such spectrum in the full dataset, thus the sum of the images equals the total number of spectra considered, 15790. Only QDisk#6 shows a flat region, where energy stays approximately constant with increasing intensity. The “break point” (indicated by a line) allows to estimate total recombination rate.

excitation energies and with different driving currents, as more explicitly shown for QDisk#10 in Fig. 7.3(f). As the internal electric field (via the QCSE) was the only factor changing the emission wavelength, this upturn shows that increasingly larger CC densities were created during the measurements, however the emission intensity did not increase, leading to the first sign of the efficiency droop. Finally, QDisks#14,16,19 show that thicker QDisks contained more non-radiative paths for the CC recombination, hence significantly reducing the overall emission.

Band filling was considered as one of the possible explanations for the constant intensity with increasing injection rate. Previous photoluminescence studies of similar structures found that when the electronic bands are full, the FWHM of the emission increases and the energy saturates [167]. To compare, emission properties from geometrical centres of the QDisks in question were carefully extracted. Fig. 7.5 shows the energy increase with current with the FWHM varying little over the range.
Fig. 7.5 (a) FWHM as a function of intensity of the emissions from the centres of the QDisks. Little variation can be seen for most QDisks across over three orders of magnitude of intensity. Although with decreasing estimation confidence, QDisks #14 and #16 show some systematic increase in FWHM. (b) emission energy as a function of the beam current, with no consistent saturation energy.

Fig. 7.6 Estimated emission efficiency with the beam hitting the geometrical centre of each QDisk. Lines correspond to fitted ABC models. A drop in efficiency past 1 pA current can be clearly seen, reminiscent of the droop in nitride LEDs.
External Quantum Efficiency (EQE) is an important measure for optoelectronic devices, in this case corresponding to the number of emitted photons per incident electron. Emission rates with the beam directly hitting the geometrical centre of the QDisks were extracted and then converted to photons per second. The calculations of conversion factor to estimate emitted photons per measured counts are explained in more detail in [116]. Considering all factors, the sample emitted approximately 30 photons per detected CCD count. The measured EQE factors for various electron currents are shown in Fig. 7.6, indicating that 7 to 100 electrons are required to generate a single photon. A clear droop in emission probability can be seen above $4 \times 10^7$ electrons per second. It cannot be attributed to the QDisks changing due to irradiation damage, as the process is reversible.

A similar and well researched droop may be observed in nitride LEDs. To explain it, the so-called “ABC” model is used [161], shown as fitted lines in Fig. 7.6. With no CC leakage due to the AlN barriers, three mechanisms contribute to EQE with different CC density dependencies. Non-radiative defect contributions, represented by the A term, are modeled to have linear dependency on the density $n$: dominant at low, but negligible at high $n$ values. The B term usually denotes the radiative efficiency. It is considered to have $n^2$ dependency, however it has been shown to tend towards $n^1$ at high densities [168]. While this prevents theoretically perfect EQE, it cannot account for the observed droop [161]. Finally, the C term in the model represents the detrimental Auger effect contribution with $n^3$ dependency. It becomes dominant at high $n$ values, successfully explaining the observed efficiency droop.

It is much more difficult to apply such analysis to the measured QDisks due to the internal electric field screening, which changes the wavefunction overlap, adding extra complexity to A and B terms in the model. Nevertheless, the model can be used as a framework for reasoning about the cause of the measured effect. In particular, the changes in interaction probability are supposed to be the same for both non-radiative (A) and radiative (B) contributions, and thus are not able to account for the droop. What is left is the C term of the model, the Auger effect, supported by similar findings in LEDs [160].

Fig. 7.6 also allows estimating emitted photons per second. In particular, it shows that these systems could not emit at higher than the measured $10^7$ photons per second no matter how strongly driven, with the maximum EQE achieved at roughly 1 pA. Considering that the electron velocities in SEMs are significantly smaller and interactions are stronger, it is likely that many conventional CL-SEM setups create much higher carrier
densities even with low currents, thus operating in the droop regime and overshooting the optimal efficiency.

7.3 Conclusions

A nanowire with multiple GaN QDisks separated by AlN barriers was investigated measuring the CL emission in a TEM across four orders of excitation intensity magnitude. The measured emission energy–intensity relations were investigated with 1 nm spatial resolution for seven QDisks, supporting the QCSE interpretation. The emission efficiency droop was measured to be present with beam currents above approximately 10 pA, and tentatively attributed to the Auger effect.
Chapter 8

Quantifying elemental and bonding maps in 3D in a TEM

This chapter includes work that is prepared for publication as:

Francisco de La Peña, Tomas Ostaševičius, Rowan K. Leary, Caterina Ducati, Paul A. Midgley, and Raúl Arenal. Quantitative three-dimensional elemental and bonding mapping of a complex hybrid nanoparticle

In particular, RA and FdlP conceived the experiment, RA, FdlP and RKL performed the tomo-EELS measurements, TO came up with the fingerprinting algorithms, TO fitted the spectra, FdlP and TO performed the EELS quantification, FdlP and RKL performed the 3D-CS tomography.

Nanoparticles and other nanostructures have been a major part of many research fields due to their potential to have a high impact on our lives – from medical applications [25], to LEDs [153, 170]. The ability to efficiently determine nano material properties and structure is of paramount importance. The behaviour of such materials is controlled not only by their chemical composition and electronic state (bonding), but also by their shape and size. As a result, measurement techniques able to provide all the required information are of great interest.

The Transmission Electron Microscope (TEM) has been the cornerstone of nanocharacterization because of its ability to quantify chemical composition and determine specimen morphology with atomic spatial resolution [1]. In particular, the most general way to determine the atomic species that constitute the sample involves either energy-dispersing
the emitted X-rays, or measuring the electron energy loss spectrum (EELS) as the electron passes through the sample.

However, as in bulk materials, in order to fully describe the particle and its properties, the chemical composition alone is often not enough. An experiment that not only determines the positions and species of atoms, but also their immediate surroundings is significantly more useful. There have been two ways to attempt to extract such information. The first involves atomic resolution scanning TEM (STEM), where each atom species is determined from the measured signal (either high-angle annular dark field (HAADF) [171, 172] or EELS [4]). For such an experiment, the specimen should be very thin, often just tens of layers of atoms, making the technique less than ideal for morphologically-complex large particles.

The alternative measurement uses STEM-EELS, which is capable of both absolute quantification and determining the chemical composition, all without the need to use standards [4]. For the local atomic surroundings, it uses the fine EELS spectral features in the few tens of eV following the elemental edge onset. The so-called energy loss near edge structure (ELNES), described in section 2.1.2, can be directly related to the local density of states of the measured atom. Importantly, the ELNES features stay present and meaningful even if the spatial resolution of the EELS map is significantly worse than atomic. This opens a way for a much faster nanocharacterization, where the necessary experimental spatial resolution is determined only by the specimen morphology.

Finally, the 3D morphology for sufficiently complex structures has been shown to be of key importance for their properties. Even though the STEM-EELS measurement produces two-dimensional elemental or bonding maps, electron tomography [173] provides a way to reconstruct 3D information. Such EM tomography of individual nanoparticles is usually performed by measuring the quantities of interest in as many different directions as possible, often with $1^\circ$ steps. Many samples are not able to withstand such radiation damage without significant changes, breaking the key assumptions of tomography [173]. Compressed-sensing (CS) techniques have been used to successfully side-step this requirement by reducing the number of required projections by using various assumptions about the information content of the projections [52, 174, 175].

### 8.1 Methods

To the author’s knowledge, there are just three examples of bonding tomography in the scientific literature [21, 176, 177] to date. Jarausch [21] investigated the 3D distribution of silicon oxidation states in a cylindrical nanopillar of diameter $\sim200$ nm (Fig. 8.1).
This allowed the researchers to assume that multiple scattering was approximately constant throughout the dataset and use the traditional curve fitting approach to extract qualitative tilt-series by fitting oxidation states with respective fingerprints. The signature EELS signals were estimated from selected areas of the specimen, where each state was dominant. This step again relied heavily on the fact that the effects of multiple scattering were approximately identical across all spectra. The bonding maps are the input for the tomographic approach of choice, reconstructing each state 3D distribution independently.

The second approach, shown by Goris [176], follows a significantly more computationally demanding route. The specimen of interest was composed of $\sim 10\, \text{nm}$ ceria nanoparticles, where multiple scattering effects were negligible (Fig. 8.2). One tomographic reconstruction per energy channel of the full recorded EEL spectrum was performed, such that their combination allowed extracting a spectrum from any voxel. Fitting those spectra with a linear combination of oxidation state fingerprints from thin standards allowed an estimation of their abundance in 3D. This approach is not only exceptionally computationally demanding (and hence subject to tomographic reconstruction artefacts more than others), but also applicable only to specimens where multiple scattering, to a good approximation, is not present.

The final ELNES quantification, presented by Torruella [177], reconstructed the 3D abundance distributions of iron oxidation states in a $40\, \text{nm}$ cubic core-shell nanoparticle (Fig. 8.3). The corresponding tilt-series maps in this case were extracted from the full EELS dataset using a blind source separation machine learning technique without using standards or references. While such an approach has the advantage of learning the
Fig. 8.2 (a) HAADF-STEM reconstruction of the investigated particle, (b) reconstruction visualizations of ceria with different valency, and (c) slices through the volumes in (b). Figure from [176].

Fig. 8.3 3D surface visualization of iron nanoparticle core and shell, with (a) only core, (b) only shell and (c) both core and shell visible. Figure adapted from [177].

fingerprints automatically, it is applicable only in cases without significant multiple scattering. The 3D reconstructions were performed using a compressed sensing (CS) electron tomography algorithm, with additionally imposed mirror symmetry to double the number of effective tilts for the reconstruction.

It is important to note that in all three examples the final intensity was in arbitrary units. Furthermore, in all cases multiple scattering was assumed to be either negligible or constant throughout the specimen, hence significantly restricting the applicability of these techniques.

This chapter describes how a combination of the quasi-simultaneous acquisition of low-loss (LL) and high-loss (HL) EEL spectra and novel analysis techniques has enabled truly quantitative analytical tomography without the need for standards and not limited
to specimens with constant or weak multiple scattering. First, after pre-processing the dataset for measurement artefacts, the fingerprints were extracted using one of the algorithms suggested in section 8.1.1. The procedures do not put any constraints on multiple scattering conditions by using the simultaneously measured LL signal. Then the reference single scattering distributions (SSDs) were fitted as described in section 2.1.2 for the full dataset. As the resulting model contained multiple elements, each with multiple corresponding SSDs (up to four), the SAMFire algorithm (presented in chapter 5) was used to increase the stability of the solutions and ease the analysis. The resulting intensity maps can be directly converted to atoms with the particular oxidation state per pixel area. In addition, curve fitting allowed a calculation of an estimate for the errorbars of the results. The 3D reconstruction was performed using a CS tomographic algorithm, explained in section 8.1.2, capable of using both the tilt-series and the corresponding confidence weights, calculated from the errorbars that were estimated whilst fitting. Therefore the resultant 3D distributions are measured in numbers of atoms of particular species and oxidation state in each voxel, an example of state-of-the-art quantitative analytical tomography of highly complex nanoparticles.

8.1.1 Extracting “fingerprint” spectra

As the thickness of the investigated particle varied from just a few to almost 100 nm, multiple scattering contributions changed drastically throughout the area of interest. As a result, conventional blind source separation methods to extract the corresponding “unmixed signals” were unsuitable and a more robust algorithm was sought.

We propose two curve fitting based approaches to extract SSDs from EELS measurement maps, where HL and LL signals are available. Neither algorithm uses any form of deconvolution, but instead relies on modelling an already broadened SSD, as will be explained in more detail in section 8.3, eq. (8.5). Both start with preparing the datasets by removing various measurement artefacts, such as beam energy drift, X-ray spikes, removing the detector afterglow effects and normalising detector pixel gain. Both the LL and HL signals are de-noised using Principal Component Analysis (PCA) and examined. The LL signal (or EELS maps) will be used as an effective point-spread function for each of the SSDs, and thus should be as artefact-free (both PCA and measurement) as possible in both energy-loss and energy-gain regions of the spectrum. In addition to ensuring that the HL spectra are artefact-free in the energy windows of interest, both the cleaned data and PCA results are used as a guide to identify the elements and their oxidation states. While the elements present can also be determined by examining the
total average spectrum, the different oxidation states would overlap and all real-space information would be lost.

After the real-space positions of the different oxidation states are estimated, the SSDs are ordered in a list in such a way that allows unambiguous fitting if following the order. That is, for each SSD in the list, in the energy range of the particular SSD and in its associated real-space pixels (or just a subset of pixels), all other bonding states present are already estimated and above in the list. Any known compounds found in the specimen can be incorporated to help create the list.

The first proposed analysis approach makes use of specific favourable conditions, where a particular spectrum (with the appropriate edges from above in the list subtracted) is assumed to be very close to the required SSD convolved with the corresponding LL spectrum. These pixels can be just adequate estimates. By fitting the convolved SSDs to their respective spectra, a library of first guesses is formed. If required, the next two steps can be repeated for possibly increased accuracy. First, the edge intensity maps for the full dataset (or just the first EELS map in the series in this case) are estimated by fitting the library of SSDs and convolving appropriately. Then the maps are used to determine the pixels that have the most favourable conditions to be used to fingerprint each of the edges, and the SSD library is updated with the new estimate. For example, to determine the boron in a BN fingerprint SSD, a pixel with the most nitrogen (for BN) and, for example, the least oxygen (for BO/B₂O₃) could be selected.

The second approach does not rely on finding particular “magic” pixels in the EELS dataset. Instead, all spectra that satisfy the conditions for the previously created fingerprint list are used, with the assumption that if multiple scattering was not present or deconvoluted [4], the mean spectrum would correspond to the required SSD. To achieve this, two optimization problems are solved at different scales simultaneously over the particular subset of pixels. The “outer” loop optimizes the particular SSD in a global way, where the outer optimization parameters (“superparameters” further) are constant throughout the map. For each goodness of fit evaluation in the outer loop, the inner optimization is run at least one full cycle, where each pixel is fitted individually with appropriate convolutions with LL, resulting in intermediate intensity maps for all considered edges. Therefore the solution consists of superparameters that have just one value throughout the fitted dataset, and normal parameters with one value per pixel. With such a scheme, multiple scattering is taken into account by using the LL spectrum on a per-pixel basis, but the appropriate SSD is determined for the full map, hence the region of interest can be selected without much consideration for specimen thickness.
8.1 Methods

Fig. 8.4 The 2D Radon transform $R$ can be visualised as the integration through a body $D$ in real space $f(x, y)$ along all possible line integrals $L$ with its normal at an angle $\theta$ to the horizontal. Figure taken from [173].

8.1.2 Compressed-sensing tomography with weights

Probably the best known examples of tomography in everyday life come from its use in medicine, namely the Computer Assisted Tomography (CAT-scan). The first real application of the technique, however, came from astronomy in 1956 by Bracewell [178], proposing reconstructing a 2D map of solar microwave emission from a series of 1D profiles. Midgley and Weyland [173] reviewed the history, developments and limitations of tomography in electron microscopy, pointing out that the first EM tomography papers came out in 1968. However, relatively few experimental results followed due to important limiting factors that have since been overcome: lack of processing power and goniometer precision.

The mathematical principles behind tomography were first outlined by Radon in 1917 [179], defining the Radon transform, see Fig. 8.4. It described mapping the original real-space function $f(x, y, z)$ to projections in $(r, \theta)$ space via appropriate line integrals. Here $\theta$ defines the projection direction and $r$ the position of the integral in the 2D projection. In principle, if some measurement produced a Radon space representation of an object, an inverse of the transform could then reconstruct the real-space structure. In practice, experiments only subsample Radon space (most notably in $\theta$), and hence the reconstruction is always just an approximation. Thus the main challenge is recovering the best real-space reconstruction from the limited measurement data.

A measurement is suitable for use in tomographic reconstruction if it satisfies the projection requirement [173, 180]. In particular, the detected signal should be a monotonic function of the measured phenomenon or material. Such a requirement limits the usefulness of bright-field TEM measurements for EM tomography, as the detected signal
in general is highly dependent on particular diffraction conditions. HAADF measurements, on the other hand, are mostly formed from incoherently scattered electrons, and hence are much better suited for recording tomograms. In this work the EEL measurements were converted to numbers of atoms in particular beam trajectories before the tomographic reconstruction took place, perfectly satisfying the projection requirement. If the EELS signals were used directly, only compounds with an isotropic dielectric function (that is with the detected intensity not dependent on the direction of the swift electron trajectory) would be suitable for a reconstruction, which is known to not be the case for BN [61].

In many cases the difficulty of tomographic reconstruction is directly related to, for example, the number of sampled angles in the original dataset. With finer sampling (<5°), simpler reconstructions such as Filtered Back projection [181] or Simultaneous Iterative Reconstruction Tomography [182] can be used relatively straightforwardly. However, as the tilt step increment increases, the quality of such reconstructions quickly deteriorates beyond an acceptable level. Furthermore, often in EM tomography the measurement system is physically limited to only a subset of angles, contributing to the so-called “missing wedge” problem [173]. To increase the quality of the final result, prior information can be incorporated into the reconstruction algorithm. The field of Compressed Sensing (CS) [174] discovered the mathematical foundations for such approaches in the 2000’s suggesting that the object can be reconstructed from a small subset of measurements if the object is sparse in some domain. In this context an image is said to be sparse if most of its pixels are zero, and the fraction of zero coefficients measures the sparseness of the image. Examples include reconstructing a spectrum from a truncated Fourier spectrum (frequency domain) or compressing an image in a JPEG format (discrete cosine transform domain) [183]. An often reasonable assumption in EM tomography states that the true object consists of constant density regions. It can be directly related to sparsity in the gradient of the density, called the total variation (TV) of the object. The final solution is then found iteratively by penalising reconstructions with large TV values:

$$\mathbf{x} = \arg\min_{\mathbf{x}} \left[ \frac{1}{2} \| \mathbf{y} - \mathbf{P} \mathbf{x} \|^2 + \beta_{TV} TV(\mathbf{x}) \right],$$

(8.1)

$$TV(\mathbf{x}) = \sum_{\text{pixels}} \sqrt{\sum_{i} (\partial_i \mathbf{x})^2},$$

(8.2)

where $\mathbf{x}$ is the reconstruction, $\mathbf{P}$ is the projection operator and $\mathbf{y}$ are the measurements. Here $\beta_{TV}$ is a constant that controls how strongly the TV regularisation is taken into account. In this work in particular we used a modified version of PyHST2 [175]. The
main minimization problem in eq. (8.1) was extended to support 3D reconstructions and weighting each projection by its error $\sigma_x$:

$$x = \arg \min_x \left[ \frac{1}{2} \left\| \frac{y - Px}{\sigma_x} \right\|^2 + \beta_{TV} TV(x) \right].$$  (8.3)

In contrast to often previously used “slice-by-slice” algorithms, this allowed not only to perform the reconstruction on the full volume all at once, but also take into account the confidence of each quantification result.

8.2 Specimen and experiment

The specimen in this study was a boron nitride core-shell nanoparticle, often called a “cage” or “nano-cocoon”. Such particles are a by-product of one of the BN nanotubes manufacturing processes and are believed to play a significant role in their growth [61, 184]. In particular, the samples were synthesized using a laser vaporization technique described in [170, 184]. Briefly, an h-BN target was vaporized by a continuous laser under 1 bar of flowing nitrogen. Importantly, the target was not pure and contained 4.5% by weight $\text{B}_2\text{O}_3$ that was used as a binder, as well as other impurities such as carbon, silica and calcium. The vapour from the target condenses in the form of soot, which was ultrasonicated in ethanol, and the solution pipetted onto TEM grids with a holey carbon film.

A HAADF image, low-loss and high-loss STEM-EELS tilt-series from an isolated nanoparticle were recorded quasi-simultaneously using a Tecnai Osiris Gatan Enfinium ER spectrometer equipped with DualEELS™. In order to minimize beam damage, the microscope acceleration voltage was set to 80 keV, and the tilt range was $-70^\circ$ to $70^\circ$ with acquisition every $17.5^\circ$. A separate HAADF tilt-series was acquired by recording just the HAADF image of the particle before the simultaneous HAADF and EELS measurement, to be used later to correct sample drift during the longer acquisition.

When the goal of the analysis is determination of areal densities of atoms, the size of the probe and the step size of the mappings become particularly important to consider when setting up the experiment. Namely, the diameter of the probe should be very similar to the experimental step size in order to avoid both counting the sampled atoms multiple times when the probe is much larger than the step, and under-estimating the measured densities, when the probe is much smaller than the step. Unfortunately, the latter effect is also present when the probe is larger than the smallest detectable atom clusters, and should be taken into account when reasoning about the final results.
8.3 Analysis

All measured EELS data was corrected for detector readout noise\(^1\) and dark current\(^2\) by subtracting the exposure-scaled dark current and constant readout noise spectra from the raw values [185]. Acceleration voltage fluctuations and similar effects were corrected by applying a sub-channel energy shift to both spectra on a pixel basis so that the highest zero-loss peak intensity was at exactly 0 eV [101]. Once a noise-free high-loss part of the data was available (described later), the energy channel width and lowest energy were calibrated by comparing detected edge onset energies and their differences for B-K and N-K with previously established values [186].

The HAADF image at 0° tilt as well as EEL spectra from three real-space locations and the total summed spectra are shown in Fig. 8.5. Six different edges are marked at their respective ionisation energies, corresponding to Si, B, C, Ca, N and O. Due to the necessary wide spectral range to detect all these elements, the EELS signal counts were very different at high and low energies, leading to the signal to noise ratio (SNR) ranging from 17 for boron to 0.5 for oxygen. In addition, even the edges with relatively high SNR can be seen to have different ELNES shapes throughout the series, showing additional complexity of the data that has to be unraveled. Fig. 8.6 shows two LL spectra from the shell and core of the particle, corresponding to spots (b) and (c) in Fig. 8.5, respectively.

In order to de-noise the data as described in section 4.1.2, principal component analysis (PCA) was performed on each spectral image (SI) of the series. The important results for 0° tilt are shown in Figs. 8.7 and 8.8. While the component spectra are clearly mixed and not physical, the results help to determine how many fitting components will be needed when performing the quantitative analysis as well as real-space regions where various edges have the strongest and weakest signal. In particular, the decomposition split the BN signals into two components, one of which seems to form a ring around the outer shell (number 5), while the other is more uniform throughout the particle (number 3). It has been shown previously in [61] that such separation is due to the anisotropy of the BN, where the ELNES shape varies with orientation of the electron beam with respect to the anisotropic axis. The PCA results further confirm that the outer shell BN c-axis is perpendicular to the surface of the particle.

\(^1\)Readout noise is a fixed noise value each time a particular pixel is read out. It arises from the conversion of CCD charge carriers to a voltage signal, as well as any further processing. It does not depend on the exposure time. Readout noise is measured by recording a spectrum with the shortest possible exposure.

\(^2\)Dark current arises from thermally generated electrons within the CCD. It increases with exposure time. The dark current reference is measured by recording a spectrum from a long, for example 10 seconds, exposure, but with the beam blanked, from which the readout noise is subtracted.
Fig. 8.5 (a) HAADF image of the nanoparticle at 0° tilt. Spectra from three pixels marked in (a) are shown in panels (b-d). Clear B-K ELNES shape differences can be seen, showing sensitivity to the local environment. In (e) the total average over full EELS map spectrum is shown. Edge onsets of the elements are marked with labeled vertical lines. The data was multiplied by 6 and 4 at 270 eV and 515 eV, respectively, for clarity.
Fig. 8.6 Low-loss spectra from the shell and core of the particle, corresponding to (b) and (c) in Fig. 8.5, respectively. Plasmon contributions (5 eV to 50 eV) significantly increase with electrons passing through more material. Both spectra have been denoised using PCA.

The curve-fitting analysis described in section 2.1.2 requires low-loss (LL) EELS spectra for each real-space pixel with as little noise and few artefacts as possible. The de-noising of the LL part of the dataset was performed as previously described, by using PCA and truncating the component list. Unfortunately, the experimental setup introduced a spectral artefact that had to be corrected. Due to how the DualEELS™ spectrometer operates by acquiring both energy ranges quasi-simultaneously, significant leakage of the high-loss part of the spectrum was visible in low-loss spectra where the HL signal was strong as the beam trajectory intersected the particle, as shown in Fig. 8.9. The artificial energy-gain bump in the LL shape was fixed by first calculating the mean LL spectrum of 810 pixels without the particle and hence the artefact, and then fitting this reference shape to all pixels of the LL part of the signal. Only the spectral range corresponding to the artificial bump, −60 to 0 eV, was replaced by the fitted template. The overall procedure resulted in a LL EELS map for every tilt with very little noise or known de-noising or experimental artefacts. Lastly, the LL signal intensities were calibrated with high-loss. After converting both signals from raw experimental counts to counts per second, at identical energies the two signal magnitudes were different by a factor of (2.663 ± 0.078) due to a combination of experimental factors such as gain change and spectral CCD binning.
Fig. 8.7 First 12 PCA loadings and corresponding factors. The first 9 components were used to reconstruct close to noise-free EELS dataset.

Fig. 8.8 Scree plot, showing the fraction of total variance that is included in each component. The first 9 components were used to reconstruct close to noise-free EELS dataset.
Fig. 8.9 The EELS low-loss spectrum energy gain tail as measured (red) and after template fixing (black) for one pixel are shown at the top. The difference, shown as the shaded region, was an artefact of a high intensity signal from the high-loss part of DualEELSTM. The integrated difference for the 0° tilt (left) is proportional to the total measured high-loss intensity (right).

EELSCLEdge components from HyperSpy [101] with Hartree-Slater cross-sections [18, 19] were used for fitting as fingerprints unless stated otherwise. Each component was able to model the fine structure intensity modulations by a spline\(^3\) in the first few tens of eV as described by Verbeeck [23]. The fitting method is described in detail in de la Peña’s thesis [188]. Briefly, the full model consists of a linear combination of all edges that are present in the energy range and a power law background:

\[
J_{\text{SSD}}(E) = A \cdot E^{-\tau} + I_{\text{ZLP}} \sum_{i=1}^{n} N_i \sum_{j=1}^{m_1} \sigma_{i,j}(E),
\]

\(^3\)A **spline** is a numeric function that is piecewise-defined by polynomial functions and which is highly smooth at the places where the polynomial piece connect, called “knots” [187]
where $J'_{\text{SSD}}(E)$ is the fitted core loss spectrum as a function of energy loss $E$, and $I_{\text{ZLP}}$ the zero loss peak intensity, $N_i$ are the areal densities of atoms, $n$ is the number of chemical elements in the energy range, $m_i$ the number of ionisation edges of the $i$ element, $\sigma_{i,j}$ gives the ionisation cross-section of an atom of element $i$ and excitation of shell $j$, and $A$ and $r$ model the power law background. Eq. (8.4) can be used directly for very thin samples with negligible multiple scattering, but in general these effects have to be either removed from the data before fitting, or incorporated into the model. We model the multiple scattering by not just multiplying the cross-sections by the ZLP intensity, but instead convolving with the LL spectrum $J_{\text{LL}}(E)$ on a per-pixel basis

$$J_{\text{HL}}(E) = A \cdot E^{-r} + J_{\text{LL}}(E) \otimes \sum_{i=1}^{n} N_i \sum_{j=1}^{m_i} \sigma_{i,j}(E),$$

(8.5)

This gives the final modeled core loss spectrum. The ELNES structure spline model is included in each $\sigma_{i,j}$. Once a fingerprint was determined, the fine structure modulations were fixed and only relative scaling of intensity $N_i$ (in addition to the effects of the convolution with LL) was allowed.

Ten spectral fingerprints for five elements were extracted as described in section 8.1.1:

- **Boron (4)** for $\text{B}_2\text{O}_3$, $\text{BN}||$, $\text{BN}\perp$ and $\text{B}_{\beta-\text{rhombic}}$;
- **Oxygen (2)** for $\text{SiO}_2$ and $\text{B}_2\text{O}_3$;
- **Nitrogen (2)** for $\text{BN}||$ and $\text{BN}\perp$;
- **Calcium (1)** $\text{Ca-L}_{2,3}$;
- **Carbon (1)** $\text{C-K}$;

Silica ($\text{SiO}_2$) was found everywhere in the background of the specimen, hence the oxygen $\text{O(\text{SiO}_2)}$ SSD was estimated first from a background region. Even though carbon was also present in the background, a more accurate SSD estimate was fitted from the middle of the particle, where the C-K edge signal was particularly strong. Afterwards B and O in $\text{B}_2\text{O}_3$ SSDs were fitted to the pixels in the region where no nitrogen (for BN) was visible. Even though oxygen SSDs overlap, the silica oxygen edge was already estimated. The process was then repeated for two boron and nitrogen SSDs in BN (one from the edge of the shell and second from the middle, as required by the anisotropy of BN). In each case pixels with the least detected oxygen were sought to make estimations as independent of others as possible. Finally, crystalline boron and calcium SSDs were fitted from the core of the particle.
The Si-L$_{2,3}$ edge is tabulated to start around 99 eV with a delayed onset [189], and due to the experimental setup, the lowest detected EEL in the high-loss part of the dataset was at 99.8 eV. This meant that the data contained insufficient information for the fitting algorithm to accurately fit both the exponential background and the edge, thus a Si edge fingerprint was extracted from parts of dataset that did not contain the particle using machine learning methods used in the previous studies [61]. Assuming the support and silica layer were sufficiently thin, the fingerprint was assumed to be a good approximation of the silicon SSD multiplied by a scalar factor.

Once all fingerprints were determined, noisy calibrated data from each experimental tilt was fitted using the SAMFire algorithm described in chapter 5. The analysis was performed using a least-squares optimizer MPFIT [74], which also returns the standard deviation of the solution. In order to minimize the errors of the power law background model over large energy ranges [4], each tilt was fitted in energy windows. For example, 150-250 eV energy window was used for all boron edges, 250-275 eV for carbon and calcium, and so forth.

One fitted spectrum with highlighted components is shown in Fig. 8.10. All edge components except C-K were tripled in intensity for visual clarity. Note that for both boron and nitrogen in BN the total corresponding signal is encoded in a two-dimensional (“perpendicular” vs “parallel”) space. To access both dimensions, two components were fitted to the required fingerprints. Nevertheless, the two SSD pairs can only be interpreted as physical when summed, which is how they are shown in the figure. In addition to the high degree of control over the model, fitting also allows us to estimate the standard deviation of the result, shown in the figure as a darker region around the final fitted spectrum.

Finally, performing tomographic reconstruction using CS requires tilt-series maps without significant backgrounds. As carbon and silica were found everywhere, three background tilt-series had to be estimated and subtracted. It was further complicated by beam damage to the substrate, leading to holes right next to the particle at the later (high angle) tilts. First, a binary mask of the particle at all tilts was created to define the boundary between background signal that was visible (outside) and underneath the particle (inside), shown in Fig. 8.11. The masked region was iteratively filled in from the boundary inwards. The estimated background values for each iteration were calculated using weighted mean with weights proportional to the inverse distance squared [190].
Fig. 8.10 A fit for one EEL spectrum (a) with individual edge components (b-h). In (a) all edges except carbon C-K were tripled in intensity for visual clarity. The data is shown as red dots, and the fitted model as a black line. The dark shaded region around the model marks the uncertainty of the fit. The fitted pixel did not contain any silica, thus the two relevant edges are not shown.
Fig. 8.11 Estimated backgrounds for the carbon C-K fit result tilt series. Tomographic alignment artefacts around the edges of the maps are intentionally shown. Outline of the particle mask is shown in white in each corresponding tilt. Three iterative background filling-in steps are shown in the bottom for the $-70^\circ$ tilt.

### 8.4 Results and discussion

The quantification maps for the first tilt ($0^\circ$) in the tilt-series are shown in Fig. 8.12. Nine independent tomographic reconstructions, one per bonding or elemental map, were performed following the method outlined in section 8.1.2. If the amplitudes of the fitted tilt series are proportional to the number of atoms per $\text{nm}^2$, then the reconstructions, by definition, are proportional to the number of atoms per $\text{nm}^3$.

Fig. 8.13 shows composite particle reconstruction iso-surfaces for five of its elements. Due to measurement errors being used as weights, high fidelity reconstructions were achieved with only 9 experimental tilts and no favourable symmetries. The particle is best explained using the simplified scheme on the right of Fig. 8.13. In particular, the crystalline boron forms the $\sim 38 \text{ nm}$ diameter core (red) surrounded by carbon (grey), enclosed by boron nitride as the main $\sim 5 \text{ nm}$ thick shell (green). Two cavities were found in the carbon. The first one corresponds exactly to the crystalline core, the second, while of similar volume, was reconstructed to be almost empty. The BN shell is not continuous and has well reconstructed holes. Carbon was reconstructed to “leak” through the shell
Fig. 8.12 Quantification maps and HAADF image at 0° tilt. The colourbars are in atoms/nm². Colourbars include a vertical line with the length of the magnitude of the errorbar for the largest intensity in the map. The error estimation was performed during the curve fitting, and thus is not available for Si, which relied on machine learning methods.
Fig. 8.13 Reconstructed elemental iso-surfaces on the left and a simplified scheme of the investigated composite particle on the right. The ring structure in the experimental results emerges only when considering the absence of boron in the corresponding voxels, and thus is incorporated in the yellow (Si) isosurface. For clarity, the scheme shows the ring separately. Each colour in the scheme corresponds to a mixture of elements indicated in the legend. To decrease the figure complexity, only iso-surfaces of the first element in each colour are shown. The corresponding atoms/nm$^3$ for the surfaces are: 18, 20, 18, 1.2, 1.2

gap nearest the support and form a disk around the base of the particle. The interface between the crystalline boron core and carbon surrounding it was reconstructed to contain a thin shell of oxygen bonded with both boron, silicon and calcium, shown in blue. The oxides also form an elongated continuous $\sim$6 nm diameter wire-like structure from the core via a well reconstructed path in the carbon and finally through a different gap in the BN shell, where it “flows” on the outer surface of the shell towards the support. For the sake of simplicity, this elongated structure will be called “the tail”. Trace quantities of calcium were reconstructed on the walls of the nearly empty void in the carbon, as well as in both the core and the tail. Two more structures are observed in the reconstructions. First, the BN shell is encapsulated in a very thin (at the detection limit) outer shell containing boron, oxygen and silicon (yellow). Secondly, a thin ($\sim$3.5 nm thickness) ring of silica (SiO$_2$) is reconstructed on top of the carbon ring that “leaked” from the BN shell and formed a support at the bottom (orange).

Slices through the nine reconstructed volumes are plotted in Fig. 8.14, showing distinct separation of the core, the inner shell, the carbon filling, the main BN shell and the thin outer oxide shell. In addition, a gap in the BN shell with corresponding higher intensities in the tail element reconstructions is visible.
Fig. 8.14 Quantitative reconstruction slice. The shown colourbars are in atoms/nm$^2$. Bottom right shows the slice plane location.
Fig. 8.15 (a) Mean number of atoms as a function of distance from the centre of the core, averaged over all directions. The inset diagram displays the relative positions of the centres of the core and the shell. Arrows mark one of the averaged radial profiles for clarity. (b) Zoomed-in version of the marked region in (a). Boron, silicon and calcium oxides can be seen between the metallic core and carbon. (c) Mean number of atoms as a function of distance from the centre of the shell, considering only half of the particle to exclude the “tail” structure. Three vertical black lines mark the peak positions for BN (30 nm), B$_2$O$_3$ (32 nm) and SiO$_2$ (34.5 nm).

Radially averaged profiles showing number of atoms/nm$^3$ from the centres of the core and the shell are shown in Fig. 8.15. Panels (a,b) show profiles when the zero is at the centre of the core (marked as black in the inset) and averaged over 4$\pi$, whereas (c) corresponds to using the centre of the shell as the origin (red in the inset) and considering only 2$\pi$. (a) shows that the metallic boron is contained almost entirely within the first 20 nm. Also, boron and silicon oxides can be detected between the core and its surrounding carbon, forming a thin shell. (b) shows the zoomed-in on the oxides version of (a). The measured mean number of atoms at 20 nm are 7.5 ± 3.0, 10.5 ± 5.0, 1.5 ± 1.1 and 6.0 ± 2.8 for B$_2$O$_3$, O$_2$B$_2$, SiSiO$_2$ and O(SiO$_2$) respectively. Finding the oxygen in SiO$_2$ signal to be double the expected value, we include calcium with 1.8 ± 0.3 atoms at the
Fig. 8.16 Nominal and experimental (extracted from the 3D reconstructions) number densities for elements in corresponding compounds. Fractions of the theoretical values are shown as percent [191].

same radius into consideration and conclude that on the surface of the core there are, in fact, three oxides – boron, silicon and calcium, with the oxygen signal corresponding to the last oxide incorporated into what we thought to be just O(SiO$_2$).

Because the structure of the particle contains an elongated “tail” of similar oxide composition as the inner shell, we exclude it by considering only half of angles for Fig. 8.15(c) (thick red line in the inset). The profiles suggest a thin B$_2$O$_3$–SiO$_2$ shell on the outside of the thick BN shell. Black vertical lines mark the peak positions for BN (30 nm), B$_2$O$_3$ (32 nm) and SiO$_2$ (34.5 nm).

The results were verified to be consistent by comparing relative fitted intensities for the expected compounds – for example boron and nitrogen atom counts in BN were verified to be equal within ±5% where the SNR was sufficient. Fig. 8.16 compares the reconstruction results to theoretical compound atomic densities. We note that the errorbars only represent the error of the estimation from the reconstruction, and thus do not take into account the error of reconstruction itself or, for that matter, the error of the fitting analysis. The measured density of the core of the particle is just 0.3% below the theoretical density of the beta-rhombic boron crystal, one of its four known allotropes. The difference could be attributed to the small but detectable quantity of calcium in the core, which is estimated to be around 1.6%. The estimated number of carbon atoms was found to be 73% of the nominal graphite value, suggesting that a fraction of the graphene sheets might be rolled. While both boron and nitrogen in BN densities were underestimated by only around 12%, carbon, silica and boron oxide number densities were on average 50% lower than expected. The values are speculated to be a result of finite-sized beam measuring atom clusters of comparable or smaller spatial
dimensions, resulting in accurate numbers of atoms, but overestimated corresponding volumes. Calcium in CaO results suggest that compared to the beam size, CaO crystals were of significantly smaller dimensions. The seemingly unfavourable CaB\textsubscript{6} result is in fact consistent with the current knowledge, as both reported and simulated Ca–B phase diagrams support very low mole fractions of Ca with \(\beta\)-rhombic boron [192, 193].

The described morphology agrees with the previously suggested findings and growth mechanisms of such nanoparticles [61, 170, 184]. Namely, the particles were made by evaporating a h-BN target under a partial pressure of nitrogen gas. As the boron vapor cooled it condensed into boron droplets. Liquid boron is known to be highly reactive [61] with both carbon and oxygen, thus both elements (originally coming from the target itself [184]) dissolve in the boron droplet. As the droplets cool past \(\sim 2700 \text{ K}\), the surface boron atoms react with the gaseous nitrogen to form the BN networks. If the droplet happened to not contain any dissolved oxygen, the BN networks form root-growing single-walled BN nanotubes. If oxygen is present in the droplet, as was the case for the investigated specimen, the B-N\textsubscript{2} reaction is claimed to be highly inhibited [184], and BN only forms at the surface as the boron droplet solidifies at 2000 K, creating a “cage” around the core. As carbon is not soluble in a now solid boron, it diffuses and precipitates at the surface of the core, filling the BN cage. In this particular specimen the carbon is reconstructed to either punch a hole in the BN shell, or just form around an already present gap in the cage. The dissolved oxygen precipitates when the particle cools past \(\sim 1000 \text{ K}\), forming yet another shell around the nearly pure boron core. Again, the reconstructed B\textsubscript{2}O\textsubscript{3} spatial distribution supports these claims. The oxide is found to seemingly flow through the possibly porous carbon and via an already present gap in the BN cage, or deform the said structures to create such path. In addition, the oxide is found to contain not only boron and oxygen as claimed in the previous studies, but also other trace elements that were initially present in the evaporation target, namely calcium and silicon. Interestingly, while no Si was reconstructed inside the kernel, a trace amount of Ca was still present.

We speculate that the unambiguously detected thin shell of Si, B(O) and O(B, Si) on the very outside of the measured particle was created during the STEM-EELS measurement. A thin layer of silica was found on the holey carbon film everywhere around the particle. We suggest that the silica layer was in fact created when preparing the specimen, covering both the particle and the support. As the high-energy electron beam scanned the specimen, it supplied the necessary energy to break the B–N bonds and allowed to form a shell of boron oxide by using SiO\textsubscript{2} as the source of oxygen. Even though the combination of spectral SNR and the spatial resolution of the reconstruction
are too low to confidently confirm it, borosilicate glass ($\text{B}_2\text{O}_3 - \text{SiO}_2$) may have formed as the outmost shell. The hypothesis of reaction during experiment is supported by the ring of silica at the base of the particle: because silica did not touch the BN shell, the boron oxide-forming reaction could not take place.

### 8.5 Conclusions

A complex multi-layered BN core-shell nanoparticle was investigated using EELS where both high-loss and low-loss regions of the spectrum were acquired quasi-simultaneously. Owing to the SAMFire algorithm significantly increasing curve-fitting stability, two new ELNES fingerprinting approaches were presented and used to quantitatively unravel both elemental and bonding maps from the measured dataset. Crucially, due to having both LL and HL of the dataset, both fingerprinting approaches are not subject to particle thickness limitations. Finally, a full 3D-TV compressed sensing tomography was performed to reconstruct the number of atoms of each species with high fidelity. The resulting 3D distributions confirmed previously suggested particle growth mechanisms and also revealed new, previously unnoticed details of the process. Because the reconstructions were also quantitative, atomic densities were estimated and compared with nominal values for corresponding compounds. The combination of the data analysis approaches serves as the first example where numbers of atoms were measured in 3D with nanometer precision but without sub-atomic experimental resolution. The analysis is not limited to small or symmetric particles, and hence can be extended to significantly larger structures and regions of interests.
Chapter 9

Strain mapping in diffraction cartography

This chapter includes work by Tomas Ostaševičius, Duncan N. Johnstone, and Sigurd Wenner. In particular, SW performed the experiment, DNJ developed the strain mapping ideas that were then extended with SAMFire by TO. TO analysed the datasets and produced the figures.

Strain has long been used in many areas to adapt and improve material properties: from the semiconductor industry to improve electronic devices [194] or to tune the emitted photon frequency [195] in opto-electronics, to the more traditional and widely-used mechanical strengthening of alloys [196, 197]. In all cases strain mapping with high spatial resolution and precision is the key to better models and understanding of the effects.

In the last few years the transmission electron microscope (TEM) has become the tool of choice for experimental measures of strain in thin specimens. A number of techniques that enable access to such information have been developed or recently improved. Some rely on high resolution real-space imaging by comparing unstrained atom positions with the strained region of interest [198], while others analyse atomic-resolution image geometry using so-called geometrical phase analysis [199]. Other measurements use electron holography, interfering two waves following different trajectories, one of which is through the strained specimen [199, 200]. Finally, two diffraction-based TEM strain measurement techniques are available: nanobeam electron diffraction (NBED) and scanning precession electron diffraction (SPED) [5], the technique used in this work.
The main focus of the chapter are new NBED and SPED data analyses, and experimental data and results are used only to demonstrate their capabilities.

9.1 Strain in diffraction

Strain is generally defined as the relative change of the object shape due to outside forces [201]. For crystals this directly corresponds to change in the planar spacing, which is readily visible in the reciprocal space section of a diffraction pattern. Writing a strain component as \( \varepsilon = \frac{d_0 - d}{d_0} = \frac{g - g_0}{g_0} \), where \( d, g \) corresponds to real and reciprocal lattice spacings respectively, the main task when mapping is often simplified to measuring how diffraction spots move compared to an unstrained crystal lattice.

The traditional way to perform such a task is via peak finding, where each measured spot is registered and its centre position is determined with sub-pixel accuracy. The estimated coordinates can then be used to find the basis vectors of both strained and reference diffraction patterns, which are directly used in the strain definition. Such an approach relies heavily on the peak finding algorithm, which may be unstable with noisy data. In addition, each peak location is estimated independently of all others, allowing for more ways of error propagation. Nevertheless, it has been shown that such an approach, while slow, is able to produce precise strain maps [202].

In this work, two alternative ways to estimate strain from diffraction patterns are shown. The first one, described in section 9.1.1, operates purely in reciprocal space and neither requires nor provides any knowledge of the crystal structure apart from the relative deformation of the reference. The method was tested by analysing an age-hardened Al sample, as described in section 9.2. Section 9.1.2 briefly describes the second approach, where the strain is found by perturbing the locations of atoms in a simulated crystal lattice and comparing with the experimental result. While very promising, the practical side of the method is not fully realised and is still work in progress. Importantly, both approaches are, in effect, non-linear optimization problems, and hence both are best used with SAMFire.

9.1.1 Reference diffraction pattern

An atom in the strained crystal lattice is described by a position vector \( \mathbf{x} \). If the same atom is at \( \mathbf{X} \) in the unstrained reference lattice, a mapping \( \mathbf{x} = \phi(\mathbf{X}) \) can be constructed. The deformation gradient is then defined as

\[
F = \nabla \phi .
\] (9.1)
While $\phi(X)$ is a general mapping that also includes arbitrary particle motion, $F(X)$ operates on infinitesimal parts of the crystal, and hence represents the relative element coordinate shift: $dx = F dX$. The gradient can be further decomposed into a product of a rotation matrix $R$ and a stretch matrix $U$ using a polar decomposition $F = RU$ [201].

By noting that generally a displacement (importantly, without rotation) can be defined as $x = X + u$, we can expand eq. (9.1):

$$U = \frac{\partial}{\partial X} (X + u) = I + \frac{\partial u}{\partial X},$$

which in the matrix notation is written as

$$U_{ij} = \delta_{ij} + \frac{\partial u_i}{\partial X_j}. \hspace{1cm} (9.3)$$

Here the second term is the displacement gradient and corresponds directly to the strain tensor, thus the problem is formulated in terms of finding the deformation gradient $F$ and does not require peak finding.

To find $F$ in each pixel, we use an affine transformation in two (reciprocal space) dimensions, defined as

$$x = a_0 X + a_1 Y + a_2,$$

$$y = b_0 X + b_1 Y + b_2, \hspace{1cm} (9.4)$$

where $(x, y)$ and $(X, Y)$ are the resultant and original coordinates. Such a transformation fully describes rotation, shift and shear in both directions of the diffraction pattern plane. Importantly, writing the transformation as a matrix we realise that it is exactly the deformation gradient:

$$F = \begin{pmatrix} a_0 & a_1 & a_2 \\ b_0 & b_1 & b_2 \\ 0 & 0 & 1 \end{pmatrix}. \hspace{1cm} (9.5)$$

The final algorithm to map strain with respect to some reference pattern then involves finding an affine transformation matrix $F$ for each of the experimentally measured DPs, decomposing each into rotation $R$ and displacement $U$, and then calculating the strain components from eq. (9.3). The affine transformation is found using a non-linear optimizer with the matrix elements as parameters and the correlation as the cost function.
9.1.2 Forward model

The second approach to estimate strain from a SPED dataset approaches the problem from the material, and not image processing, side. It requires knowing the crystallographic structure of the specimen – the type and size of the lattice, and the species of atoms that the crystal is made of. If this information is known, then the strain mapping for one particular DP can be done the following way.

The task is again formulated as a non-linear optimization problem. First, a model of the investigated lattice is created, where a theoretical diffraction pattern in some direction can be calculated, for example using the kinematic theory of electron diffraction [203]. By applying geometrical (atom position) transformations that correspond to rotations and strain effects, DPs for different strains can be simulated and compared to the experimental data.

While the process itself is fairly straightforward from the theoretical point of view, the biggest difficulty lies in applying such analysis to real data. Because the model is very sensitive to the starting parameters of the simulation, in particular the direction of electron trajectories, normally each pixel in a SPED dataset would require a great deal of attention. Fortunately, SAMFire was created to solve this exact problem and becomes particularly useful when analysing polycrystalline samples. By first identifying different grains in the specimen, each can be given one “seed” pixel for the particular orientation, letting SAMFire propagate them outwards to the grain boundaries. In this particular framework the local SAMFire strategy can be interpreted in a very physical sense: it assumes that the strain field is continuous when considering neighbouring real-space pixels in the same grain. In addition, if many similar grains are visible in the field of view, the global SAMFire strategy is able to propagate the direction information from distant similar grains automatically.

The remaining challenge of using such forward model to analyse SPED data in practice involves comparing the model to the data. The difficulty arises from different representations: the model usually consists of a list of coordinates and the respective intensities of the diffraction spots, whilst each DP is measured, and thus represented, as a pixelated image. Comparing these two results efficiently is challenging and better approaches are needed. The currently attempted method compared the real diffraction intensities at the coordinates returned by the simulation with the theoretical results. The method, however, proved to be insufficiently precise for practical strain analyses if conventional DP resolutions, for example $512 \times 512$ px, were used. We speculate that interpolating the measured DP up to a much higher resolution (as well as acquiring higher resolution patterns experimentally to begin with) should increase the method effectiveness.
for strain mapping. Another alternative involves calculating image representation of the simulated DPs for the comparison with data, however it may be prohibitively computationally expensive.

The biggest strength of the forward model strain mapping is the ability to directly relate and compare DPs from completely different directions, which makes the approach more robust to buckling and similar non-ideal samples. In addition, while the idea is not yet extensively explored, the forward model allows mapping strain in all three dimensions. This would complement 3D X-ray diffraction strain mapping [204–206] but with nanometer spatial resolution.

9.2 Example: mapping strain in Al alloy

As an example of the type of analysis made possible by the methods described in section 9.1, we present a study of an Al–Mg–Si alloy. It is widely used in many industries due to the excellent mix of strength, cost, weight and corrosion properties. The exceptional increase in strength of the material has long been shown to be a result of precipitation hardening [196, 207]. During the age hardening, for this alloy in particular, long needle-like (4 nm × 4 nm × 50 nm) \( \beta'' \) precipitates form in the Al matrix. Because the precipitates have a positive misfit with respect to the bulk Al, they strain the matrix, significantly inhibiting deformation propagation and thus strengthening the alloy. However, a number of mechanisms are present that reduce the coherency of the precipitates and thus the alloy strength [197]. In this work we demonstrate the affine transformation approach described in section 9.1.1 to extract strain fields from a SPED dataset of a large field of view of such a sample.

9.2.1 Experiment

SPED was performed using a NanoMEGAS DigiSTAR scan generator [208] fitted to a JEOL JEM 2100F FEG-(S)TEM operated at 200 kV, with a precession angle of 1° and a step size of 1.92 nm. The PED patterns were recorded using an externally mounted StingRay camera to capture the image on the phosphor viewing screen of the microscope. The microscope was operated in nano-beam diffraction mode using a probe size of 1 nm and a convergence angle \( \alpha = 4 \) mrad. A PED pattern is recorded at each probe position yielding 160 000 (400 × 400) diffraction patterns covering areas up to \( \sim 1 \mu m \times 1 \mu m \). The diffraction patterns were recorded with a camera length of 20 cm and an exposure time of 40 ms per pattern.
Fig. 9.1 (a) Virtual dark field (VDF) image with inverted contrast, where precipitates are darker than the surrounding matrix. (b) Reference DP used in strain analysis as described in section 9.1.1. (b) was calculated by taking the mean DP from an unstrained region, marked with red rectangle in (a).

The sample was an Al-Mg-Si 6xxx series alloy aged for 4 h at 195 °C to achieve the peak-aged condition. In this condition the predominant precipitate phase is $\beta''$–Al$_2$Mg$_5$Si$_4$ as well as $\beta'$ formed at dislocation cores. $\beta''$, the main phase of interest of the experiment, is described by the monoclinic $C2/m$ space group. Its lattice parameters have been measured to be $a = 1.516$ nm, $b = 0.405$ nm, and $c = 0.674$ nm, with a monoclinic angle of 105.3° [209, 210]. The specimen was prepared so that $[001]_\text{Al} \parallel [010]_{\beta''}$ is parallel to the electron beam trajectory, with the long needle axis corresponding to $[010]_{\beta''}$.

### 9.2.2 Analysis

Strain in the large (ca. 0.5 μm$^2$) field of view was mapped using an affine transformation of the reference pattern as described in section 9.1.1 using the SAMFire algorithm for the necessary starting parameter stability. The virtual dark field (VDF) image with inverted contrast, where precipitates are darker than the surrounding matrix, is shown in Fig. 9.1(a). The VDF allowed to calculate the mean DP of an unstrained region, marked with red rectangle in (a), to be used as a reference DP in further analysis. Strain and rotation components calculated from fitted eq. (9.5) matrix elements are shown in Fig. 9.2. The strain is given in percent and calculated in crystal coordinates, where $(x, y)$ correspond to ([100], [010]) of the aluminium matrix. This required rotating the strain basis vectors by 52.7° to align with the image axes. The rotation about the central spot
Fig. 9.2 Strain components ($\varepsilon_{xx}$, $\varepsilon_{yy}$, $\varepsilon_{xy}$, $\theta$) estimated according to eq. (9.5). The full field of view is shown in (a-d), with two 150 nm × 75 nm marked regions in (e-h). The angle is given in mrad clockwise from the vertical, and strain in percent.
Strain mapping in diffraction cartography is given in the clockwise direction in milliradians. In the figure the local strain fields around small precipitates are visible and reconstructed, however a slow smoothly varying background prohibits accurate evaluation. We speculate that the background is caused by the sample preparation for TEM procedure. To remove it, a Gaussian blurring with large (3 pixel) radius was applied and subsequently subtracted from the strain fields. This effectively removed low spatial frequency variations and allowed background-independent fields to be extracted around most of the precipitates, as shown in Fig. 9.3.

It is useful to note that the diffraction spots from the precipitates themselves were neither used nor required to be visible in the original dataset. Nevertheless, most needles were readily identifiable in the background-subtracted strain components. The strain values around each precipitate were found to be roughly a factor of 2 lower than previously reported \cite{197}. We believe it to be due to a combination of the previously mentioned non-ideal background subtraction, limited SPED spatial resolution (blurring the rapidly decaying strain field), and the necessary oversaturation of the Al matrix DP spots to have sufficient signal to image the needles. Despite these issues, the results can be used for further analyses using high resolution strain field maps to investigate precipitate interaction (Fig. 9.3 (h)) or dislocation dynamics.

A strain map with $\sim 200$ precipitates with 1 nm spatial resolution, while rich in information, is difficult to interpret. Fortunately, the experiment was set up to allow sufficient diffraction intensity from the precipitates to be used in a parallel analysis that can be later combined with the strain results. Machine learning, in particular non-negative matrix factorisation (NMF) was used to factor out DPs corresponding to the precipitates in question. We found that because the total number of pixels with needles was just a small fraction and in each such DP Al matrix spots were at least 100 times more intense, the fraction of total counts attributed to the precipitates was not sufficient for NMF to straightforwardly separate out the required components from the full dataset. Instead, we used a VDF image (Fig. 9.1) to construct a binary mask containing the precipitates and their surrounding pixels. By then performing NMF on only the masked pixels of the full dataset, four different DP components associated with a subset of the considered needles were extracted, shown in Fig. 9.4. The four spatial distributions of precipitate sub-classes were then used as class markers in real-space. The patterns themselves were investigated by DNJ and matched to two pairs of matrix-precipitate lattice alignments with mirror symmetry, $[3\bar{1}0]_A || [001]_p$ and $[230]_A || [100]_p$, supporting previous results \cite{209, 210}.

In addition to the physical locations of each class of the precipitate, NMF results also reveal their crystallographic directions via the learnt diffraction patterns. Keeping
Fig. 9.3 The Gaussian-smoothing estimated backgrounds (a-d) and background-subtracted strain components (e-h)
in mind that NMF results correspond to needles while strain was measured in the Al matrix, there are two ways to combine the information and perform a crude statistical analysis. Both require first to identify the needles where each strain field can be readily isolated from any surrounding artefacts or other strong strains and segmenting the result map into the four subsets based on the learnt real-space locations. The first and more straightforward analysis involves calculating the mean strain field from all four classes combined. It can be interpreted as the strain field around a statistically average (in terms of both crystallographic direction and size) precipitate. In this case the original strained lattice is kept as the strain basis coordinates. Alternatively, a similar analysis could be performed using the $\beta''$ lattice as the basis. By determining relative rotations and mirror symmetries from the learnt DPs, each subset of strain maps can undergo independent coordinate transformation to align the strain basis vectors with the $\beta''$ lattice. The average strain fields for each detected $\beta''$ direction after appropriate alignments are shown in Fig. 9.5(a-d). Panel (f) shows the mean across all four classes (a-d), and can be interpreted as the mean strain environment of a $\beta''$ needle in the matrix. Fig. 9.5(e) shows the estimated distribution of needle cross-section areas for the four classes. In agreement with the previous studies [197], most precipitate cross-sections are $17 \pm 3$ nm$^2$, which corresponds to around 4.5 px$^2$. 

Fig. 9.4 The four precipitate diffraction pattern NMF components (right) and their corresponding real-space locations. Notably, some precipitates show multiple phases even if just 5 pixels are considered, confirming the method sensitivity.
Fig. 9.5 (a-d) show mean strain fields across classes, each marked with corresponding colour. Here the strain basis vectors of all classes were aligned according to the DPs shown in Fig. 9.4 by rotating and mirroring where required. (e) shows needle cross-section area distribution across the four NMF-learnt components. (f) shows the total average strain field across all four classes (that is the mean of (a-d)), interpreted as the mean strain environment around such precipitates.
9.3 Conclusions

We presented a new strain mapping from SPED data approach that was very sensitive to starting parameters and required using SAMFire to operate. Strain in an age-hardened aluminium alloy was mapped. The dataset was also decomposed using the NMF machine learning algorithm into component-loading pairs, corresponding to diffraction patterns and spatial maps respectively. NMF components revealed four distinct DPs associated with precipitates. Strain results from the four classes of precipitates were extracted using the associated loadings as real-space markers. Because crystallographic directions within classes were identical by definition, mean strain fields for each class were estimated. By rotating each class strain field bases to align the corresponding $\beta''$ lattices, the mean strain environment of the needle in the matrix could be estimated.
Chapter 10

Conclusions

In this thesis I showed that data analysis tools play an increasingly important role in electron microscopy irrespective of the measured signal nature. In particular, chapter 5 presented a new algorithm for non-linear optimizations called SAMFire (Smart Adaptive Multi-dimensional Fitting), which was then used throughout the work to tackle challenging data analysis problems for a variety of experimental datasets, with analysis diagrams shown in Appendix A:

- Chapter 7 considered Cathodoluminescence (CL) measurements of a nanowire with Quantum Disks (QDisks). SAMFire was key to robustly and consistently extracting energy–intensity relationships of many QDisks across the ten considered CL maps. The results offered a better understanding of the efficiency droop of the structures by attributing it to the Auger emission, which enables further optimizations in such structures.

- Chapter 8 presented Electron Energy Loss Spectrum (EELS) analysis of a complex BN core-shell nanoparticle. Two new Energy Loss Near-Edge Structure (ELNES) estimation algorithms were developed that neither require standards nor limit the thickness of the specimen. Combined with SAMFire, it enabled extracting quantitative bonding maps across the particle without atomic resolution. By performing the quantification over a tilt-series and using a 3D total variation (TV) compressed sensing (CS) tomography, the first absolutely quantitative bonding tomography without atomic resolution was performed. These technique developments act as a milestone for electron tomography and for the first time allow such quantitative information to be extracted from thick irregular specimens.

- Chapter 9 showed how SAMFire was used for Scanning (Precession) Electron Diffraction (S(P)ED) strain analysis, where it was essential for two new strain
mapping approaches from such data. Strain in an age-hardened aluminium alloy was mapped over large (ca. 0.5 µm²) area containing many precipitate needles. The dataset was also decomposed using a Machine Learning (ML) algorithm, in particular Non-negative Matrix Factorisation (NMF), which allowed the precipitates to be classified. Strain and NMF results were combined to estimate the mean displacement fields around each class of precipitates.

Large data sizes arose as the one common problem when dealing with the aforementioned experimental results, and a solution was proposed in chapter 6. Named “LazySignal”, the framework allows seamless analysis of datasets that do not fit into the computer memory and would prove impossible to access without special high-memory hardware. It uses state-of-the-art Python libraries to enable almost any type of analysis on both consumer-grade computers and large distributed computing environments, as long as the dataset fits on the disk. LazySignal makes the electron microscopy field well-equipped to deal with most “big data” problems that are likely to arise in the near future.

Finally, chapter 3 considered cube and sphere plasmon EELS responses and showed by example that first-order cube modes can be approximated by theoretical sphere plasmon solutions. It offers a more robust way to unravel plasmonic large nanocube EELS signals, which in turn allows more control when designing nanoplasmonic devices.

10.1 Further work

As electron microscopes and computer hardware grow in effective data throughput, it is left to the analysis and further data interpretation to make the most of it. As a result, various data analysis and treatment routines are likely to get significantly closer to the experiment itself.

The global parameter fitting, presented as one of the ELNES estimation methods in chapter 8, is in fact a completely general approach. As such, in addition to the mentioned use for EELS data, it also allows measurement of any other experiment or sample property that is constant throughout, but unreliable to estimate from just a single measurement. Another example might be lens distortions in S(P)ED experiments for high-angle reflections. As the non-linearity of the experimental setup is constant throughout the dataset, it can be modelled in terms of global parameters and corrected.

With faster yet still accurate algorithms, many analyses can be performed live while the experiment is still running. This would reduce guesswork and human factors when optimizing experimental parameters for the sought result by making it immediately
available. In particular, performing online ML to de-noise and optionally decompose the data would allow an accurate way to gauge experimental dwell times or the specimen composition. Another example may be performing the reference-based strain analysis presented in chapter 9. Both approaches require minimal setup to get started, but provide information that is usually only available once the experiment is finished.

Compressed sensing may allow making large strides towards lowering the necessary experimental electron doses. Shown to be able to reasonably reconstruct the ground truth with just a few percent of information [174], CS algorithms may benefit EM in a multitude of ways. From simply providing much faster initial previews when searching for areas of interest, to greatly reducing the total electron dose in any EM experiment. Even if the specimen does not suffer from beam damage, performing experiments using CS approaches may increase the experimental “time resolution” by simply lowering the number of required measurements.

Finally, with increasingly powerful analyses becoming routine, previously “too challenging” experiments can be attempted. One example follows from SPED, where the de-scan coils are either not used at all or their current is less than in normal SPED experiments. This would result in measuring diffraction rings instead of spots across the sample. If de-scan is adjusted to minimise ring overlap while still keeping the directional information available, forming Virtual Dark Field (VDF) images around the ring may allow virtually rocking the sample. In addition, most strain mapping algorithms are likely to perform better by having more information from each diffracted beam – be it measuring the centre of the ring, or transforming it to match a different one.

10.2 Open source data analysis tools

With analysis tools becoming significantly more complex and important for the final results, more attention should be paid to ensure both their correctness and longevity. This is best achieved by releasing research tools as new or contributing them to already active open-source and preferably open-development projects. There are many benefits in making the algorithm and its implementation available to everyone. Open source analysis tools:

- allow analysis and hence experimental result replication.
- save time for other scientists that are interested in the algorithm or its modifications. Often it is simpler to modify an existing solution to suit the particular experiment than writing one from scratch.
• often serve as the groundwork upon which new tools and algorithms are built.

• encourage collaborations both among peers and between different disciplines.

• have to pass the scrutiny of peer review and hence both the algorithms and their implementations are often of higher quality.

• are encouraged to have tests. Combined with the peer review, it often means that improving the algorithms performance or general approach can be done in a reliable way that still allows result replication.

HyperSpy [101] is an open-source and open-development Python based analysis framework that benefits from all these points. Both SAMFire and LazySignal were contributed to HyperSpy and are therefore publicly available to use, modify, study, test, and build upon.
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Appendix A

Analysis diagrams

This appendix provides data analysis diagrams for the three results chapters, chapters 7 to 9, with corresponding Figs. A.1 to A.3. Circles and rectangles represent operations and their results respectively. Steps that require SAMFire and LazySignal are highlighted in yellow and green respectively.

Fig. A.1 The diagram showing chapter 7 analysis workflow. Circles and rectangles represent operations and their results respectively. Steps that require SAMFire are highlighted in yellow.
Fig. A.2 The diagram showing chapter 8 analysis workflow. Circles and rectangles represent operations and their results respectively. Steps that require SAMFire are highlighted in yellow.
Fig. A.3 The diagram showing chapter 9 analysis workflow. Circles and rectangles represent operations and their results respectively. Steps and results that require SAMFire and LazySignal are highlighted in yellow and green respectively.
Appendix B

Extracting fingerprints code

In [ ]: import hyperspy.api as hs

In [ ]: import numpy as np

%matplotlib

In [ ]: cl = hs.load('clean_calibrated_cl_stacked.hdf5', lazy=True)
    ll = hs.load('clean_normalised_fixed_calibrated_stacked_ll.hdf5', lazy=True)

In [ ]: m = cl.create_model(ll=ll, auto_add_edges=True, auto_background=True)
    m.suspend_auto_fine_structure_width()

In [ ]: m[1].name = 'O substrate'
    m.append(hs.model.components1D.EELSCLEdge('O_K'))
    m[-1].name = 'O part'

    m.components.B_K.name = 'BN 1'
    m.append(hs.model.components1D.EELSCLEdge('B_K'))
    m[-1].name = 'BN 2'
    m.append(hs.model.components1D.EELSCLEdge('B_K'))
    m[-1].name = 'B metallic'
    m.append(hs.model.components1D.EELSCLEdge('B_K'))
    m[-1].name = 'BO'

    m.components.N_K.name = 'N 1'
    m.append(hs.model.components1D.EELSCLEdge('N_K'))
    m[-1].name = 'N 2'
In [ ]: m.components

In [ ]: for cn in ['O substrate', 'N 1', 'Ca_L3', 'C_K', 'BN 1', 'B metallic', 'B0']:
    m[cn].intensity.bmin = 0

    m.components.BN_2.intensity.bmin = None
    m.components.N_2.intensity.bmin = None

In [ ]: m.components.Ca_L3.fine_structure_smoothing = 0.27
m.components.Ca_L3.fine_structure_width = 7

    m.components.N_1.fine_structure_width = 45.
    m.components.N_1.fine_structure_smoothing = 0.1

    m.components.N_2.fine_structure_width = 45.
    m.components.N_2.fine_structure_smoothing = 0.1

    m.components.O_substrate.fine_structure_width = 40.
    m.components.O_substrate.fine_structure_smoothing = 0.15

    m.components.O_part.fine_structure_width = 40.
    m.components.O_part.fine_structure_smoothing = 0.15

    m.components.BN_1.fine_structure_width = 40.
    m.components.BN_1.fine_structure_smoothing = 0.35

    m.components.BN_2.fine_structure_width = 40.
    m.components.BN_2.fine_structure_smoothing = 0.35

    m.components.B_metallic.fine_structure_width = 40.
    m.components.B_metallic.fine_structure_smoothing = 0.1
m.components.BO.fine_structure_width = 40.
m.components.BO.fine_structure_smoothing = 0.2

m.components.C_K.fine_structure_width = 50
m.components.C_K.fine_structure_smoothing = 0.12

In [ ]: m.components.BO.onset_energy.value = 190.9732998459634
m.components.BN_1.onset_energy.value = 190.4451714029937
m.components.BN_2.onset_energy.value = 190.4451714029937

m.components.N_1.onset_energy.value = 399.7069556719910
m.components.N_2.onset_energy.value = 399.7069556719910

m.components.Ca_L3.onset_energy.value = 347.0857902879798

m.components.O_substrate.onset_energy.value = 533.3136858795248
m.components.O_part.onset_energy.value = 533.3136858795248

B.0.1 Getting fine structure fingerprints

O_{substrate}

In [ ]: m.axes_manager.indices = (69, 14, 4)
m.enable_fine_structure(edges_list=['O substrate'])

In [ ]: m.disable_edges()
m.components.O_substrate.active = True
m.set_signal_range(480., 590.)
m.remove_signal_range(573., 575.)

In [ ]: m.two_area_background_estimation()
m.fit(fitter='mpfit', bounded=True)

In [ ]: m.components.O_substrate.fine_structure_coeff.free = False
m.assign_current_values_to_all(components_list=['O substrate'])
B$_2$O$_3$ and $O_{\text{particle}}$

In [ ]: m.axes_manager.indices = (74, 48, 4)
m.enable_fine_structure(edges_list=el[:-1])

In [ ]: m.enable_edges(edges_list=el[1:])

In [ ]: # for the Oxigen edge fitting:
m.set_signal_range(480., 590.)
m.remove_signal_range(573., 575.)
m.two_area_background_estimation()
m.fit(fitter='mpfit', bounded=True)

In [ ]: # for the Boron edge fitting:
m.set_signal_range(None, 270.)
m.disable_edges()
m.enable_edges(edges_list=el[1:])
m.components.PowerLaw.r.value = 3.4
m.components.PowerLaw.A.value = 9.3e10
m.components.BO.intensity.value = 2e-5
m.two_area_background_estimation()
m.fit(fitter='mpfit', bounded=True)

In [ ]: ox_ratio = m.components.O_part.intensity.value / m.components.BO.intensity.value
print(ox_ratio)

In [ ]: m.components.BO.fine_structure_coeff.free = False
m.components.0_part.fine_structure_coeff.free = False
m.assign_current_values_to_all(components_list=['BO', 'O part'])

In [ ]: m.plot()

BN and N2 - first edge

In [ ]: m.axes_manager.indices = (35, 60, 4)
el = ['BN 1', 'N 1']
m.enable_fine_structure(edges_list=el)
In [ ]: m.disable_edges()
m.enable_edges(edges_list=el)

In [ ]: # for the Nitrogen edge fitting:
m.set_signal_range(370., 480.)
m.components.BN_1.active = False
m.two_area_background_estimation()
m.fit(fitter='mpfit', bounded=True)

In [ ]: # for the Boron edge fitting:
m.set_signal_range(None, 270.)
m.components.BN_1.active = True
m.components.N_1.active = False
m.two_area_background_estimation()
m.fit(fitter='mpfit', bounded=True)

In [ ]: n1_ratio = m.components.N_1.intensity.value / m.components.BN_1.intensity.value
print(n1_ratio)

In [ ]: m.components.N_1.fine_structure_coeff.free = False
m.components.BN_1.fine_structure_coeff.free = False

m.assign_current_values_to_all(components_list=el)

BN and N2 - Second edges

In [ ]: # m.axes_manager.indices = (54, 40, 4)
m.axes_manager.indices = (54, 41, 4)
el = ['BN 1', 'BO', 'BN 2']
m.disable_edges()
m.enable_fine_structure(edges_list=['BN 2', 'N 2'])
#

In [ ]: # for the Oxigen edge fitting:
m.set_signal_range(480., 800.)
m.disable_edges()
m.components.O_part.active = True
m.components.O_substrate.active = True
m.two_area_background_estimation()
m.fit(fitter='mpfit', bounded=True)
#
In [ ]: # for the Boron edge fitting:
m.set_signal_range(None, 270.)
m.components.BN_1.intensity.free = True
m.components.BO.intensity.free = True
m.disable_edges()
m.enable_edges(edges_list=el[:-1])

m.two_area_background_estimation()
m.fit(fitter='mpfit', bounded=True)
m.remove_signal_range(206., 280.)
m.remove_signal_range(188., 196.)
m.fit(fitter='mpfit', bounded=True)

m.components.BN_1.intensity.free = False
m.components.BO.intensity.free = False
m.set_signal_range(None, 270.)
m.components.BN_2.active = True
m.components.BN_2.fine_structure_coeff.value = tuple(np.zeros(61).tolist())
m.fit()
m.components.BN_1.intensity.free = True
m.components.BO.intensity.free = True
#
In [ ]: # for the Nitrogen edge fitting:
m.set_signal_range(370., 480.)
m.disable_edges()
m.components.N_1.active = True
m.components.N_2.active = True
m.components.N_2.intensity.value = 0.
m.two_area_background_estimation()
m.fit(fitter='mpfit', bounded=True)

In [ ]: m.components.BN_2.fine_structure_coeff.free = False
m.components.N_2.fine_structure_coeff.free = False
In []: m.assign_current_values_to_all(components_list=['BN 2', 'N 2'])

In []: print (m.components.BN_1.intensity.value / m.components.BN_2.intensity.value)
print (m.components.N_1.intensity.value / m.components.N_2.intensity.value)

In []: bn_n1 = m.components.BN_1.intensity.value / m.components.N_1.intensity.value
bn_n2 = m.components.BN_2.intensity.value / m.components.N_2.intensity.value
print (bn_n1)
print (bn_n2)

Metallic B

In []: m.axes_manager.indices = (41, 32, 4)
m.disable_edges()
el = ['BN 1', 'B metallic', 'BO', 'BN 2']
m.components.B_metallic.fine_structure_active = True
m.components.B_metallic.fine_structure_coeff.free = True

In []: # for the Nitrogen edge fitting:
m.set_signal_range(370., 480.)
m.components.N_1.active = True
m.components.N_2.active = True
m.two_area_background_estimation()
m.fit(fitter='mpfit', bounded=True)

In []: # for the Oxigen edge fitting:
m.set_signal_range(480., 590.)
m.disable_edges()
m.components.O_part.active = True
m.components.O_substrate.active = True
m.two_area_background_estimation()
m.fit(fitter='mpfit', bounded=True)

In []: # for the Boron edge fitting:
m.set_signal_range(None, 270.)
m.disable_edges()
m.enable_edges(edges_list=el)
m.components.BN_1.intensity.value = m.components.N_1.intensity.value * bn_n1
m.components.BN_2.intensity.value = m.components.N_2.intensity.value * bn_n2
m.components.BN_1.intensity.free = False
m.components.BN_2.intensity.free = False

m.components.BO.intensity.value = m.components.O_part.intensity.value
m.components.BO.intensity.value /= ox_ratio

# BO free to float, but starting point is the previous ratio
m.components.BO.intensity.free = True

m.two_area_background_estimation()
m.components.B_metallic.intensity.value = 5e-3
m.fit(fitter='mpfit', bounded=True)

In []: m.components.B_metallic.fine_structure_coeff.free = False

m.components.BN_1.intensity.free = True
m.components.BN_2.intensity.free = True
m.components.BO.intensity.free = True

m.assign_current_values_to_all(components_list=['B metallic'])

C edge

In []: m.axes_manager.indices = (56, 74, 4)
   # for the Carbon and Calcium edge fitting:
   m.set_signal_range(250., 380.)
   m.disable_edges()
   el = ['Ca_L3', 'Ca_L2', 'Ca_L1', 'C_K']
   m.enable_edges(edges_list=el[-1:])

In []: m.enable_fine_structure(edges_list=el[-1:])
m.two_area_background_estimation()
m.fit(fitter='mpfit', bounded=True)

In []: m.components.C_K.fine_structure_coeff.free = False
m.assign_current_values_to_all(components_list=['C_K'])
Ca edge

In [ ]: m.axes_manager.indices = (71, 45, 4)
   m.set_signal_range(None, 380.)
el = ['Ca_L3', 'C_K', 'BO', 'BN 1', 'BN 2']
m.enable_edges(edges_list=el)

In [ ]: m.enable_fine_structure(edges_list=el[:1])

In [ ]: m.two_area_background_estimation()
   m.fit(fitter='mpfit', bounded=True)

In [ ]: m.components.Ca_L3.fine_structure_coeff.free = False
   m.assign_current_values_to_all(components_list=['Ca_L3'])
Appendix C

Extracting strain code

In [ ]: %matplotlib
    import hyperspy.api as hs
    import numpy as np
    from scipy import ndimage as ndi

In [ ]: s = hs.load('./20160623-Sigurd5.blo',
                   lazy=True).as_lazy()
    st = s.transpose(signal_axes=s.axes_manager.navigation_axes)

In [ ]: st.plot()

In [ ]: m = s.create_model()
    rect = hs.roi.RectangularROI(left=343.9,
                                top=651.7,
                                right=381.9,
                                bottom=691.6)

    ref = rect(s).mean()
    if ref._lazy:
        ref.compute()
    ref.change_dtype('float')
    comp = hs.model.components2D.ScalableFixedPattern2D(ref)
    m.append(comp)

In [ ]: ref.plot()

In [ ]: m.fit()

In [ ]: m.print_current_values()
C.1 SAMFire

In [ ]: samf = m.create_samfire()
      samf.remove(1)
      samf.plot_every = 30

In [ ]: samf.refresh_database()

In [ ]: samf.plot()

In [ ]: samf.start()
      while samf.pool.collect_results():
          pass

In [ ]: m.save_parameters2file('AlMgSi_parameters_bottom_ref')

In [ ]: m.corr.save('bottom_ref_correlation')

C.2 Plotting Results

In [ ]: sm = m.as_signal()

In [ ]: hs.plot.plot_signals([s, sm])

C.3 Strain tensor

In [ ]: import numpy as np
      from scipy import linalg
      import math

      dp = s
      def construct_displacement_gradient(ref):
          shape = (dp.axes_manager.navigation_shape[1],
                  dp.axes_manager.navigation_shape[0],
                  3,
                  3)
          D = hs.signals.BaseSignal(np.ones(shape))
          D.axes_manager.set_signal_dimension(2)
D.data[:,:,0,0] = ref.d11.map['values']
D.data[:,:,1,0] = ref.d12.map['values']
D.data[:,:,2,0] = 0.
D.data[:,:,0,1] = ref.d21.map['values']
D.data[:,:,1,1] = ref.d22.map['values']
D.data[:,:,2,1] = 0.
D.data[:,:,0,2] = 0.
D.data[:,:,1,2] = 0.
D.data[:,:,2,2] = 1.

return D

def _transform_basis2D(D, angle):
    """Method to transform the 2D basis in which a 2nd-order tensor is described.

    Parameters
    ----------
    D : 3x3 matrix
    
    angle : float
        The anti-clockwise rotation angle between the diffraction x/y axes and the x/y axes in which the tensor is to be specified.
    
    Returns
    ------
    T : TensorField
        Operates in place, replacing the original tensor field object with a tensor field described in the new basis.
    """

    a=angle*np.pi/180.0
    r11 = math.cos(a)
r12 = math.sin(a)
r21 = -math.sin(a)
r22 = math.cos(a)
R = np.array([[r11, r12, 0.],
               [r21, r22, 0.],
               [0., 0., 1.]])

T = np.dot(np.dot(R, D), R.T)
return T

def polar_decomposition(D, side='right'):
    shape = (dp.axes_manager.navigation_shape[1],
             dp.axes_manager.navigation_shape[0],
             3,
             3)
    R = hs.signals.BaseSignal(np.ones((shape)))
    R.axes_manager.set_signal_dimension(2)
    U = hs.signals.BaseSignal(np.ones(shape))
    U.axes_manager.set_signal_dimension(2)

    for z, indices in zip(D._iterate_signal(),
                          D.axes_manager._array_indices_generator()):
        thing = linalg.polar(D.data[indices], side=side)
        R.data[indices] = thing[0]
        U.data[indices] = thing[1]

    return R, U

def get_rotation_angle(R):
    """Return the rotation angle."
    Parameters
    ----------
R : RotationMatrix

RotationMatrix two dimensional signal object of the form:

\[
\begin{pmatrix}
\cos x & \sin x \\
-sin x & \cos x
\end{pmatrix}
\]

Returns
-------

angle : float

""

arr_shape = (R.axes_manager._navigation_shape_in_array
    if R.axes_manager.navigation_size > 0
    else [1, ])
T = np.zeros(arr_shape, dtype=object)

for z, indices in zip(
    R._iterate_signal(),
    R.axes_manager._array_indices_generator() :

    T[indices] = -math.asin(R.data[indices][1,0])

X = hs.signals.Signal2D(T.astype(float))

return X

In [ ]: disp = construct_displacement_gradient(comp)

    R, U = polar_decomposition(disp)

    theta = get_rotation_angle(R)

In [ ]: disp.T.plot()

In [ ]: theta.plot()

In [ ]: e11 = U.isig[0,0]
    e11 = e11.as_signal2D(image_axes=e11.axes_manager.navigation_axes)
    e11.data = 1. - e11.data

    e12 = U.isig[0,1]
e12 = e12.as_signal2D(image_axes=e12.axes_manager.navigation_axes)
e12.data = e12.data

e21 = U.isig[1,0]
e21 = e21.as_signal2D(image_axes=e21.axes_manager.navigation_axes)
e21.data = e21.data

e22 = U.isig[1,1]
e22 = e22.as_signal2D(image_axes=e22.axes_manager.navigation_axes)
e22.data = 1. - e22.data

strain_results = hs.signals.Signal2D(np.ones((4, dp.axes_manager.navigation_shape[1], dp.axes_manager.navigation_shape[0])))

strain_results.data[0] = e11.data
strain_results.data[1] = e22.data
strain_results.data[2] = e12.data
strain_results.data[3] = theta.data

for ax1, ax2 in zip(strain_results.axes_manager.signal_axes, s.axes_manager.navigation_axes):
    ax1.scale = ax2.scale
    ax1.offset = ax2.offset
    ax1.units = ax2.units
    ax1.name = ax2.name

strain_results.plot(cmap='RdBu_r', #, vmin=-0.03, vmax=0.03)

In [ ]: strain_results.save('./strain_results_bottom_ref', overwrite=True)

In [ ]: strain_results.plot(cmap='RdBu_r', scalebar_color='k')