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Persistent currents in Bose condensates with a scalar order parameter are stabilized by the topology of the order parameter manifold. In condensates with multicomponent order parameters it is topologically possible for supercurrents to ‘unwind’ without leaving the manifold. We study the energetics of this process in the case of ferromagnetic condensates using a long wavelength energy functional that includes both the superfluid and spin stiffnesses. Exploiting analogies to an elastic rod and rigid body motion, we show that the current carrying state in a 1D ring geometry transitions between a spin helix in the energy minima and a soliton-like configuration at the maxima. The relevance to recent experiments in ultracold atoms is briefly discussed.

I. INTRODUCTION

Long-lived metastable currents – often called persistent currents – are a hallmark of superfluidity [1]. In Bose condensates, the existence of persistent currents is usually connected with the topology of the condensate wavefunction $\Psi(r)$. Suppose that $\Psi(r)$ varies only around the circumference of an annular container. If the vanishing of the superfluid density $\rho(r) = |\Psi(r)|^2$ is energetically unfavorable – due to repulsive interparticle interactions or Fermi pressure in the case of a paired fermion superfluid – only the phase of $\Psi(r)$ may vary, winding an integer number of times around the circumference. The superfluid velocity is related to the gradient of the phase $\chi(r)$ by

$$v = \nabla \chi,$$

where the mass and $\hbar$ are set to unity. Winding of the phase is thus associated with current carrying states, metastable due to the energetic cost of vanishing density.

In this paper we are concerned with Bose condensates with internal degrees of freedom [2], where the persistent currents can have a very different character. A particle may be in a superposition of different internal states, which we will generically refer to as ‘spin’ states. To illustrate the physics involved, consider the simplest case of two internal states (‘spin-1/2’). The order parameter is now a two component spinor. Consider the family of order parameter configurations [1]

$$\Psi(x) = \begin{pmatrix} \psi^\uparrow(x) \\ \psi^\downarrow(x) \end{pmatrix} = \left( \cos(\theta/2)e^{i\pi x/L} \sin(\theta/2) \right), \quad 0 \leq \theta \leq \pi \quad (2)$$

where $L$ is the circumference of the annulus. As $\theta$ increases from 0 to $\pi$, we interpolate smoothly from a configuration where the phase winds by $2\pi$ to one with no winding. The density $\rho(x) = \Psi^\dagger \Psi$ is constant, so there is no energy penalty associated with compressing the condensate. Furthermore, the kinetic energy decreases monotonically.

This does not imply, however, that there are no metastable states in spinor condensates. If the ‘magnetization’

$$M = \int_0^L dx \left[ \psi^\dagger \psi^\uparrow - \psi^\dagger \psi^\downarrow \right] \quad (3)$$

is conserved, states of different $\theta$ in the above example are not dynamically accessible, as $M \propto \cos \theta$. Then it is clear that the fully polarized condensate behaves as its scalar counterpart. Only a partially polarized condensate can take advantage of the spin degrees of freedom to ‘unwind’ the superfluid flow without changing the density. Our goal is to analyze the energy barrier present in this case.

In a recent experiment [3], persistent currents were observed in a two-component Bose condensate confined to a toroidal trap. We will discuss this experiment in light of our results in Section V. Refs. [4, 5] provide earlier treatments complimentary to ours.

A. Energy Functional

Restricting our considerations to order parameter configurations of constant density is legitimate when the circumference $L$ of the ring greatly exceeds the healing length of the condensate, in which case the relevant energy arises solely from the kinetic energy of the condensate due to motion around the ring

$$E = \frac{1}{2} \int_0^L dx \frac{d\Psi^\dagger}{dx} \frac{d\Psi}{dx} \quad (4)$$

If we parameterize the spinor as

$$\Psi = \sqrt{\rho} e^{i\phi} \begin{pmatrix} \cos(\theta/2) \\ \sin(\theta/2) e^{i\phi} \end{pmatrix}, \quad (5)$$

then the angles $\theta$ and $\phi$ give the polar coordinates of a unit vector $n$ giving the magnetization axis

$$\rho n = \Psi^\dagger \sigma \Psi = \rho(\sin \theta \cos \phi, \sin \theta \sin \phi, \cos \theta), \quad (6)$$
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while the superfluid velocity is
\[ v = -\frac{i}{2\rho} \left[ \Psi^\dagger \frac{d\Psi}{dx} - \frac{d\Psi^\dagger}{dx} \Psi \right] \]
\[ = \chi' + s\phi' (1 - \cos \theta) \]
(7)
\[ \text{so that stationary points of the energy have spatially constant superflow. The circulation is thus simply proportional to } v \text{ and (10) gives} \]
\[ v = \frac{2\pi P}{L} + \frac{s\Omega[n]}{L}. \]
(15)
where \( s = 1/2 \). The energy can then be written as a functional of \( n(x) \) and \( \chi(x) \)
\[ \mathcal{E}[n, \chi] = \rho \int_0^L dx \left[ \frac{s^2}{2} + \frac{s}{4} \left( \frac{dn}{dx} \right)^2 \right] \]
(9)
Since the angles \( \chi, \theta, \phi \) are all periodic on the ring, the supercurrent has circulation
\[ \int_0^L v \, dx = 2\pi P + s\Omega[n], \]
(10)
where \( n \) is an integer and \( \Omega[n] \) is the solid angle enclosed by the path traced out by \( n(x) \) on the unit sphere
\[ \Omega[n] = \int (1 - \cos \theta) d\phi \]
(11)
The generalization to ferromagnetic states of arbitrary spin \( s \) was considered in Ref. [6]. Allowing for rotationally invariant interactions between spin-\( s \) particles, the mean field phase diagram always includes a region where the condensate wavefunction is a spin coherent state.
The form (8) of the superfluid velocity represents one parameterization of the coherent states \( |n\rangle \): in general the velocity may be written in terms of the Berry potential \( A(n) \equiv -i \langle n|(dn/dx) / dx \) as
\[ v = \frac{dx}{dt} + A(n) \]
(12)
The circulation is however gauge invariant and given by (10).
The analysis of the functional (9) is the goal of this paper. As we have discussed, we are interested in minimizing the energy at fixed magnetization \( M \). This can be implemented with a Lagrange multiplier, giving the functional
\[ \mathcal{E}_L[n, \chi] = \mathcal{E}[n, \chi] - \int_0^L \mathbf{h} \cdot \mathbf{n} \, dx. \]
(13)
\[ \text{B. Conserved supercurrent} \]
A simple first observation is that \( \chi \) is a cyclic coordinate in the language of Lagrangian mechanics: only its derivative appears in (9). As a result the Euler–Lagrange equation for \( \chi \) implies
\[ v(x) = \frac{d\chi}{dx} + A(n) = \text{const.}, \]
(14)
first write the functional in a different way, motivated by the spin-1 case rather than the spin-1/2 context in which we introduced it. To this end, write the three component order parameter of a spin-1 condensate in term of two real vectors as

$$\Psi = \sqrt{\frac{\rho}{2}} (a + ib).$$  (24)

In a cartesian basis, the spin-1 operators have the explicit form $$(S_{ij})_{kl} = -i\epsilon_{jkl},$$ so that

$$\Psi^\dagger S\Psi = \rho a \times b.$$  (25)

As a result, a fully polarized ferromagnetic condensate is described by orthogonal unit vectors $a, b$, with magnetization in the direction $n = a \times b$. The orthonormal triad $\{a, b, n\}$ defines an element of the group of proper rotations $SO(3)$. The two branches of the dispersion in this case correspond to the well known fact that $\pi_1(SO(3)) = \mathbb{Z}/2$

In this language, the superfluid velocity has an interesting interpretation:

$$v = -\frac{i}{2\rho} \left[ \Psi^\dagger \frac{d\Psi}{dx} - \frac{d\Psi^\dagger}{dx} \Psi \right]$$

$$= \frac{1}{2} \left[ a \cdot \frac{db}{dx} - \frac{da}{dx} \cdot b \right].$$  (27)

We see that $v$ describes the twisting around the $n$ axis.

By using the relations

$$n' = a' \times b + a \times b'$$

$$a' \cdot b + a \cdot b' = 0,$$  (28)

we can obtain

$$\mathcal{E} = \frac{1}{2} \int_0^L dx \frac{d\Psi^\dagger}{dx} \frac{d\Psi}{dx}$$

$$= \frac{\rho}{4} \int_0^L \left[ a'^2 + b'^2 \right]$$

$$= \rho \int_0^L dx \left[ \frac{1}{2} (\frac{dn}{dx})^2 \right],$$  (32)

which coincides with (9) for $s = 1$.

Now we will see how the same formulation in terms of an orthonormal triad describes an elastic rod, by which we mean an elastic body with cross section small compared to its length. The rod’s configuration is described by a curve $\gamma(x)$ giving the position of a point on the centre line as a function of arc length $x$ (see Figure 2). $n \equiv \gamma'(x)$ is the unit tangent vector to the curve. One contribution to the energy of a configuration depends on the curvature of the rod, which is

$$\kappa = \frac{|dn|}{|dx|}. $$  (33)
FIG. 2. An elastic rod described by a space curve $\gamma(x)$ as a function of arc length $x$, with unit tangent vector $n \equiv \gamma'(x)$. For this curve, the corresponding $n(x)$ is shown in Figure 6.

The other contribution depends on the twisting of the rod. To quantify this, we need to set up an orthonormal triad \{n(x), a(x), b(x)\} at each point on the curve. As we move along the curve, this triad undergoes a rotation, which can be described by an ‘angular velocity’ $\omega$ (having units of inverse length)

\[
\begin{align*}
    n' &= \omega \times n \\
    a' &= \omega \times a \\
    b' &= \omega \times b.
\end{align*}
\]  

(34) (35) (36)

If we write

\[ \omega = \omega_n n + \omega_a a + \omega_b b, \]  

(37)

then the simplest approximation to the elastic energy of the rod is

\[ E_{el} = \frac{1}{2} \int dx \left[ \alpha \omega_n^2 + \beta \omega_a^2 + \gamma \omega_b^2 \right]. \]  

(38)

The first two terms represent the energy of bending, and the third the energy of twisting. For a symmetric cross section $\alpha = \beta$, and the definition (36) can be used to write

\[ \left( \frac{dn}{dx} \right)^2 = \omega_n^2 + \omega_a^2 \]  

(39)

\[ a' \cdot b = -a \cdot b' = \omega_n \]  

(40)

The elastic energy (38) then coincides with the energy functional (9) of the ferromagnetic condensate with the identifications $\alpha = \rho s^2 / 2$, $\gamma = \rho s^2$. The bending stiffness $\alpha$ corresponds to the spin stiffness, while the torsional stiffness $\gamma$ corresponds to the superfluid stiffness.

There is a complete correspondence between the elastic and superfluid problems. For example, the analog of constant supercurrent is constant twist rate $\omega_n = \text{const.}$, which arises from the vanishing torque along the axis on any element of the rod.

The end-to-end displacement of the rod

\[ \gamma(L) - \gamma(0) = \int n(x) \, dx \]  

(41)

corresponds to the total magnetization, while a force applied to the endpoints corresponds to a magnetic field, appearing in the energy $E_h$ in (13). Thus a straight rod with $|\gamma(L) - \gamma(0)| = L$ corresponds to a fully polarized condensate. Evidently such a rod may be twisted indefinitely about its axis (until the approximations of linear elasticity break down). This is the case of a fully polarized superfluid: an arbitrary number of phase twists are allowed in the constant density approximation.

If the ends of the rod are allowed to approach each other the rod bends, increasing the bending energy, but will tend to untwist, reducing the torsional energy. This corresponds to a partially polarized condensate, and is the mechanism by which the supercurrent is reduced. Note that a real elastic rod can touch itself when buckled, a feature that does not appear in the superfluid problem.

To quantify the untwisting associated with bending of the rod imagine fixing a twist $\psi$ along a straight rod. If the ends of the rod are clamped in the same relative orientation so that the tangents match $n(0) = n(L)$, then the relation (15) takes the form (for $s = 1$)

\[ \int \omega_n \, dx = \psi - \Omega[n]. \]  

(42)

(note $v \rightarrow -\omega_n$) As the solid angle enclosed by $n(x)$ increases, the integrated twist decreases.

We summarize the superfluid-elastic analogy in Table I. The theory of elastic rods is extensive: we refer to the recent book [13] for further details and references. The field begins with Kirchhoff’s paper of 1859, which introduced the second analogy we will use [14].

---

B. Kinematic Analogy

Kirchhoff discovered a precise mapping between the equilibrium configurations of an elastic rod and the motion of a rigid body. With the groundwork of the previous section, it is not too hard to understand where this kinem-
matics analogy comes from. Arc length along the rod is interpreted as time, and we have already seen that the change of the orthonormal frame describing the configuration of the rod defines an angular velocity. The elastic energy (38) is now interpreted as an action given by the time integral of the rigid body kinetic energy. The stiffnesses $\alpha$, $\beta$ and $\gamma$ are interpreted as moments of inertia $I_{1,2,3}$. The case $\alpha = \beta$ of interest to us corresponds to the symmetric top with symmetry axis $n$. The kinematic analogy is summarized in Table I.

A Lagrangian that includes a linear potential acting on the symmetry axis corresponds to the energy $\mathcal{E}_h$ of (13). Recalling that the magnetic field $h$ plays the role of a Lagrange multiplier in our formulation, we see that the problem of ferromagnetic superfluids with fixed magnetization is in correspondence with the heavy symmetric top, often called the Lagrange top. This system is treated in many textbooks, see e.g. Ref. [15]. In terms of the usual Euler angles, and taking $h$ to lie in the $z$-direction, the energy $\mathcal{E}_h$ is

$$\mathcal{E}_h = \int_0^L dx \left[ \frac{\alpha}{2} (\theta'^2 + \phi'^2 \sin^2 \theta) + \frac{\gamma}{2} (\psi' + \phi' \cos \theta)^2 - h \cos \theta \right].$$

The Lagrange top is a completely integrable system on account of its three conserved quantities. The first two are the angular momentum about the symmetry axis, corresponding to the conserved supercurrent, and the angular momentum in the direction of the field. These are associated with the cyclic coordinates $\psi$ and $\phi$, and take the form

$$p_\psi = \gamma (\psi' + \phi' \cos \theta)$$

$$p_\phi = \alpha \phi' \sin^2 \theta + \cos \theta p_\psi.$$ 

$p_\phi$ corresponds to the $z$-component of spin current. The third conservation law is associated with translation — in the dynamical case this is the energy though here it has units of energy density

$$\varepsilon = \frac{\alpha}{2} (\theta'^2 + \phi'^2 \sin^2 \theta) + h \cos \theta.$$ 

Using the first two conservation laws $\varepsilon$ may be expressed purely in terms of $z \equiv \cos \theta$ as

$$\varepsilon = \frac{\alpha}{2} \frac{z'^2}{1 - z^2} + \frac{(p_\theta - z p_\psi)^2}{2 \alpha (1 - z^2)} + h z \cos \theta.$$ (47)

In this way the dynamics is reduced to a single variable moving in an effective potential

$$V_{\text{eff}}(z) = \frac{1}{2 \alpha} (p_\theta - z p_\psi)^2 + (h z - \varepsilon)(1 - z^2).$$ (48)

$V_{\text{eff}}(z)$ is a cubic polynomial. For $h > 0$ motion will occur between the two smallest roots, which must lie in $[-1,1]$, while the third root is at $z \geq 1$.

The solution to (47) can be found in terms of elliptic functions. We will use this solution in the next section to calculate the dispersion relation.

## III. Dispersion Relation

### A. Boundary Conditions

A problem in dynamics is typically an initial value problem, where one is interested in the evolution that results from some initial conditions. In contrast, we are here concerned with a boundary value problem. What boundary conditions should we impose at $x = 0, L$? It is important to remember that we are concerned with finding extremal configurations at fixed $P$, or equivalently extremizing the functional (17)

$$\mathcal{E}_u = \mathcal{E} - u P.$$ (49)

We now show that this is equivalent to working at fixed $P$, ignoring the boundary conditions on $\psi$, and enforcing periodic boundary conditions only on the vector $n$.

$$\theta(L) - \theta(0) = 0$$

$$\phi(L) - \phi(0) = 2 \pi n_\psi.$$ (50)

The reason is that any extremum of $\mathcal{E}_u$ with periodic boundary conditions for $\psi$ can be gauge transformed (or canonically transformed in the language of classical mechanics) to an extremum of $\mathcal{E}$ with twisted boundary conditions by the transformation

$$\psi(x) \rightarrow \psi(x) + \frac{ux}{\gamma}.$$ (51)
after which
\[ \mathcal{E}_\omega \to \mathcal{E} - \frac{u^2}{2\gamma}. \] (52)

Recall that there are three conserved quantities in the solution discussed in the previous section. The two conditions (50) therefore give a one parameter family of solutions (using \( h \) to fix \( M \)). From each member of this family we can extract the momentum and energy
\[ \frac{P}{\rho} = 2\pi p + s\Omega \] (53)
\[ \mathcal{E} = \epsilon L - hM + \frac{P^2}{2\rho L}, \] (54)
where the solid angle is computed using (11). Note that \( P \neq p_\psi L/\gamma \) on account of the twisted boundary conditions, but rather
\[ P = \frac{L}{\gamma}(p_\psi - u). \] (55)

**B. Spin helix**

A particularly simple configuration corresponds to a spin helix, in which \( \theta(x) = \theta_0 \) while \( \phi(x) \) increases by a multiple of \( 2\pi \). In the kinematic analogy, this corresponds to simple precession of the top. This occurs when the two smallest roots of the cubic potential (48) coincide. In this case \( \phi'(x) \) and \( \psi'(x) \) are both constant and the energy is simply
\[ \mathcal{E} = \frac{2\pi^2 \nu_0^2}{L}(1 - m^2) + \frac{P^2}{2\rho L}, \] (56)
where \( \phi' = 2\pi \nu_0 /L \) and \( \cos \theta_0 = M/L \equiv m \). Note that the solid angle and polarization are related by
\[ \Omega_\epsilon = \Omega = 2\pi(1 - \cos \theta_0) = 2\pi(1 - m), \] (57)
so this configuration represents a single point on the dispersion relation. If we fix the \( z \)-component of the magnetization, a smaller momentum can be obtained from a `canted’ helical configuration that winds around an axis tilted relative to the \( z \)-axis. Note that in this region the Lagrange multiplier \( h = 0 \), which is why the orientation of the helix is free. The energy \( \mathcal{E}_\sigma(\Omega, M) \) is straightforward to evaluate
\[ \text{Helix: } \mathcal{E}_\sigma(\Omega, M) = \frac{2\pi \alpha \Omega}{L} \left(1 - \frac{\Omega}{4\pi} \right). \] (58)
As the solid angle increases to \( \Omega_\epsilon \), this axis aligns with the \( z \)-axis. Thereafter, the only way to increase \( \Omega \) at fixed \( M \) is by forming a localized, soliton-like solution.

**C. Buckling of the helix**

For \( \Omega > \Omega_\epsilon \) there is a qualitative change in the configuration: \( \theta(x) \) begins to develop a nonuniform profile, corresponding to *nutation* of the top. Assuming that the amplitude of this profile increases continuously from 0 (as will be verified by the numerical calculations of Section IV), we can treat the motion about \( \theta_0 = \cos^{-1}(m) \) as harmonic and solve the quantization conditions analytically.

For a single period of \( \theta(x) \) motion, we have the following conditions on the effective potential
\[ \mathcal{V}_{\text{eff}}(m) = 0 \] (59)
\[ \mathcal{V}_{\text{eff}}'(m) = \alpha \left( \frac{2\pi}{L} \right)^2. \] (60)

For a single turn of the helix \( n_\phi = 1 \) and
\[ p_\phi - mp_\psi = \frac{2\pi \alpha}{L}(1 - m^2). \] (61)
The four equations (59)-(61) determine the four quantities \( p_\psi, p_\phi, \alpha, \) and \( h \). There are two sets of solutions. The first corresponds to the spin helix found before:
\[ p_\psi L = 2\pi \alpha m, \quad p_\phi L = 2\pi \alpha, \] (62a)
\[ \epsilon L^2 = 2\alpha \pi^2(1 - m^2), \quad hL^2 = 0, \] (62b)
while the second is
\[ p_\psi L = 6\pi \alpha m, \quad p_\phi L = 2\pi \alpha(1 + 2m^2), \] (63a)
\[ \epsilon L^2 = 2\alpha \pi^2(1 + 3m^2), \quad hL^2 = 8\alpha \pi m. \] (63b)
Both solutions give \( \mathcal{E}_\sigma = \epsilon L - hM = \frac{2\pi \alpha^2}{L}(1 - m^2) \). As we depart from \( \Omega_\epsilon \), we get deviations from the helix, which can be described by
\[ \theta(x) = \theta_0 + \vartheta(x) \] (64a)
\[ \phi(x) = Qx + \varphi(x) \] (64b)
with \( Q = 2\pi /L \). In the case of the first solution (62), these deviations describe the canting of the helix. Since \( h = 0 \), the energy density \( \epsilon = h\cfrac{2}{L} + P^2/(2\rho L^2) = \text{const.} \). Small deviations about the second solution correspond to the appearance of a spatially localized energy density.

\( \Omega_\epsilon \) represents a first order transition at which the gradient of the dispersion jumps. To evaluate the jump, we return to the constrained minimization formulation given by (20), and evaluate the energy and solid angle to quadratic order in the deviations (64). The first order terms vanish since \( \vartheta(x) \) has zero average, leaving the quadratic forms
\[ \mathcal{E}_2 = \frac{\alpha}{2} \int dx \left[ \vartheta'^2 + Q^2 \cos 2\theta_0 \vartheta^2 \right. \]
\[ + \sin^2 \theta_0 \varphi'^2 + 2Q \sin 2\theta_0 \varphi \vartheta \] (65)
\[ \Omega_2 = \int dx \left[ \frac{Q}{2} \cos \theta_0 \vartheta^2 + \sin \theta_0 \vartheta \varphi \right]. \] (66)
Minimizing $\mathcal{E}_2$ subject to fixed $\Omega_2$ involves the quadratic form $\mathcal{E}_2 - \mu \Omega_2$. The stationary points of this functional give a generalized eigenvalue problem for the Lagrange multiplier $\mu$. Writing

$$\partial(x) = \partial_0 e^{iQx} + c.c \quad (67)$$

$$\varphi(x) = \varphi_0 e^{iQx} + c.c \quad (68)$$
gives a matrix eigenvalue problem, with eigenvalues $\mu = Q \cos \theta_0; 2Q \cos \theta_0$. Since $\mu = \partial \mathcal{E}/\partial \Omega$ we arrive at the simple statement that the gradient in the dispersion jumps by a factor of 2 at the transition to a localized solution (see Figure 7).

### D. Soliton Limit

The opposite limit corresponds to almost complete polarization. In this situation, the magnetization axis will approach the $z$-axis as we move away from a localized configuration, so that we can regard the domain as infinite with the boundary conditions

$$n(\pm \infty) = \hat{z}. \quad (69)$$

to obtain this type of solution, the conserved quantities $p_\theta, p_\psi, \epsilon$ must be chosen so that the two largest roots $z_{1,2}$ of the effective potential of $V_{\text{eff}}(z)$ are at $z = 1$, with the smallest root $z_3$ somewhere in $[-1, 1]$. In this case $z = 1$ is a point of unstable equilibrium, and an excursion to $z_3$ can occur at any $x$. The effective potential is then

$$V_{\text{eff}}(z) = -\hbar(z - z_3)(1 - z)^2, \quad (70)$$
giving rise to a soliton centered at $x = x_0$

$$z(x) = z_3 + (1 - z_3) \tanh^2 \left( \sqrt{\frac{h}{2\alpha}} \frac{1 - z_3}{x_0} \right). \quad (71)$$

Using this solution, one can compute the angle $\phi(x)$, solid angle $\Omega$

$$\Omega = \int_0^{2\pi} (1 - \cos \theta) d\phi = 4 \arctan \sqrt{\frac{1 - x_3}{1 + x_3}}, \quad (72)$$

and the deviation from complete magnetization

$$\Delta L = \int_{-\infty}^{\infty} (1 - \cos \theta) dx = 2 \sqrt{\frac{2\alpha(1 - x_3)}{h}}. \quad (73)$$

Noting that for the potential (70) $\epsilon = \hbar$, we can find the energy of this configuration

$$\mathcal{E} = \epsilon L - \hbar M + \frac{\rho P^2}{2\rho L}$$

$$= \frac{8\alpha}{\Delta L} \left[ 1 - \cos \left( \frac{P}{2\rho} \right) \right] + \frac{P^2}{2\rho L} \quad (74)$$

where $P = s \Omega$ on the principal branch of the dispersion. This dispersion relation is shown in Figure 3.

**FIG. 3.** Soliton dispersion (74) for $s = 1/2$ and $\Delta = 0.1$.

The solution (71) appears in Ref. [7] on the continuum limit of the Heisenberg chain, as we as repeatedly in the literature on elasticity (see e.g. Ref. [13]). For our purposes, the dispersion relation (74) illustrates a key point about the metastability of currents in a ferromagnetic condensate. The scale of the soliton is $\Delta$, meaning that as we approach full polarization ($\Delta \to 0$) the energy diverges like $\Delta^{-1}$. This illustrates that the energy barrier diminishes with decreasing polarization.

As $\Omega \to 0 \mod 4\pi, x_3 \to 1$ and the size of the soliton diverges, invalidating our assumption of an infinite domain. Instead, we expect the configurations of a finite system to connect to the helical configurations discussed in the previous sections at the critical solid angle $\Omega_c$ given by (57). We next see how this happens by using the exact solution to treat the boundary conditions more carefully.

### E. Solution in terms of elliptic functions

As discussed in Section II, the general solution for $z(x)$ is an elliptic function, obtained as an inverse of the elliptic integral [16].

$$x = \int_{\tilde{z}}^{z} \frac{dz'}{\sqrt{P(z')}} \quad (75)$$

where $P(z) = -2V_{\text{eff}}(z)/\alpha$ is a cubic polynomial. To put this elliptic function in standard form, we write

$$z = 2\tilde{z} + c, \quad (76)$$

with $c$ chosen so that the three roots of the cubic sum to zero

$$c = \frac{p_2/(2\alpha) + \epsilon}{3h}. \quad (77)$$

Then (75) becomes

$$x = \sqrt{\frac{\alpha}{h}} \int_{\tilde{z}}^{z} \frac{dz'}{\sqrt{4 \left( \tilde{z}' - e_1 \right) \left( \tilde{z}' - e_2 \right) \left( \tilde{z}' - e_3 \right)}} \quad (78)$$
with real roots $e_1 > e_2 > e_3$ obeying $e_1 + e_2 + e_3 = 0$. As a result, $\tilde{z}(x)$ is

$$\tilde{z}(x) = \wp\left(\sqrt{\frac{h}{\alpha}} x + \omega_3\right)$$

(79)

where $\wp(x)$ is the Weierstrass elliptic function and $\omega_3$ is the (imaginary) half period associated with $e_3$

$$\omega_3 = -i \int_{-\infty}^{e_3} \frac{d\tilde{z}}{\sqrt{4\tilde{z}^3 - g_2\tilde{z} - g_3}}.$$  

(80)

From the form of the effective potential (48) we can identify the Weierstrass invariants

$$g_2 = \frac{(p_{\psi}/2\alpha + \epsilon)^2}{3h^2} + 1 - \frac{p_{\psi}p_{\psi}}{h\alpha},$$

$$g_3 = \frac{(p_{\psi}/2\alpha + \epsilon)^3}{27h^3} - \frac{1}{6} \frac{(p_{\psi}/2\alpha + \epsilon)}{h} \left(\frac{p_{\psi}p_{\psi}}{h\alpha} - 1\right) - \frac{1}{2} \frac{(\epsilon - p_{\psi}/2\alpha)}{h}.$$  

(81)

The shift (77) can be found from the magnetization using

$$M = \int_0^L z \, dx = 2 \int_0^L dx \wp\left(\sqrt{\frac{h}{\alpha}} x + \omega_3\right) + cL$$

$$= -4\sqrt{\frac{\alpha}{h}} n_T \zeta(\omega_1) + cL$$

$$= L \left(\frac{c - 2\zeta(\omega_1)}{\omega_1}\right)$$  

(82)

where $\zeta(z)$ is the Weierstrass zeta function, defined as

$$\zeta'(z) = -\wp(z)\quad \zeta(z) \to \frac{1}{z}.$$  

(83)

Furthermore, if we have one period of the $\theta(x)$ motion in $L$ then

$$L = 2\sqrt{\frac{\alpha}{h}} \omega_1.$$  

(84)

We can then solve the $\phi(x)$ quantization condition in (50) in terms of $\hbar$ and $c$, and use the result to find the momentum and energy. Ref. [16] gives expressions for the angles $\phi(x)$, $\psi(x)$, from which we find

$$i [\phi(L) - \phi(0)] = 2 (\zeta(k) - \zeta(l)) \omega_1 - 2\zeta(\omega_1)(k - l)$$  

(85)

where $k$ and $l$ are the imaginary values of $x + \omega_3$ where $\theta = 0$ and $\pi$. That is,

$$\phi(l) = \frac{1}{2} [1 - c]$$

$$\phi(k) = -\frac{1}{2} [1 + c].$$  

(86)

Using (85) in the quantization condition (50) defines a curve in the $g_2 - g_3$ plane that implicitly defines the dispersion relation $\mathcal{E}(P)$.

As we have seen, the spin helix and the soliton correspond to the merging of the two lower and two upper roots respectively. This occurs when the modular discriminant vanishes

$$g_2^3 - 27g_3^2 = 0,$$  

(87)

with $g_3 = \pm \sqrt{27g_2^3}$ corresponding to the helix and soliton respectively. In Figure 4 we show the curve in this region of the $g_2 - g_3$ plane that gives the correctly quantized solutions for $m = 0.3$. The curve tracks the soliton branch quite closely despite the modest values of the polarization, but terminates on the helix branch. For larger values of the polarization the curve is essentially indistinguishable from the soliton branch. This is because the tail of the soliton is exponential, so at higher polarization we rapidly enter a regime where the quantization condition is satisfied to a very good approximation by the soliton.

Unfortunately, this also means that discriminating between the soliton and ‘true’ finite $L$ solution becomes numerically difficult. In the next section we will show that a direct numerical solution of the constrained minimization problem (20) is an easier route to finding the dispersion relation. However, the above analysis does indicate a key difference between the finite size system and the soliton limit studied in the previous section. In the finite system the dispersion starts from a spatially extended helical solution at low $\Omega$ before a localized soliton-like configuration appears at $\Omega_c$ given by (57).
IV. NUMERICAL CALCULATION

In Section I B we saw that the calculation of the dispersion relation could be phrased in terms of the constrained optimization problem

$$E_\sigma(\Omega, M) = \frac{\alpha}{2} \int_0^L \left( \frac{dn}{dx} \right)^2 dx. \quad (88)$$

In this section we perform the numerical calculation of $E_\sigma(\Omega, M)$ to verify the features that we have found analytically. To this end, it is convenient to parameterize the configurations using the stereographic variable

$$\eta(x) = \tan(\theta(x)/2)e^{i\phi(x)}. \quad (89)$$

In terms of $\eta(x)$, (88) becomes

$$E_\sigma(\Omega, M) = \min_{\eta(x)} \int_0^L dx \frac{|\eta'|^2}{(1 + |\eta|^2)^2}. \quad (90)$$

$$M[\eta] = \int_0^L dx \frac{1 - |\eta|^2}{1 + |\eta|^2}. \quad (91)$$

$$\Omega[\eta] = i \int_0^L dx \frac{\eta\eta' - \bar{\eta}\eta'}{1 + |\eta|^2}. \quad (92)$$

It is then straightforward to discretize each of these functionals. For the solid angle, we use the discretization

$$\Omega = -i \sum_j \log \frac{1 + \eta_j \eta_{j+1}}{1 + \eta_j \bar{\eta}_{j+1}}, \quad (93)$$

which is based on the overlap of two spin-1/2 spinors

$$\Psi_j = \frac{1}{\sqrt{1 + |\eta_j|^2}} \left( \frac{1}{\eta_j} \right) \quad (94)$$

$$\langle \Psi_j | \Psi_k \rangle = \frac{1 + \eta_j \eta_k}{\sqrt{(1 + |\eta_j|^2)(1 + |\eta_k|^2)}}. \quad (95)$$

(93) has the advantage of each term never being larger than $\pi$.

Constrained optimization is performed using the SLSQP method, as implemented in SciPy[17]. Results are shown in Figure 5 for several values of the magnetization. As discussed in Section III, the full dispersion relation in a finite system consists of two distinct regions. For small $\Omega \mod 4\pi$ we have a spin helix, and the dispersion follows the result (58). At $\Omega_c = 2\pi(1 - \cos \theta) = 2\pi(1 - m)$ the helix encircles the $z$-axis at constant latitude. Thereafter, the only way to increase $\Omega$ at fixed $M$ is by forming a localized, soliton-like solution (see Figure 6), with the gradient of the dispersion jumping by a factor of two. As the polarization approaches unity, the dispersion tends to that of the soliton in an infinite system, with a diverging energy barrier.

V. DISCUSSION

In Section I B we saw that the total energy has the form

$$E_p(\Omega, M) = \frac{\rho}{2L} (2\pi p + s\Omega)^2 + E_\sigma(\Omega, M) \quad (96)$$

For concreteness, we now confine ourselves to the spin-1/2 case, where $\alpha = \rho/4$. In this case there is only one branch of the dispersion, and the helix part of the dis-
There are two ways this may happen. The explicit trans-
slips') connecting two metastable minima. In the case
of ultracold gases, a description based on the time-
dependent Gross–Pitaevskii equation is more appropri-
ate; see Ref. [20] for recent work in this direction.

In a spinor condensate the magnetization provides a
simple way to vary the height of the energy barrier that
must be overcome. In Ref. [3] persistent currents were
observed in a two-component Bose condensate confined
to a toroidal trap. The gas was initialized in a fully
polarized state with three quanta of circulation, before
an RF pulse tips the magnetization \( \mathbf{M} \) away from the
\( z \)-axis. The key finding was a critical \( z \)-axis polarization
of \( m_z = 0.64 \), with the lifetime of current carrying state
changing from \( 90 \text{s} \) to below \( 20 \text{s} \) as the polarization is
reduced.

From Figure 7 we see that even at \( m = 0.7 \), although
there is still a metastable minimum in the dispersion,
the maximum lies below the energy \( E = 2 \pi^2 \rho/L \) of a single
flux quantum in a fully polarized state. There is therefore
enough energy in such an initial state to pass over the
energy barrier. Given the simplifications of our model
(1D, incompressible condensate) and the absence of any
treatment of the dynamics of a condensate that starts
in a current carrying state. This is beyond the scope of
this paper, but we offer some comments as to the form
such a treatment must take. For the current to decay it
must be possible for the condensate to lose momentum.
There are two ways this may happen. The explicit trans-
lational invariance of the model may be broken e.g. by a
nonuniform potential. Alternatively, the condensate may
interact with excitations that are in thermal equilibrium
in the lab frame, e.g. the normal component of a finite
temperature condensate.

Since \( P/(s \rho) = \Omega \mod 4\pi \) in our model, we then
expect \( \Omega \) to acquire some dynamics that may lead to
the system passing over the maximum of the dispersion
curve. Note that since this curve is the result of a con-
strained minimization problem, the maximum is a saddle
point of the energy with one negative eigenvalue to the
Hessian.

In the context of superconductors the classic Langer–
Ambegaokar–McCumber–Halperin theory [18, 19] pro-
vides a description of the decay of supercurrents in
a scalar condensate. This takes the form of a time-
dependent Ginzburg–Landau theory with a phenomeno-
logical noise term to drive the dynamics of the order
parameter. The decay of persistent currents is due to
the noise driven motion over the saddle point (or ‘phase
slip’) connecting two metastable minima. In the case
of ultracold gases, a description based on the time-
dependent Gross–Pitaevskii equation is more appropri-
ate: see Ref. [20] for recent work in this direction.
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