A new processing scheme for ultra-high resolution direct infusion mass spectrometry data
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Abstract

High resolution, high accuracy mass spectrometry is widely used to characterise environmental or biological samples with highly complex composition enabling the identification of chemical composition of often unknown compounds. Despite instrumental advancements, the accurate molecular assignment of compounds acquired in high resolution mass spectra remains time consuming and requires automated algorithms, especially for samples covering a wide mass range and large numbers of compounds. A new processing scheme is introduced implementing filtering methods based on element assignment, instrumental error, and blank subtraction. Optional post-processing incorporates common ion selection across replicate measurements and shoulder ion removal. The scheme allows both positive and negative direct infusion electrospray ionisation (ESI) and atmospheric pressure photoionisation (APPI) acquisition with the same programs. An example application to atmospheric organic aerosol samples using an Orbitrap mass spectrometer is reported for both ionisation techniques resulting in final spectra with 0.8% and 8.4% of the peaks retained from the raw spectra for APPI positive and ESI negative acquisition, respectively.

Highlights

- Ultra-high resolution mass spectrometry processing scheme from acquisition to analysis.
- Method implementable with APPI and ESI ionisation in both polarities.
- Example application for environmental samples showing >90% peak filtering.
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1 Introduction

Obtaining correct elemental composition of unknown molecules by mass spectrometry is a challenge despite advances in instrumentation and data processing algorithms [1]. Ultra-high-resolution mass spectrometry (UHRMS), coupled with soft ionisation techniques, most commonly electrospray ionisation (ESI), can provide a detailed molecular composition for a large, complex sample [2,3] being able to identify many distinct peaks at a given nominal mass. Manual data processing and formula assignment is extremely time consuming [1,4] so automatic algorithms have been developed that generally include noise elimination and blank subtraction steps [5,6]. Noise filtering and blank subtraction is challenging for analysis in direct infusion without prior chromatographic separation as the ion intensities may not be directly related to the concentration of the molecules in the sample [7].

Constraints on allowed chemical elements and number of atoms are used when assigning molecular formulae due to chemical reasons and computational limits. In a molecule containing only carbon and hydrogen the “rule of 13” can be used to limit the number of carbon atoms, in which the nominal mass is divided by 13 and the numerator gives the number of carbon atoms and the remainder gives the number of hydrogens [8,9]. However, natural organic matter is mainly composed of C, H, O and N with minor contributions from S and P, the latter being a quantitatively non-significant component and often not considered [4,10,11]. The number of possible solutions for an elemental formula increases largely if non-oxygen heteroatoms are taken into consideration for calculation. Calculating unique elemental compositions is not always possible [1] when acquiring data with high mass accuracy and resolution, especially as increasing the molecular mass of analytes increases the number of possible molecular formula assignments exponentially [4]. In addition, because mass spectrometry does not directly provide structural information, these molecular formulae may represent any of several structural isomers.

In order to automatically constrain the large number of possible candidates, rules have been developed to select the most likely and chemically meaningful molecular formulae [1]. An important constraint for restricting formulae to those that are likely to exist in nature is including element ratios, especially the H/C ratio which, in most cases does not exceed H/C > 3 [1]. Similar restrictions can be put on the O/C (taking acidic polysaccharides as the upper limit for molecular oxygen content O/C < 1.3) [4] and other heteroatoms to carbon ratios [11–13]. Additional constraints can be applied based on double bond equivalent (DBE), which indicates the number of rings and double bonds in a molecule and is a measure of the degree of unsaturation in a given compound [10]. Neutral molecules must have a DBE with an integer value [8]. However, the elements N, S, and P may have different valences depending on their chemical environment so constraints based on DBE values need to be used with caution [1]. Formulae are often filtered base on the “nitrogen rule” [1,4,14]. Neutral molecules containing an odd total number of $^{14}\text{N}$ atoms always exhibit an odd nominal mass [4]. The nitrogen rule derives from the fact that chemical elements with even nominal mass have an even valence, while elements with odd mass have an odd valence, with the exception of nitrogen [3]. The majority of data processing methods for Fourier transform ion cyclotron resonance technique (FT-ICR) and Orbitrap™ mass spectrometers check for the presence of isotopes rather than using isotopic ratios for formula assignments [4,10,15]. Other mass spectrometers, e.g.
TOF-type, often use isotope patterns for compound identification which tend to provide more reliable assignments compared to FT-ICR and Orbitrap™ mass spectrometers [16]. Once chemically meaningful formulae have been filtered, more than one possible formula per peak may still exist, especially at high m/z. In order to select the most meaningful formula assignment, two general strategies have been applied: a “best-fit” approach, in which the formula with the closest match between theoretical mass and observed mass is selected, and a “formula extension” approach, in which chemical and structural relationships among compounds are taken into account for formula assignment, e.g. by looking for homologous series based on Kendrick mass defects [5,14,17,18]. In the first case, possible incorrect assignments may arise from inaccuracies in the measured masses [19–21]. In the second case, it has previously been observed that, for example, atmospheric oxidation reactions involving S- and N-containing functional groups may lead to a wide variety of products that do not produce homologous series, risking the removal of potentially correct assignments [22]. Most of the methods and currently available algorithms were developed based on ESI and therefore they rely on the assumption that ionisation is accompanied by protonation, deprotonation or adduct formation [20,23,24]. Other ionisation techniques, such as atmospheric pressure chemical ionisation (APCI) and atmospheric pressure photoionisation (APPI) are becoming increasingly common for less polar and apolar organic compounds [20,25]. In APPI, detection of molecular ions (as radical cations or anions) over quasi-molecular ions is common [20,25] so there is a need to develop new algorithms that take into account the formation of molecular ions. Here we developed a code to filter molecular formula assignments that i) can be applied to different soft-ionisation techniques like ESI, and APPI in both positive and negative ionisation, ii) takes into account formation of molecular ions, quasi-molecular ions and Na adducts, iii) uses a novel method for mass shift and noise estimation and iv) can be used with two different blank subtraction methods. Many steps of the scheme are widely used in mass spectrometry studies, but direct comparisons between methods are difficult as detailed procedures are often not available in the literature. Aspects of the approach described here have been previously applied in studies of environmental [12] and biological samples [26].

2 Pre-processing

The following discussion is based on the use of an Orbitrap™ mass spectrometer (LTQ Orbitrap Velos, Thermo Scientific™, Bremen, Germany) with the proprietary software Xcalibur™ 2.1-3.0 (Thermo Scientific™, Bremen, Germany) henceforth referred to simply as Xcalibur. The steps taken, however, apply for the general processing of mass spectra with any spectrometer/software combination. While the choice of mass spectrometer does not affect the presented procedure, the resolution of the spectrometer will influence the accuracy of the final spectra with higher resolutions providing clearer peak separation and higher confidence in the molecular formula assignment [27] which is particularly important for complex ambient measurements [28].
2.1 Data acquisition

Ion transmission and ion collection efficiencies in an Orbitrap™ mass spectrometer strongly depend on the m/z scan range [29]. Therefore, to avoid the loss of the ions at the high or low end of the selected mass range (e.g. m/z 50-1000), it can be split into several overlapping scan ranges [29]. Each of these scan ranges are independently processed and subsequently recombined. Both sample (i.e. the spectrum of interest) and blank (i.e. a reference spectrum) spectra are acquired under the same conditions. The type of blank will vary based on application but can include solvent, procedural, and field blanks. The blanks are later used to remove contaminants (Section 3.1.3).

The reproducibility of the peak centroids (the mode of the intensity distribution of an individual peak) and their magnitudes is an important aspect of the direct infusion ESI-UHRMS method, especially for low intensity ions due to competitive ionisation and matrix artefacts. Therefore, besides applying noise threshold corrections (Section 3.1.1), it is also important to consider instrumental replicate measurements. For example, natural organic matter sample replicates are considered reproducible with ESI FT-ICR-MS if a minimum of 67% of threshold-corrected peaks are common among replicates [30]. Additionally, longer acquisition times are desirable as the signal-to-noise ratio improves in proportion to the square root of time [31]. The following discussion therefore assumes multiple replicates (used to filter out uncommon assignments as discussed in Section 3.1.6) and multiple scans to provide a reasonable average (as discussed in Section 2.2).

2.2 Data pre-treatment

Each acquired mass spectra is averaged into one spectrum to reduce the noise level. Molecular assignments are performed using Xcalibur software applying constraints on the allowable number of each element, the maximum number of possible formulae to assign, and the maximum mass error.

The restriction on the number of elements varies based on application (see Table 1) but the current procedure permits limits on $^{12}$C, $^{13}$C, $^1$H, $^{14}$N, $^{16}$O, $^{32}$S, and $^{34}$S for both ionisation polarities. For positive ionisation modes up to one $^{23}$Na atom is additionally allowed. The absolute element limits are generally determined by dividing the mass range through the element mass; by using the developed set of formulae that were derived from the National Institute of Standards and Technology (NIST), Wiley mass spectra, and the Dictionary of Natural Products (DNP) entries as discussed in Kind and Fiehn [1]; and considering the presence of oligomeric compounds. For the heavy isotopes of carbon and sulphur, their natural abundances are so low that the relative abundance of molecules with multiple heavy isotopes is low (e.g. the natural abundance of molecules with more than two $^{13}$C atoms is below detection limits [32]). An a priori knowledge of expected elements is important as excluding elements potentially removes correct formula assignments and including additional elements risks calculating unrealistic, but lower mass error, assignments [4].

The first 5 (or more) mathematically possible elemental formulae (depending on mass range and instrument accuracy) with the lowest mass error value within a given mass tolerance (up to ±6 ppm) are exported. A wide mass tolerance is used to cover for the observed non-
systematic mass shift, which seems to be dependent on several factors e.g. the sample matrix, the ion intensity of individual ions within this matrix, and the mass range. At later data treatment stages the mass shift is estimated (Section 3.1.2) and subsequently corrected during the main processing to significantly narrow down the mass tolerance. Lock masses can be used during acquisition to reduce (but not remove) the observed mass shift [19,31] to improve formula assignment [7,33].

3 Processing and discussion

After pre-treatment via Xcalibur each spectrum requires a number of steps to remove unlikely formula assignments associated with, for example, instrument noise and sample contamination. These checks, amongst others, are included in the data treatment discussed below.

3.1 Data treatment

The overall data treatment procedure can be split into three major stages: pre-treatment and extraction, main processing, and post-treatment. Pre-treatment and extraction consists of the steps using Xcalibur, discussed above, as well as the initial extraction of mass shift and noise estimations for both sample and blank spectra. The main processing stage includes all major filter and blank subtraction processes. Finally, post-treatment consists of common ion selection (over several repeated measurements of the samples) and shoulder ion removal. The stages and major steps within each stage are listed in Figure 1. The following sections will describe each step in more detail. Individual rounded rectangles denote separate processing scripts which are predominantly written in Mathematica 10.4 (Wolfram Research Inc., UK), henceforth referred to as Mathematica, except for the Xcalibur processing step which is manually processed.

Figure 1 Schematic overview of the three main processing stages of data processing: pre-treatment and extraction (left), main processing (centre), and post-treatment (right). Each rounded rectangle denotes a separate script being used within each stage. The order of steps within the “Main Processing” stage varies slightly based on blank subtraction method (see Section 3.1.3). DBE = double bond equivalent.
3.1.1 Evaluation of noise level

Previous studies have used an extremely wide variety of noise levels evaluated from signal-free regions in the mass spectra [34]. Hawkes et al. [35] observed that intensity of noise increases with m/z in FT-ICR but it is constant in the Orbitrap™ between 150-2000 Da. Signal-to-noise ratios (S/N) ranging between 2 and 20 [2,7,8,10,13,21,24,34,36] have been used which highlights the challenge of reliable noise level estimation in a wide mass range. Other studies simply removed the lowest 10% of peaks (based on intensity) [6] while a S/N of 4 effectively removed peaks with relative intensity below 0.5% in a previous study [24].

The choice of S/N or a cut-off based on intensity seems arbitrary since intensity of peaks is affected by competitive ionisation and cannot be used to infer concentration of compounds when using direct infusion [7,36].

Sleighter et al. [30] compared reproducibility in peak detection at different S/N thresholds. They showed that reproducibility increases with increasing S/N cut-off from 3 to 10. However, they point out also that using a strict S/N threshold is not adequate for establishing peak detection reproducibility because well-defined peaks could go undetected just below the defined threshold. They suggest using a lower S/N of 2.5 when looking for common peaks in the other replicates.

In our method, for each processed spectrum (sample and blank), the noise level is estimated based on fitting a normal distribution to a histogram of intensities. The process is visualised in Figure 2 which shows a typical intensity distribution. Histogram bin sizes are selected based on the Freedman-Diaconis rule [37] to ensure the histogram is representative without excessive computer processing. The noise intensity is characterised by a bi-modal normal distribution (Figure 2) which has also been seen by Zhurov et al. when describing their alternative approach to the “N sigma” methodology for determining noise levels [38]. The first mode corresponds to the lowest intensity peaks in the MS probably associated with thermal noise [31]. The second mode may correspond to a higher intensity chemical noise [6]. For example, we observe several shoulder ions present nearby to high intensity peaks in the mass spectrum. These artefact ions may have intensities similar to analyte peaks with low concentrations or ionisation efficiency which make up the second mode of the histogram. It is therefore difficult to discriminate between high intensity noise and low intensity analyte peaks.

For this reason, the noise level, which is subsequently used to remove peaks during the main processing stage, is estimated as the mean plus three standard deviations based on the fit of the first mode whenever it is possible to acquire at least three instrumental repetitions. This approach follows the “N sigma” methodology which implements a noise level equal to the mean plus N times the standard deviation (i.e. σ). Using N = 3 is conservative considering typical N values are 3, 5, 6, or 8 [38]. The second mode is addressed during a later processing stage where only peaks common in all (or a user-defined fraction) of the replicates are kept (see Section 3.1.6) and these are subsequently filtered to remove shoulder ions at masses close to high intensity peaks (see Section 3.1.7).

In contrast, when it is not possible to acquire three instrumental repetitions per sample, e.g. in Liquid Extraction Surface Analysis (LESA) when analysing chemically heterogeneous surfaces [26,39], the noise level is estimated as (at least) three times the mean in order to delete all peaks appertaining to the second mode of the intensity distributions (Figure 2) assuming they are high intensity chemical noise.
Figure 2 Sample intensity histogram used for noise level estimation using raw data (grey) and fitted curve (black). The noise level (red line) is typically set to the mean plus three standard deviations based on the fit. Under some conditions, when there are not enough replicates for common ion comparisons, the noise level may be set to three times the mean (purple). An additional noise level (blue line) marks the intensity level below which 10% of all peaks reside based on Wong et al. (2009) [6]. The intensities (along the x-axis) are given as a percentage of the maximum intensity peak in the spectrum.

3.1.2 Evaluation of mass shift

The mass shift of each mass spectrum is evaluated based on the measured mass errors of a minimum of ten known reference compounds from a priori knowledge (based on the source and polarity used) which are expected in either the sample or solvent. These reference peaks provide an estimate of the overall mass shift of a given spectrum (similar to the method described by Sleightet et al. [40]). The reference compounds should be selected to cover the mass range of interest due to the mass dependence of the mass error, as shown using calibration standards in Figure 3, and to be well resolved (or with a higher signal compared to adjacent peaks) in order to avoid inaccuracies in the mass shift evaluation. Mass errors are also dependent on the peak intensity [41] and the matrix but these factors are more difficult to account for and are not considered here systematically.

The errors, as originally calculated by Xcalibur in units of ppm, are summarised by their arithmetic mean, standard deviation, maximum, and minimum values to be used in subsequent processing steps. The mass errors are tested for outliers, to avoid skewed data, using Grubbs’ Test [42] with a default confidence level of 99%. Any detected outliers are removed from the summary data. While calculating mass shifts, if several peaks are assigned the same chemical formula the highest intensity peak is assumed to have the correct assignment in order to avoid selecting shoulder ions (see Section 3.1.7). Functionally, mass shifts are used as a filter for removing assignments with errors outside an acceptable range (based on the minimum/maximum mass shift of known compounds) effectively restricting the initial wide range set in Xcalibur. In order to account for the intra-spectrum mass shift variability mentioned above, a conservative approach was implemented where the maximum and minimum mass shifts allowed for formula assignments can be increased (at the user’s discretion) beyond the range observed for the reference compounds (see Figure 3) based on user input with typical values being on the order of 0.5 ppm. The mass error in the example shown in Figure 3 has a range of ca. 2.5 ppm for negative mode (from ca. 0.5 ppm to ca. -2 ppm) and about 4 ppm for positive mode (from ca. 0.5 ppm to ca. -3.5 ppm) ionisation.
and illustrates that for most spectra the error is not symmetrically distributed around 0 ppm. At this stage, mass shifts are only used to restrict the range of possible formula assignments without explicitly selecting the correct formula assignment. Mass shifts may also be used during blank subtraction to effectively realign the sample and blank peaks for comparison purposes using the mean and standard deviation as discussed in the following section.

Figure 3 Mass shift of known calibration mixture for ESI positive (red) and negative (blue). Markers denote the mean value from at least three repeats with the shaded area showing the associated standard deviation. Non-uniform, non-linear relationship is shown for both modes with mass errors peaking at extreme m/z values. A minimum and maximum approach is used to account for this known relationship as shown with the dashed limit (with an additional offset of 0.5 ppm included). Calibration standards used were the Pierce ESI Negative Ion Calibration Solution (Thermo Scientific) and the Pierce LTQ Velos ESI Positive Ion Calibration Solution (Thermo Scientific). Data taken from three m/z scan ranges: 80-600, 150-1000, and 200-2000.

3.1.3 Blank subtraction
Blank subtraction aims to remove any peaks from the sample spectra that are also present in the blank spectra. Two approaches have been studied based on either the final assigned chemical formulae or the corrected masses of each peak. The first method, based on chemical formulae, processes the sample and blank independently and removes matching assigned molecular formulae that have a sample-to-blank ratio below a user-defined limit (e.g. 10). The general approach of processing the sample and blank independently before comparison is common in literature [5,43–45], although the removal criteria vary.

The second method checks whether a sample and blank peak are statistically equivalent and removes the sample peak if its intensity is not larger than the sample-to-blank ratio. In this second method the first check, based on a two sample t-test, determines whether the sample and blank are within one standard deviation of one another (based on the mass shift standard deviations and correcting for the mean mass shifts to account for inter-spectra variability). If this is true, as demonstrated by blank peaks 1 and 2 in Figure 4, then the second check is performed. The second check determines if the ratio of sample peak intensity to blank peak intensity is below a certain level, i.e. the blank is above a certain sample-to-blank limit as illustrated in Figure 4 by a dashed line. If this is true, as in the case of the example blank peak 1, then the sample peak is removed from the dataset. Otherwise, the sample peak is retained.
under the assumption that the blank peak is not the same compound (e.g. blank peak 3 in Figure 4) or that there is significantly more of the given compound in the sample as compared to the blank (e.g. blank peak 2 in Figure 4).

Although both methods produce similar results there are minor differences between the two. The formula-based approach has a strong dependence on the number of assigned formulae during the initial Xcalibur processing that may lead to false positives if the same formula is not assigned within the blank spectrum due to the influence of different mass errors on the Xcalibur assignment algorithm. That is, for a given number of formula assignments, a small change in measured mass may result in different sets of formulae for the sample and blank. After processing this may allow different final assignments for effectively the same peak resulting in the sample peak being incorrectly kept. On the other hand, the mass-based approach may be limited by the mass error variation. When the standard deviation of the mass shift is high (i.e. greater than instrument accuracy), as determined in Section 3.1.2, false negatives due to overzealous blank subtraction may occur. This is due to a wider range of blank peaks being compared to the sample and potentially satisfying the conditions for removal. The result of the difference is typically <5% for the two blank subtraction methods with the formula-based approach having additional false positive assignments with reasonable mass shift variability. Such a comparison, however, is strongly dependent on the number of formulae assigned per peak and the mass shift standard deviation.

The sample-to-blank ratio, when used, is largely arbitrarily selected. Previous studies have used ratios of 10 [2,7,43], up to effectively ∞ [30,45] (i.e. everything in the blank is removed from the sample). Rincon et al. [44] had a hybrid approach where peaks below a sample-to-blank ratio of 1 would be removed (if within 2 ppm), otherwise the blank intensity was subtracted from the sample assuming the matrix effects were similar for both the sample and blank. For this reason, the sample-to-blank ratio is an adjustable user input during processing.

Figure 4 Schematic of the blank subtraction process for a sample peak (black) being compared to three nearby blank peaks (red, green, blue). The first check determines whether the peaks overlap within one standard deviation (i.e. shaded regions) which is the case for blank peaks 1 and 2. The second check is whether the sample-to-blank ratio is above a specified sample-to-blank limit which is only true for blank peak 1. Therefore, the sample peak is removed due to the presence of blank peak 1.
3.1.4 Additional exclusion criteria

In addition to noise removal and blank subtraction there are supplementary filters that the main processing code performs.

Carbon ratios

Previous studies (Table 1) have used carbon ratios to eliminate compounds unlikely to naturally exist in the sampled environment. As such, the code allows for control of the exclusion of certain O/C, H/C, N/C, and S/C ratios based on user input. Phosphorous is not currently considered due to its unlikelihood for being a significant component of atmospheric samples (for which this code was initially developed) [10] but is more important for water [46] and soil [11] samples. These limits have seen variability between different references as shown in Table 1 in both value and the choice of ratios used for filtering as expected for varying environments. In the current processing scheme, we refer to the H/C ratio of the neutral molecular formula which is calculated differently depending on ionisation source type (ESI vs. APPI) and polarity (positive vs. negative). We assume that in ESI the dominant ions are [M+H]+ and [M+Na]+ in positive ionisation and [M-H]- in negative ionisation. Conversely, in APPI molecular ions [M]+ and [M]- are also present [25] in addition to quasi-molecular ions and sodium adducts. In order to distinguish between molecular ions ([M]+, [M]-) and quasi-molecular ([M+H]+, [M-H]-) ions we use DBE values. In APPI, when the DBE of the ion is a non-integer we assume it is a quasi-molecular ion while when the DBE is an integer we assume it is a molecular ion.
Table 1 Allowable atom count and carbon ratio ranges from literature to filter out non-naturally existing chemical formula assignments.

<table>
<thead>
<tr>
<th>Reference</th>
<th>Instrument</th>
<th>$^{12}C$</th>
<th>$^{1}H$</th>
<th>$^{13}N$</th>
<th>$^{16}O$</th>
<th>$^{23}Na$</th>
<th>$^{34}S$</th>
<th>$^{31}P$</th>
<th>$^{12}C$</th>
<th>O/C</th>
<th>H/C</th>
<th>N/C</th>
<th>S/C</th>
<th>P/C</th>
<th>($S$+$P$)/C</th>
</tr>
</thead>
<tbody>
<tr>
<td>Koch et al. 2005 [8]</td>
<td>FT-ICR</td>
<td>- 100</td>
<td>- 200</td>
<td>- 30</td>
<td>0 ∞</td>
<td>- 2</td>
<td>- 0</td>
<td>- 0</td>
<td>- 0</td>
<td>0.3</td>
<td>- 0.5</td>
<td>0.2</td>
<td>0.3</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>Koch and Dittmar 2006</td>
<td>FT-ICR</td>
<td>1 100</td>
<td>1 200</td>
<td>0 10</td>
<td>0 50</td>
<td>0 1</td>
<td>- 2</td>
<td>- 0</td>
<td>- 0</td>
<td>0.3</td>
<td>- 0.5</td>
<td>0.2</td>
<td>0.3</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>Kind and Fiehn 2007</td>
<td>FT-ICR</td>
<td>Allowable atom count varies based on mass range and reference library</td>
<td>0 1.2</td>
<td>0.3</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>Wozniak et al. 2008</td>
<td>FT-ICR</td>
<td>- -</td>
<td>- -</td>
<td>- -</td>
<td>- -</td>
<td>- -</td>
<td>- -</td>
<td>0.1</td>
<td>0.3</td>
<td>0.2</td>
<td>0.5</td>
<td>-</td>
<td>0.1</td>
<td>-</td>
<td>0.2</td>
</tr>
<tr>
<td>Altieri et al. 2009</td>
<td>FT-ICR</td>
<td>- -</td>
<td>- -</td>
<td>- -</td>
<td>- -</td>
<td>- -</td>
<td>- -</td>
<td>0.5</td>
<td>0.3</td>
<td>-</td>
<td>2.4</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>Bateman et al. 2009</td>
<td>LTQ-Orbitrap</td>
<td>- 50$^a$</td>
<td>- 100$^b$</td>
<td>- -</td>
<td>- -</td>
<td>60$^a$</td>
<td>0 1</td>
<td>- -</td>
<td>- -</td>
<td>0.05</td>
<td>0.7</td>
<td>2</td>
<td>-</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>Schmitt-Kopplin et al.</td>
<td>FT-ICR</td>
<td>- 20</td>
<td>- 30</td>
<td>- 5</td>
<td>- 6</td>
<td>- -</td>
<td>1 -</td>
<td>- -</td>
<td>- -</td>
<td>0 1</td>
<td>0</td>
<td>2$n+2$</td>
<td>-</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>Stubbins et al. 2010</td>
<td>FT-ICR</td>
<td>- 50</td>
<td>2 2$c+2$</td>
<td>- -</td>
<td>0 1$c+2$</td>
<td>- -</td>
<td>- -</td>
<td>- -</td>
<td>- -</td>
<td>0.333</td>
<td>2.25</td>
<td>0.5</td>
<td>0.2</td>
<td>0.1</td>
<td>0.2</td>
</tr>
<tr>
<td>Fuller et al. 2012</td>
<td>LTQ-Orbitrap</td>
<td>1 20</td>
<td>- -</td>
<td>- -</td>
<td>- -</td>
<td>0 1</td>
<td>1 1</td>
<td>0 2</td>
<td>- -</td>
<td>0.2</td>
<td>3</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>Rincón et al. 2012</td>
<td>LTQ-Orbitrap</td>
<td>- 35</td>
<td>- 75</td>
<td>- 7</td>
<td>- 25</td>
<td>- 1</td>
<td>7 -</td>
<td>- -</td>
<td>- 1</td>
<td>0.5</td>
<td>0 3</td>
<td>7</td>
<td>6</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>Kourtchev et al. 2013</td>
<td>LTQ-Orbitrap</td>
<td>- 100</td>
<td>- 200</td>
<td>- 5</td>
<td>- 50</td>
<td>- -</td>
<td>2 -</td>
<td>1 -</td>
<td>- 1</td>
<td>0 1</td>
<td>0.3</td>
<td>2.5</td>
<td>0.5</td>
<td>0.2</td>
<td>-</td>
</tr>
<tr>
<td>Ohno and Ohno 2013</td>
<td>FT-ICR</td>
<td>- 50</td>
<td>- 100</td>
<td>0 5</td>
<td>1 30</td>
<td>- -</td>
<td>0 3</td>
<td>- 0</td>
<td>2 -</td>
<td>0 1</td>
<td>0.3</td>
<td>2.25</td>
<td>0.5</td>
<td>0.2</td>
<td>0.1</td>
</tr>
<tr>
<td>Kourtchev et al. 2014</td>
<td>LTQ-Orbitrap</td>
<td>- 100</td>
<td>- 200</td>
<td>- 5</td>
<td>- 50</td>
<td>- -</td>
<td>2 -</td>
<td>1 -</td>
<td>- 1</td>
<td>0 1</td>
<td>0.3</td>
<td>2.5</td>
<td>0.5</td>
<td>0.2</td>
<td>-</td>
</tr>
<tr>
<td>Foohee et al. 2015</td>
<td>LTQ-Orbitrap</td>
<td>1 80</td>
<td>2 140</td>
<td>- -</td>
<td>0 50</td>
<td>0 1</td>
<td>- -</td>
<td>- -</td>
<td>- -</td>
<td>0 1</td>
<td>0.5</td>
<td>2.2</td>
<td>-</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>Lu et al. 2015</td>
<td>FT-ICR</td>
<td>- 50</td>
<td>2 100</td>
<td>0 6</td>
<td>0 30</td>
<td>- -</td>
<td>0 2</td>
<td>- -</td>
<td>- -</td>
<td>0 1</td>
<td>0.35</td>
<td>2.25</td>
<td>0.5</td>
<td>0.2</td>
<td>-</td>
</tr>
<tr>
<td>Herzprung et al. 2016</td>
<td>FT-ICR</td>
<td>- 100</td>
<td>- -</td>
<td>- 5</td>
<td>- 80</td>
<td>- -</td>
<td>- -</td>
<td>- -</td>
<td>- -</td>
<td>0 1</td>
<td>0.3</td>
<td>2$n+2$</td>
<td>-</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>Wang et al. 2016</td>
<td>Q-Exactive</td>
<td>- 40</td>
<td>- 2</td>
<td>- 80</td>
<td>0 3</td>
<td>0 40</td>
<td>- -</td>
<td>0 2</td>
<td>- -</td>
<td>0 3</td>
<td>0.3</td>
<td>3</td>
<td>0.5</td>
<td>0.2</td>
<td>-</td>
</tr>
</tbody>
</table>

Lower-bound for ratios is assumed to be zero unless otherwise specified.

Unspecified values denoted by dash (-).

c, h, and n denote the number of carbon, hydrogen, and nitrogen atoms, respectively.

Inclusion of sodium is for positive ionisation only.

$^1$ Also includes an additional filtering of $h < 2c + 2$.

$^2$ Kind and Fiehn 2007 [1] ratio values are covering the 99.7% percentile.

$^3$ Koch et al. 2007 [4] atom count ranges are varied. Quoted values are the most inclusive set.

$^4$ Quoted value is reported as an exclusive range (e.g. < rather than ≤).

$^5$ Wozniak et al. 2008 [10] removed all phosphorus containing compounds after initial filtering.
Double bond equivalent values

Neutral formulae with non-integer (e.g. charged molecule [8] and radicals [1]) or negative double bond equivalent (DBE) values are removed from the final peak list. The DBE value is a metric for unsaturation of a given compound based on the number of rings and double bonds [10]. DBEs are calculated using the following:

$$\text{DBE} = 1 - \frac{h}{2} + \frac{n}{2} + \frac{s}{2} + c$$

where $c$, $h$, $n$, and $s$ correspond to the number of atoms (i.e. C, H, N, and S) in any given chemical assignment $\text{C}_c\text{H}_h\text{N}_n\text{O}_o\text{S}_s$ [10,12]. Similar to the carbon ratios, the DBE calculation varies based on source and polarity because of the assigned hydrogen count.

Nitrogen rule

Any peaks failing the Nitrogen rule [8], which states that a neutral compound with an odd nominal mass has an odd number of nitrogen atoms [1], are removed.

Carbon and Sulphur isotopes

When assignments contain $^{13}\text{C}$ and/or $^{34}\text{S}$ the filtering process checks for a peak with a matching composition containing only the lighter isotope. If the intensity ratio of heavier-to-lighter isotope was greater than a user-defined factor (e.g. 1.2) of the natural isotopic abundance (1.1% and 4.5% for $^{13}\text{C}$ and $^{34}\text{S}$, respectively [51]) then the isotopic assignment is removed (i.e. the assignment with the next smallest mass delta was used). Otherwise, the isotopic assignment is considered the correct assignment and the entire peak is removed as it is chemically equal to the peak containing only the lighter isotope. This process is illustrated in Figure 5.

![Figure 5 Isotopic removal schematic with $^{13}\text{C}/^{12}\text{C}$ example showing peaks with $^{12}\text{C}$ isotopes only (left) and with one $^{13}\text{C}$ atom (right) for an arbitrary assignment $\text{C}_c\text{H}_h\text{N}_n\text{O}_o\text{S}_s$ using a $^{13}\text{C}$ natural abundance of 1.1%. When the relative intensity of the isotope is below (left panel) the $c\times1.1\%$ limit, denoted by the red line, the isotope assignment is considered correct and the peak is removed as it is redundant. Otherwise (right panel), the assignment is deemed incorrect and removed while the peak remains using the assignment with the next smallest mass error.](image-url)
This approach takes into account the possibility that more than one compound may contribute to the same observed peak within instrumental accuracy and this may be the case when the intensity of the isotopic peak is higher than what expected from its natural abundance. Conversely, the method described by Wozniak et al. [10] removed any peak 1.003 \textit{m}/\textit{z} units above another peak under the assumption that the peak at the higher \textit{m}/\textit{z} is always the $^{13}\text{C}$ isotope. Ohno et al. [15] removes peaks with intensity lower than 50% of the lighter isotope ion. Heavier-to-lighter isotope ratios tend to be underestimated by both FT-ICR [4] and Orbitrap™ [52] analysers compared to theoretical ratios. Given the likelihood of underestimation, the aforementioned isotopic ratio factor can safely be set to 1 (\textit{i.e.} use the natural abundance) but varying the value can be shown to still influence the number of final peaks – especially if the abundance is lowered (see Figure S1 in Supplementary Material).

### 3.1.5 Duplicate removals

At this stage of the processing there may still be multiple assignments for a single peak within the derived experimental mass error range (as described in Section 3.1.2). An option within the \textit{Mathematica} script allows for duplicate removal where the assignment with the smallest absolute mass error, after mass shift correction, is kept as the true assignment. The option can be selected at the user’s discretion depending on the scenario. In general, if the resolution and accuracy of the instrument used do not allow the identification of a unique formula assignment for a given peak in the mass spectrum, different approaches may be considered. Those include:

(i) selecting the assignment with the smallest mass error (option available within the script);
(ii) selecting the assignment using a “formula extension” approach based on Kendrick mass defects (not implemented within the script); (iii) keeping all possible assignments (option available within the script if the duplicate removal option is not used); and (iv) removing all peaks for which multiple assignments are still present (possible to do manually after the data processing). Although the first approach is implemented in the processing scheme, care should be taken since the best formula assignment may not always be assignment with the lowest mass error [53]. The “formula extension” approach based on Kendrick mass defects was not implemented because, as mentioned in the introduction, S- and N-containing functional groups do not necessarily form a homologous series in a Kendrick mass defect plot [22].

### 3.1.6 Common ion selection

After several replicate mass spectra (minimum of 3) of each sample are processed through the main processing stage of Figure 1, they are simultaneously compared for common ions. This common ion selection process filters out any peaks that do not exist in all (or some fraction) of the processed replicates as chosen by the user. The output intensity of the common ions is the average of the replicates. Common ion selection removes the second mode visible in the noise histograms (Figure 2), as discussed above, as those peaks are predominantly noise.

### 3.1.7 Shoulder peak removal

Shoulder peaks are artefacts of the mass spectrometer’s processing produced during the Fourier transform calculation [54]. Figure 6 shows a scenario of shouldering (inset) which is highlighted by a shaded Lorentzian curve fit. The high intensity peak is bordered by several low intensity shoulder peaks. Given the difficulty to identify these artefacts, a conservative approach is used to remove apparent shoulders based on the assumption that shoulders are more...
likely as peak intensity increases. If a peak is intense enough (e.g. >1,000,000), any
neighbouring local ions (e.g. within ±0.01 m/z) that are less than a specified percentage (e.g.
1%) of the local major peak are considered shoulders and removed. More intense peaks are
kept as they could still be considered true peaks. The local peak intensity, mass range, and
shoulder percentages are adjustable by the user.

![Figure 6](image_url)
Figure 6: An example of shoulder peaks surrounding a high intensity peak (inset). A shaded Lorentzian fit
highlights the shoulder peaks that are all below 1% relative intensity and within ±0.02 m/z. The example
shown was analysed in the ESI negative ionisation mode.

3.2 Sample Application: UHRLMS analysis of the organic fraction of urban PM$_{2.5}$
samples

The sample application of the data processing procedure is based on a PM$_{2.5}$ filter taken on 30$^{th}$
May 2014 over 24 hrs at an urban background site in the city centre of Padua (Italy), located
in the polluted Po Valley. More details of the sampling site and procedures for sample
collection are reported elsewhere [55]. The filter was extracted in methanol using the procedure
already described elsewhere [7] and analysed in both APPI and ESI in both polarities. Here we
show the sample processing performed for APPI positive and ESI negative ionisation modes.

3.2.1 Instrumental analysis/Data acquisition

Samples were analysed with a high resolution LTQ Orbitrap Velos mass spectrometer (Thermo
Scientific™, Bremen, Germany) equipped with a TriVersa Nanomate® chip-based ESI source
(Advion Biosciences, Ithaca NY, USA) and APPI Ion Max source (Thermo Scientific™,
Bremen, Germany) with a Syagen Krypton lamp emitting photons at 10.0 eV and 10.6 eV.
The direct infusion negative nanoESI parameters were as follows: ionization voltage -1.6 kV,
back pressure 0.8 psi, capillary temperature 275 °C, S-lens RF level 60%, sample volume 8 μL.
For analysis in APPI, methanolic extracts doped with 10% toluene were infused at a flow rate
of 10 μL/min, with a source temperature of 200 °C, a sheath gas flow of 0 L/min, an auxiliary
gas flow of 5 L/min, and a sweep gas flow of 10 L/min. The mass analyser was calibrated
before the analysis using Pierce LTQ Velos ESI Positive Ion Calibration Solution (Thermo
Scientific) and Pierce ESI Negative Ion Calibration Solution (Thermo Scientific). The mass
accuracy of the instrument was checked before the analysis and was below 0.5 ppm. The
instrument mass resolution was set at 100,000 (at m/z 400). Each sample was analysed in the
m/z ranges 100–650 and 150-900, acquiring four repeats for 60 seconds each (~40 scans) in centroid mode.

The four sample repeats processed for the m/z range of 150-900 are discussed here for each ionisation mode. Within Xcalibur the chemical assignments were determined for up to 10 formulae per peak allowing a maximum mass error of ±6 ppm. The formula assignment was performed using $1 \leq^{12}C \leq 75$, $0 \leq^{13}C \leq 1$, $1 \leq^{1}H \leq 180$, $0 \leq^{16}O \leq 50$, $0 \leq^{14}N \leq 30$, $0 \leq^{32}S \leq 2$, $0 \leq^{34}S \leq 1$. The positive ionisation mode additionally allowed for up to one sodium atom.

### 3.2.2 Data processing

The data from each ionisation mode was processed using a noise level based on the mean plus three standard deviations definition (as discussed in Section 3.1.1). The resulting noise levels were calculated to be 260 and 878 for the APPI positive and ESI negative modes, respectively. A comparison of the intensity histograms before and after the entire processing are shown in Figure 7 as a means of examining the change in high count, low intensity peaks typically associated with noise. As expected, the secondary mode was removed during the common ion stage of post-processing and the entire histogram was reduced to sub-20 counts for all intensities.
Figure 7. Intensity histograms before (red) and after (blue) processing for (a) APPI+ and (b) ESI− samples. Inset zooms to the range above the preset ‘noise limit’ calculated during pre-processing (260 and 878, respectively). The secondary mode was removed throughout the processing highlighting the effectiveness of common ion filtering.

The main processing stage used a sample-to-blank ratio of 5 for blank subtraction with the mass-based approach. Allowable carbon ratios were set to $0.3 \leq H/C \leq 2.5$, $0 \leq O/C \leq 2$, $N/C \leq 1.3$, $S/C \leq 0.8$ and natural abundances were used for the carbon and sulphur isotopic ratios. The results of the main processing stage are shown in Figure 8 for both ionisation modes. A clear reduction in peaks is visible which is largely due to noise removal and blank subtraction, along with the additional filters, bringing the total assignment counts from 87,217 and 238,006 to 720 and 6,491 for the APPI positive and ESI negative modes, respectively. The assignment count at this stage is equivalent to the peak count as duplicates were removed. Any peaks without assignments were removed from the spectra prior to analysis. The total assignment counts at the various stages of the data processing procedure, discussed further below, are summarised in Table 2. These values are specific to the current sample analysis and may not be representative for different analyses especially when adjusting the number of allowable formula assignments.
Table 2 Number of assignments at various stages of processing, following the breakdown in Figure 1, given in absolute (Abs.) and relative (Rel.) terms. The assignment counts prior to common ion selection were based on a single repeat (same as in Figures 7 and 8). Common ion selection was based on four repeats for each ionisation mode. Duplicate assignments for a given peak were removed. These results are for the sample application only and may not be representative for different samples. The final number of assignments remaining correspond to 0.8% and 4.8% of the initial number of peaks for APPI+ and ESI-, respectively.

<table>
<thead>
<tr>
<th>Completed processing</th>
<th>APPI+</th>
<th>ESI-</th>
</tr>
</thead>
<tbody>
<tr>
<td>Pre-treatment</td>
<td>87,217</td>
<td>100.0%</td>
</tr>
</tbody>
</table>
| Main processing
| Noise removal                               | 33,247| 38.1% | 123,757| 53.3% |
| Blank subtraction                           | 17,468| 20.0% | 100,343| 43.2% |
| Filter mass error range                     | 9,086 | 10.4% | 78,999 | 34.0% |
| Filter carbon ratios                        | 5,311 | 6.1%  | 46,217 | 19.9% |
| DBE and nitrogen rule                       | 2,978 | 3.4%  | 23,812 | 10.3% |
| Isotopic filtering                          | 1,006 | 1.2%  | 7,681  | 3.3%  |
| Duplicate removal                          | 720   | 0.8%  | 6,491  | 2.8%  |
| Common ion selection of four repeats        | 105   | 0.1%  | 2,603  | 1.1%  |
| Shoulder ion removal                        | 104   | 0.1%  | 2,598  | 1.1%  |

*Removal of duplicate assignments is an optional processing step.

The four repeats of each ionisation mode were processed under the same conditions and subsequently processed to check for common ions. The common ion processing specified that a peak must appear in all four repeats to remain. This stage left 105 and 2,603 peaks for the APPI positive and ESI negative modes, respectively, before being checked for shoulder ions. Peaks were considered to be shoulders if their intensity was less than 1% of a high intensity peak (>1,000,000 a.u.) within 0.01 m/z. Only one and five peaks were considered shoulders for the APPI positive and ESI negative modes, respectively, largely due to the shoulder peaks being removed in earlier processing steps. The final spectrum for each ionisation mode is presented as the final panel in Figure 8. A more detailed description of shoulder ion removal is included in the Supplementary Material (Figure S2). The processing of the two sample sets concludes with 104 and 2,598 non-duplicate assignments remaining for the APPI positive and ESI negative modes, respectively.
Figure 8 Mass spectra of the raw sample (first panel), blank (second panel), and processed sample (third panel) of a single replicate for the (a) APPI+ and (b) ESI− ionisation modes. The fourth panel is the final spectrum across four replicates after common ion retention and shoulder ion removal. Total peak numbers decreased from 13,436 to 104 and 31,019 to 2,598 for APPI+ and ESI−, respectively, with duplicate assignments removed. Note the raw sample peaks had multiple assignments (see Table 2).
4 Conclusions

In order to obtain realistic formula assignment from UHRMS data we introduced a processing scheme based on knowledge of the samples being analysed and the instrument itself. The developed scheme can be implemented for ESI and APPI ionisation techniques in both positive and negative modes.

The procedure implements several common steps including a priori element selection and exclusion filtering. Exclusion filtering, typically based on prior knowledge, includes known instrument errors, general chemical principles (e.g., the nitrogen rule), and assumptions on realistic element ratios. Pre-treatment considerations are also included to determine the noise level and mass shift across each averaged spectrum.

Two methods of blank subtraction are available based on either processing the sample and blank independently before comparison or performing the subtraction during the main processing stage. While the former approach is more common, the latter approach typically results in fewer false positives. The final spectrum also undergoes common ion selection to exclude chemical noise peaks, when at least three replicates are acquired, and shoulder ion removal for high intensity peaks.

A sample application of the processing scheme was presented, using both ionisation techniques, to highlight the effectiveness of each stage in terms of peak removal. The final peak counts were 0.8% and 8.4% for APPI positive and ESI negative ionisation, respectively, relative to the number of peaks in the initial raw spectra with duplicate peak assignments removed.

Potential future improvement of the overall processing scheme may involve the inclusion of m/z-dependent mass shifts and additional elemental assignments such as phosphorus. The current iteration, however, has already shown to be capable of processing complex atmospheric compositions [12,22]. The approach allows for significant user-input enabling a wide range of potential sample compositions and sampling methods (e.g., liquid extractive surface analysis of flower petals [26]).
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Supplementary material

The codes associated with the processing scheme – named “Direct Infusion Mass Spectrometry Processing (DIMaSP)” – are available for download at https://doi.org/10.17863/CAM.9495, together with a basic manual. The current versions were tested for use with Wolfram Mathematica 11.1.
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