Transition of EMRIs through resonance: corrections to higher order in the on-resonance flux modification
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Extreme-mass-ratio inspirals (EMRIs) are candidate events for gravitational wave detection in the millihertz band (by detectors like lisa). These events involve a stellar-mass black hole, or a similar compact object, descending in the gravitational field of a supermassive black hole, eventually merging with it. Properties of the inspiralling trajectory away from resonance are well known and have been studied extensively, however little is known about the behaviour of these binary systems at resonance, when the radial and lateral frequencies of the orbit become commensurate. We describe the two existing models, the instantaneous frequency approach used by Gair, Bender, and Yunes, and the standard two timescales approach implemented by Flanagan and Hinderer. In both cases, the exact treatment depends on the modelling of the gravitational self-force, which is currently not available. We extend the results in Gair, Bender and Yunes to higher order in the on-resonance flux modification, and argue that the instantaneous frequency approach is also a valid treatment of the resonance problem. The non-linear differential equations which arise in treating resonances are interesting from a mathematical view point. We present our algorithm for perturbative solutions and the results to third order in the infinitesimal parameter, and discuss the scope of this approach.

I. INTRODUCTION

Gravitational waves are one of the most fascinating predictions of general relativity. The theoretical underpinning for them was first presented by [1]. In 1974, Taylor and Hulse discovered indirect evidence for their existence when they observed the first pulsar in a binary system, in which the object separation was gradually decreasing, and were the first to suggest that gravitational wave effects are at play [2, 3]. The pair were awarded the Nobel Prize in Physics in 1993 for their discovery – until recently the only evidence for the existence of gravitational waves. Nearly a century after Einstein’s paper, gravitational waves were directly observed for the first time in September 2015 by the two advanced LIGO detectors, thus culminating a decades-long efforts to detect gravitational radiation [4]. Currently, several experiments, including Advanced LIGO and Advanced Virgo, which are searching for waves in the range $10^{-2}$ Hz - $10^{4}$ Hz [5, 6], are being deployed to search for further signals. The first joint run is scheduled to take place in late 2016 or early 2017 [7] and it is expected that a significant number of events will be observed in the near future [8, 9]. The European Space Agency has selected gravitational wave detection as the science theme to be addressed by the L3 large satellite mission, currently scheduled for launch in 2034. This space-based detector, called Laser Interferometer Space Antenna (lisa), will operate in the millihertz frequency range. The mission design is still being formulated, but it will be finalised by the end of this decade [10]. The need for multiple approaches to detection (currently there are more than a dozen projects, both ground- and space-based, see [11] for an overview) is driven by the broad spectrum of gravitational wave frequencies (the typical frequency of a gravitational wave system is given by $f \sim (GM/L^3)^{1/2}$, where $M$ is the mass of the system, and $L$ is its length scale), namely in the range $10^{-16}$ Hz - $10^4$ Hz, produced by a variety of potential gravitational radiation sources [12].

Systems which are expected to produce gravitational waves are those that are accelerating and exhibit asymmetry in their configuration: for instance a binary [13], a supernova [14], or a spinning star with a pronounced bulge. Among the range of binary celestial systems, we focus on the case of a compact object (of several solar masses, usually a stellar-mass black hole, or a neutron star) gradually spiralling towards a supermassive black hole (typically between $10^5$ and $10^{12}$ solar masses, although the ones of interest to us are between $10^5$ and $10^7 M_\odot$, since these generate gravitational waves at frequencies in the range of sensitivity of lisa [10, 15]). Since the mass $m$ of the compact object is in the range of $10 - 10^2 M_\odot$, the ratio of the masses is typically $\epsilon = m/M \sim 10^{-6}$ to $10^{-4}$. Termed extreme-mass-ratio inspirals (EMRIs), these binaries are expected to radiate gravitational waves with frequency in the range $10^{-4}$ Hz - $10^{-2}$ Hz. This fact places them in a position to be likely candidates for detection by the lisa mission. EMRIs reside near the centres of galaxies (where supermassive black holes are situated [16]) and clusters of stars and stellar remnants are available for capture by the black hole. Plenty of scientific effort has been invested into modelling the evolution of EMRIs [17–20], computing
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their waveforms [21], predicting the rates and timescales of inspiral [22, 23], and estimating the parameters of the orbit [17, 24]. Applications of gravitational wave observations of EMRIs on inference on astrophysical populations [25], cosmology [26] and fundamental physics [27] have also been explored in detail.

The mass of the compact object in an EMRI is typically at least 4 orders of magnitude smaller than the mass of the supermassive black hole. This allows us to treat the presence of the compact body in the background space-time of the central object as a perturbation. According to the uniqueness theorem for black holes, they can be uniquely characterised by three parameters - mass, spin and charge. Since electromagnetic repulsion is much stronger than gravitational attraction (about 40 orders of magnitude), we can assume that astrophysical black holes have negligible net charge. Hence, we consider the Kerr metric, where black holes are described only by their mass and spin. The Kerr space-time is well-known, with a complete set of integrals of motion, and the geodesics can be characterised by three constants (Carter [28] and Appendix B). For a point mass, the trajectory would be that of a geodesic around the black hole, but while the point-mass notion is convenient mathematically, it does not apply in the context of the current problem. Therefore, we need to address the finite size and mass of the compact object. The deviation from geodesic motion can be quantified by allowing for the gravitational self-force on the compact object. [29, 30], also known as the gravitational radiation reaction force, since it is responsible for the gravitational radiation emission from the object.

There is a radiative component of the self-force that leads to evolution of the orbital frequencies, as well as a conservative component that changes the instantaneous values of the orbital frequencies. The trajectory can be modelled as a sequence of geodesics, each one with lower energy than the previous one, and therefore (on average) closer to the central object. This method is called the oscillating element approach [31–33]. Individual orbits are well approximated as geodesics, however the defining parameters of these geodesics are continuously changing, and this is what shapes the inspiral orbit. This effect will be visible over a large number of orbits – typically over a timescale of \(O(e^{-1})\).

As the test body progresses along its in-spiral, at certain points two of the three frequencies of motion will become rational multiples of each other, putting the system into resonance [34]. While in general the behaviour of the inspiral is well-studied and modelled [35], during resonance the system exhibits unusual behaviour, accompanied by changes in the orbital parameters [34]. The evolution of EMRIs during resonances, and their effect on gravitational wave emission is currently an interesting topic in gravitational wave astronomy [36].

There are two approaches in the literature that treat the behaviour of extreme-mass-ratio inspirals on resonance. On one hand is the instantaneous value treatment by [25], with manifestations in both frequency and phase formalisms, and on the other is the approach by [34], which separates the timescales associated with the inspiral into small and large. We will describe both methods here, but focus on extending the former approach to higher order, as we anticipate the predictions of the latter to be consistent with the phase formalism in the former.

### A. The Gravitational Self-force

The geodesic principle of General Relativity dictates that free point particles, of zero mass, traverse time-like geodesics of the space-time. Unfortunately, while treating bodies in General Relativity as point masses is mathematically convenient, in reality this approach is far from accurate, and introduces immense difficulties to the problem we are considering. As the size \(R\) of a body is scaled down to 0, its mass \(M\) should decrease accordingly, scaling to 0 at the same time as the size of the body [37], otherwise a black hole solution would form before the point-limit of the body is reached. We can account for the finite size and mass of the body if we consider the effect of these on the deviation from geodesic motion. At leading order, we ignore the presence of the space-time generated by the compact object in the background space-time, and in this idealised system, the test body follows a time-like geodesic, whose shape can be accurately computed (see Appendix C and Figure 24 for details). The next order accounts for the non-infinitesimal size and mass of the object, and this causes a deviation from the geodesic motion described above. We quantify this phenomenon by introducing the gravitational self-force, responsible for the inward spiral of the compact object [29, 34]. This force is at the same time responsible for dissipating the energy made available by the inspiral motion in the form of gravitational radiation.

A proper treatment of the gravitational self-force is not the objective of this paper. The reader may wish to consult [38], as well as the more concise review [39]. Further recommended reading is [29] and [40], or the more mathematical approach described in [37].

In the context of this article, it is worth knowing that since the self-force is the perturbation in the mass parameter to the geodesic, its leading order dependence on the mass of the test body is linear. Further, the self-force will depend on the shape of the orbit, which for the Kerr space-time is specified by three constants of the motion, for example the energy \(E\), the 3rd component of the angular momentum \(L_\alpha\), and Carter’s constant, \(Q\). Furthermore, the individual components of this self-force will depend on the position of the test body along the orbit, specified, for example, by the action-angle coordinates \(g_\alpha\), where the index \(\alpha \in \{t, r, \theta, \phi\}\) (this implies there are 4 separate action-angle coordinates, with 4 corresponding components of the self-force. In fact, only 3 of these force components are independent, as can be verified by differentiating the condition \(g_\alpha u^\alpha u^\beta = 1\) with respect to the proper time \(\tau\) to obtain \(u^\alpha a_\alpha = 0 [32]\). With this in
mind, we can assume that the linear order gravitational self-force can be written in the form [39, 41]

$$a_{\alpha} = \frac{d^2 x_{\alpha}}{d\tau^2} = \epsilon F_{\alpha}(q, J),$$  \hspace{1cm} (1)

where $\epsilon = m/M$ is the ratio of the compact object mass to the mass of the supermassive black hole, and the vector $J$ contains the three constants of motion defining the shape of the orbit. The values of $q$ and $J$ in general depend on the way the orbit evolved before the moment at which they are computed. Thus, it can be regarded that the instantaneous self-force is in fact given by an integral over the past history of the orbit.

**B. Orbital resonances**

We already reasoned why the gravitational self-force depends on the shape of the orbit, i.e., the values of the three constants of motion in the Kerr metric. These quantities can be mapped to the three fundamental frequencies of orbital motion $\{\omega_r, \omega_\theta, \omega_\phi\}$ [42]. Therefore, instead of eq. (1), we can write the expression for the self-force as $\epsilon F(q, \omega)$. The fundamental frequencies are another valid way to label orbits of the Kerr space-time, and can be used in lieu of the geodesic constants of motion. It should be noted that the reverse substitution, and can be used in lieu of the geodesic constants of motion. This encourages us to employ the “osculating element” formalism, where the in-spiral is modelled as a sequence of geodesics, with the constants of motion continuously evolving as the orbit approaches the black hole, and furthermore, the effect of the compact body on the trajectory can be treated as a perturbation [31]. Since these constants of the motion do not change on a given geodesic, at leading order, and only evolve (continuously) as the object spirals into the supermassive black hole, we can argue that, to leading order, this effect is driven by the self-force on the object. Hence, we can write the evolution equation for $J_\mu = (E, L_z, Q)$ as follows:

$$\frac{dJ_\mu}{d\tau} = \epsilon F_\mu(q, J, F) + O(\epsilon^2),$$  \hspace{1cm} (3)

where $F_\mu$ is a function of the coordinates, the generalised coordinates, and the self-force, which describes the rate of change of orbital parameters as the object moves along the inspiral. We argued that the self-force is itself a function of the coordinates and the fundamental frequencies (see Section 1B), hence we can write $F_\mu = F_\mu(q, \omega)$. Similarly, the action-angle coordinates of the system evolve proportionally to the fundamental frequencies, with a correction owing to the self-force:

$$\frac{dq_\mu}{d\tau} = \omega_\mu + \epsilon H_\mu(q, \omega) + O(\epsilon^2).$$  \hspace{1cm} (4)

We will not concern ourselves with the precise form of the functions $F_\mu$ and $H_\mu$, but rather will point out that they can be expanded in tri-harmonic Fourier series as discussed above, which is valid without any loss of generality. $\omega_\mu$ is the instantaneous value of the frequency at this moment along the trajectory. This is calculated.

**II. INSTANTANEOUS FREQUENCY APPROACH**

This method is described in detail in [41], although here we will give an outline of the approach to aid further discussions. As explained above, individual orbits of the compact object around the black hole can be thought of as tri-periodic geodesics with fundamental frequencies $\{\omega_r, \omega_\theta, \omega_\phi\}$. This encourages us to employ the “osculating element” formalism, where the in-spiral is modelled as a sequence of geodesics, with the constants of motion continuously evolving as the orbit approaches the black hole, and furthermore, the effect of the compact body on the trajectory can be treated as a perturbation [31]. Since these constants of the motion do not change on a given geodesic, at leading order, and only evolve (continuously) as the object spirals into the supermassive black hole, we can argue that, to leading order, this effect is driven by the self-force on the object. Hence, we can write the evolution equation for $J_\mu = (E, L_z, Q)$ as follows:

$$\frac{dJ_\mu}{d\tau} = \epsilon F_\mu(q, J, F) + O(\epsilon^2),$$  \hspace{1cm} (3)

where $F_\mu$ is a function of the coordinates, the generalised coordinates, and the self-force, which describes the rate of change of orbital parameters as the object moves along the inspiral. We argued that the self-force is itself a function of the coordinates and the fundamental frequencies (see Section 1B), hence we can write $F_\mu = F_\mu(q, \omega)$. Similarly, the action-angle coordinates of the system evolve proportionally to the fundamental frequencies, with a correction owing to the self-force:

$$\frac{dq_\mu}{d\tau} = \omega_\mu + \epsilon H_\mu(q, \omega) + O(\epsilon^2).$$  \hspace{1cm} (4)

We will not concern ourselves with the precise form of the functions $F_\mu$ and $H_\mu$, but rather will point out that they can be expanded in tri-harmonic Fourier series as discussed above, which is valid without any loss of generality. $\omega_\mu$ is the instantaneous value of the frequency at this moment along the trajectory. This is calculated.
according to eq. (3), and the value is continuously updated to reflect the motion of the body along its inspiral and the effect of the self-force. Without the self-force, the frequencies will, of course, remain constant, since the trajectory would be that of a geodesic around the black hole, unaffected by gravitational wave emission.

Before carrying out the Fourier mode expansion, we recall that a geodesic in Kerr space-time is uniquely specified by three constants. Instead of the orbital parameters $\mathcal{E}$, $L_z$, and $Q$, we could use the set of fundamental frequencies -- the radial frequency, $\omega_r$, the polar frequency, $\omega_\theta$, and the azimuthal frequency, $\omega_\phi$, to specify the geodesics, as these are constant along a given geodesic. Since these can be mapped to the aforementioned integrals of the motion [42], we can use these maps to argue that the fundamental frequencies evolve along the trajectory according to a differential equation of the same form as eq. (3):

$$\frac{d\omega_\mu}{d\tau} = \epsilon \mathcal{G}_\mu(q, \omega) + O(\epsilon^2). \quad (5)$$

The two orbital frequencies relevant to the occurrence of resonances are the radial and the polar (lateral) frequencies. As noted previously, the third frequency $\omega_\phi$, that of azimuthal motion, does not play a role in the occurrence of resonances due to the axisymmetric nature of the Kerr space-time. We use this property to write a bi-periodic expansion for the function of the self-force in Fourier modes of the two frequencies $\{\omega_r, \omega_\theta\}$:

$$\frac{d\omega_\mu}{d\tau} = \epsilon \sum_{l,m} \left( A_{lm} \cos \left( (l\omega_r + m\omega_\theta) \tau \right) + B_{lm} \sin \left( (l\omega_r + m\omega_\theta) \tau \right) \right) + O(\epsilon^2). \quad (6)$$

We can regard this equation as an adiabatic evolution equation -- at leading order the terms on the right-hand side are constant in time since they are taken along the same geodesic, while the differential on the left-hand side expresses their evolution along the trajectory of the compact object towards the black hole. Of course, the quantities on the right-hand side are instantaneous, and their values are constantly updated through the evolution equations. The sum is over the non-negative integers $l$ and $m$. Since we have written the time-dependence explicitly in the Fourier series, the coefficients of the expansion depend smoothly on the constant parameters of the geodesic. Therefore, we can expand the coefficients in orders of the mass ratio, and neglect all terms sub-leading in $\epsilon$.

Alternatively, instead of using the $\{\omega_\mu\}$ as the basis for the Fourier expansion, we could rewrite the evolution equation in terms of the phase angle variables $\{\phi_\mu\}$. Phase variables are related to the fundamental frequencies through $\dot{\phi}_\mu = \omega_\mu$, and since on a geodesic the frequencies remain constant, $\phi_\mu = \omega_\mu \tau$. Changing variables from frequencies to phase angles in eq. (6), we arrive at a second-order differential equation:

$$\frac{d^2\phi_\mu}{d\tau^2} = \epsilon \sum_{l,m} \left( C_{lm} \cos \left( l\phi_r + m\phi_\theta \right) + D_{lm} \sin \left( l\phi_r + m\phi_\theta \right) \right) + O(\epsilon^2). \quad (7)$$

Geodesic resonances occur when the two frequencies become commensurate, or, more precisely, when their ratio is a rational number (eq. (2)). Therefore, near resonance the term $(l_0 \omega_r - m_0 \omega_\theta)$ will approach 0 (for some $l_0$ and $m_0$ and their integer multiples), and the sum will contain both slowly-oscillating resonance terms, and rapidly oscillating off-resonance terms. Let us now restructure eq. (6) to change variables to $\hat{\omega} = l_0 \omega_r - m_0 \omega_\theta$, which is small near a resonance. Now the arguments of the oscillating modes on the right-hand side can be written as a linear combination of $\hat{\omega}$ and $\{\omega_\mu\}$ (we can use either of them, but choose $\omega_r$ for definitiveness):

$$\frac{d\hat{\omega}}{d\tau} = \epsilon \sum_{l,m} \left( A_{lm} \cos \left( (l\hat{\omega} + m\omega_r) \tau \right) + B_{lm} \sin \left( (l\hat{\omega} + m\omega_r) \tau \right) \right) + O(\epsilon^2). \quad (8)$$

Similarly, we can rewrite the phase equation in terms of $\hat{\phi}$ and $\phi_\tau$, where $\hat{\phi} = l_0 \phi_r + m_0 \phi_\theta$ vanishes on resonance:

$$\frac{d^2\hat{\phi}}{d\tau^2} = \epsilon \sum_{l,m} \left( C_{lm} \cos \left( l\hat{\phi} + m\phi_r \right) + D_{lm} \sin \left( l\hat{\phi} + m\phi_r \right) \right) + O(\epsilon^2). \quad (9)$$

Let us change variables to absorb the factor of the mass ratio appearing on the right-hand sides, namely:

$$\hat{\omega} = \frac{\omega}{\sqrt{\epsilon}}, \quad \hat{\phi} = \sqrt{\epsilon} \phi_\tau \quad \text{in eq. (8)}$$

and

$$\hat{\phi} = \frac{\phi}{\sqrt{\epsilon}}, \quad \hat{\phi}_\tau = \sqrt{\epsilon} \phi_\tau \quad \text{in eq. (9)}.$$

Using this substitution, eqs. (8) and (9) become

$$\frac{d\hat{\omega}}{d\hat{z}} = \sum_{l,m} \left( A_{lm} \cos \left( l\hat{\omega} + m\omega_r \hat{\phi} \frac{\sqrt{\epsilon}}{\sqrt{\epsilon}} \right) + B_{lm} \sin \left( l\hat{\omega} + m\omega_r \hat{\phi} \frac{\sqrt{\epsilon}}{\sqrt{\epsilon}} \right) \right) + O(\epsilon), \quad (10)$$

$$\frac{d^2\hat{\phi}}{d\hat{z}^2} = \sum_{l,m} \left( C_{lm} \cos \left( l\hat{\phi} + m\phi_r \frac{\sqrt{\epsilon}}{\sqrt{\epsilon}} \right) + D_{lm} \sin \left( l\hat{\phi} + m\phi_r \frac{\sqrt{\epsilon}}{\sqrt{\epsilon}} \right) \right) + O(\epsilon). \quad (11)$$
For any non-zero value of the index $m$, corrections to the frequency or phase equations are of the form $\cos(\gamma x + \delta)$, which oscillate rapidly owing to the $\gamma \sim \epsilon^{-1/2} \sim 10^3$ factor both on resonance and away from it (and therefore will average out to zero over the timescales under consideration — this is illustrated in Figure 1). Hence, the correction to the first order solution of the phase equation is of the form $\left(1/\gamma^2\right) \cos(\gamma x + \delta)$ and that of the frequency equation is $\left(1/\gamma\right) \sin(\gamma x + \delta)$. These are terms of order $\epsilon$ and $\epsilon^{1/2}$, respectively. Hence, we can perform an expansion to establish that they are corrections of higher order in the mass ratio and hence can be ignored at the same level as the other higher order in mass ratio terms that we have omitted. We can therefore consider only terms with $m = 0$, and relabel the remaining modes by $n$, obtaining

$$\frac{d\hat{\omega}}{dx} = \sum_n \left( A_n \cos(n \hat{x} \hat{\omega}) + B_n \sin(n \hat{x} \hat{\omega}) \right) + \mathcal{O}(\epsilon),$$

$$\frac{d^2 \hat{\phi}}{dx^2} = \sum_n \left( C_n \cos(n \hat{\phi}) + D_n \sin(n \hat{\phi}) \right) + \mathcal{O}(\epsilon).$$

We combine the two oscillating modes together, and this introduces a phase to the oscillating term. This could sometimes be set to 0 by suitable choice of initial coordinates, however it is not always possible, since the resonance phase depends on the prior evolution of the binary system. To preserve generality of the problem, we will include it in our equations. The presence of phase does not complicate the method of solution, only brings in additional terms, as we will demonstrate later in Section IV.

$$\frac{d\hat{\omega}}{dx} = \sum_n A_n \cos(n \hat{x} \hat{\omega} - \delta \chi_n) + \mathcal{O}(\epsilon),$$

$$\frac{d^2 \hat{\phi}}{dx^2} = \sum_n B_n \cos\left(n \hat{\phi} - \delta \psi_n\right) + \mathcal{O}(\epsilon),$$

where

$$A_n = \sqrt{A_n^2 + B_n^2}, \quad B_n = \sqrt{C_n^2 + D_n^2},$$

$$\delta \chi_n = \arctan\left(\frac{B_n}{A_n}\right) \quad \text{and} \quad \delta \psi_n = \arctan\left(\frac{D_n}{C_n}\right).$$

Finally, we split the first term from the sum, $n = 0$, which
is constant (with respect to time or phase, respectively):

\[
\frac{d\omega}{d\tau} = A_0 \cos(\delta \chi_0) + \sum_{n>0} A_n \cos(n \tilde{\omega} - \delta \chi_n) + O(\epsilon) \tag{17}
\]

\[
\frac{d^2 \phi}{d\tau^2} = B_0 \cos(\delta \psi_0) + \sum_{n>0} B_n \cos(n \tilde{\psi} - \delta \psi_n) + O(\epsilon) \tag{18}
\]

and make a suitable, final change of variables:

\[
\omega = (A_0 \cos(\delta \chi_0))^{1/2} \tilde{\omega} \quad \text{in eq. (17)}
\]

\[
x_{\omega} = (A_0 \cos(\delta \chi_0))^{1/2} \tilde{x} \quad \text{in eq. (18)}
\]

and

\[
x_{\phi} = (B_0 \cos(\delta \psi_0))^{1/2} \tilde{x} \quad \text{in eq. (18)}
\]

\[
\phi = \tilde{\phi} \quad \text{to bring the equations to their most simplified form:}
\]

\[
\omega' = 1 + \sum_{n} \kappa_n \cos(nx_{\omega} - \delta \chi_n) \tag{19a}
\]

\[
\phi'' = 1 + \sum_{n} \lambda_n \cos(n\phi - \delta \psi_n). \tag{19b}
\]

where \(\kappa_n = (A_n/A_0) \sec(\delta \chi_0)\) and \(\lambda_n = (B_n/B_0) \sec(\delta \psi_0)\) are in principle known constants, dependent on the orbital parameters at resonance, prime denotes a derivative with respect to the rescaled time \(x\) and the quantities \(\{\delta \chi_i\}\) and \(\{\delta \phi_j\}\) are constants. The sums over \(n\) run from 1 to \(\infty\), however we will later consider finite number of modes on the right-hand side. In order to achieve convergence when solving these equations, we need to make the assumption that the series \(\{\kappa_n\}\) follow a power law of the form \(n^{-\alpha}\), with \(\alpha \gtrsim 2\), this is discussed in detail in Section IV A. In this paper, we are attempting to find solutions to eqs. (19a) and (19b) in increasing order of complexity. It is worth noting that while one of them is a first-order equation, the other is of second order. They derive from equivalent representations of the geodesics, however the first and second order equations are no longer equivalent, because they make different assumptions about the expansion of the self-force.

Before proposing the respective solutions, we will focus on presenting an alternative approach to describing the behaviour of an EMRI near resonance.

III. TWO-TIMESCALE APPROACH

An alternative approach to describing the transition of EMRIs through resonances was first suggested by [45], and is often called the “two-timescale method” since it differentiates between processes which occur on short (orbital) timescales, and those happening on long (orbit evolution) timescales. A good overview is offered by [46].

Here we will present this method as described by [47], while it is also advisable that the reader consults [48], and the original article by [45]. Again, we consider the motion of a compact object spiralling towards a supermassive black hole, and describe the evolution in terms of the perturbative parameter, the mass ratio \(\epsilon\). At leading order, we recover the geodesic equations of motion, as before. At next order, we need to introduce corrections due to the self-force acting on the compact object, in analogy with eq. (3) in the instantaneous frequency approach:

\[
\frac{dJ_\mu}{d\tau} = \epsilon J_\mu(q, F) + O(\epsilon^2) \tag{20}
\]

While the equations in [48] are presented in terms of the Mino time \(\lambda\) [49], we can map \(\lambda\) to the proper time \(\tau\) through a function involving the coordinates of the compact object. We can absorb this dependence into the functions \(J_\mu\) on right-hand side of eq. (20) and work in terms of the proper time. As before, we can exchange the integrals of the motion \(J\) in favour of the fundamental frequencies \(\omega\), since mappings between these exist [42], albeit not invertable over the entire domain. Further we can implicitly write the self-force as a function of the coordinates and their corresponding frequencies (cf. eq. (5)) to obtain:

\[
\frac{d\omega_\mu}{d\tau} = \epsilon f_\mu(q, J) + O(\epsilon^2) \tag{21}
\]

Similarly, the action-angle variables evolve as per eq. (4):

\[
\frac{dq_\mu}{d\tau} = \omega_\mu(J) + \epsilon k_\mu(q, J) + O(\epsilon^2) \tag{22}
\]

We construct the resonant frequency \(\tilde{\nu} = l_0 \omega - m_0 \omega_\theta\), and the corresponding action-angle variable combination \(\tilde{q} = l_0 q_r - m_0 q_\theta\). \(\tilde{\nu}\) is the analogous variable to \(\tilde{\omega}\) in Section II, but we use a different notation here to differentiate between the two methods. Again, we ignore the third fundamental frequency \(\omega_\phi\), since the motion is axisymmetric. Let \(\tilde{J}\) denote the action conjugate to \(\tilde{q}\), which can be mapped to \(\tilde{\nu}\). Further, let us rescale the proper time to write \(x_r = \sqrt{\tau}\). We now expand the frequency and coordinate variables in powers of \(\epsilon\):

\[
\tilde{\nu}(x_r, \epsilon) = \tilde{\nu}_0 + \epsilon^{1/2} \tilde{\nu}_1(x_r) + O(\epsilon^2) \tag{23a}
\]

\[
\tilde{q}(x_r, \epsilon) = \tilde{q}_0(x_r) + \epsilon^{1/2} \tilde{q}_1(x_r) + O(\epsilon^2). \tag{23b}
\]

Plugging these power laws into the (averaged) evolution equations (21) and (22) yields the resonance equations:

\[
\frac{d\tilde{\nu}_1}{dx_r} = \tilde{J}(\tilde{q}, \tilde{\nu}) + O(\epsilon) \tag{24a}
\]

\[
\frac{d\tilde{q}_0}{dx_r} = \tilde{\nu}_1(x_r) + O(\epsilon). \tag{24b}
\]

This relays the leading terms in the expansions (23). Further members of the series \(\{\tilde{\nu}_n\}\) and \(\{\tilde{q}_n\}\) can be found iteratively by substituting the results from eqs. (24) back into the resonance evolution equations. In [34], eq. (23a)
was further simplified by expanding \( \bar{\nu}_1 \) as a series in \( \sqrt{x_\nu} \). The leading term is then \( \nu_1 (x_\nu - x_0) \) for a constant \( \nu_1 \). Proceeding with the two timescale expansion then yields a result accurate to first order in the resonant modification, \( \{ \lambda_\nu_n \} \), which agrees with the result obtained from the asymptotic Fourier series approach in [41]. Corrections at higher order in \( \lambda_\nu_n \), but leading order in mass ratio, cannot be found in this way, since the assumption of a linearly evolving frequency is only valid close to the resonance point. The two-timescale approach can be extended to higher order by using a less restrictive ansatz for \( \bar{\nu}_1 \), which is given implicitly by eqs (23) and (25) in [47]. Explicit solutions to higher order in the resonant modification at leading order in mass ratio have not been computed in the two-timescale approach. However, we anticipate that these will agree with the phase version of the asymptotic Fourier series approach. The purpose of this paper is to extend previous calculations to higher order in resonant modification and to include multiple modes in the resonance. To do this we will use the asymptotic Fourier series approach and this will be the focus for the remainder of this paper.

IV. SOLUTIONS OF THE RESONANCE EQUATIONS

We are now in a position to solve the instantaneous frequency approach equations that we derived earlier in Section II. Evolution of the action-angle coordinates according to the instantaneous frequency of the system yields the 2 non-linear differential eqs. (19a) and (19b). Due to the constant additive term on their right-hand sides, these equations cannot be solved exactly, and therefore we need to come up with an alternative approach. In this Section we propose solutions to these equations in an increasing order of complexity. Solutions for the single-mode versions of eqs. (19) are provided in [41], we will start by re-deriving those to depict how the order-by-order solution algorithm works. Following this, we relax the assumptions which have been considered in [41] in order to build up solutions to the generalised source equations.

A. Regime and domain of the variables

Before attempting to solve the resonance equations, we need to specify their domains and any special limits we are taking. The time parameters \( x \{ \omega, \phi, \nu \} \) range from \( -\infty \) to \( +\infty \), however we are interested in the vicinity of \( x = 0 \) as this is when resonance occurs, hence where we have specified the initial conditions. In this notation, \( -\infty \) corresponds to times long before resonance, and \( +\infty \) to times when the resonance has had an effect on the orbit. Therefore, in solving these equations, we will consider definite integrals of the form \( \int_{-\infty}^{x} \bar{\delta} \, dx \), where \( x \) can take large positive or negative values. Since the equations are not coupled, and each rescaled time variable appears in the differential equation for its corresponding quantity, we will drop the subscripts on \( x \), and will keep track of them by the subject of the equation we are solving.

More attention needs to be devoted to the fractional resonance modifications, \( \kappa_\nu \), and \( \lambda_\nu \), which are themselves functions of the orbital parameters. As discussed in [41], if these modifications are of order unity, there can be a qualitative difference in the on-resonance behaviour, with the possibility of sustained resonances. These were explored in more detail in [47]. A complete study of the size of on-resonance flux modifications has not yet been carried out. Some insight on the likely size of these corrections can be obtained by studying solutions to the Teukolsky equation, which provide a decomposition of the off-resonance energy flux into different Fourier modes. Such results can be found in [19]. Section I C of that paper indicates that the size of the terms in this decom-
Consider the generalised frequency resonance equation:

\[ \omega' = 1 + \sum_n \kappa_n \cos (nx \omega - \delta \chi_n), \tag{19a} \]

where prime denotes differentiation with respect to the rescaled time parameter \( x \omega \). Before attempting to solve this equation in the general case, we consider only the single oscillatory mode \( (n = 1, \text{ besides the } n = 0 \text{ mode}) \) on the right-hand side, and as agreed, drop the subscript on \( x \). The resulting problem is not much simpler to solve, however it will provide useful insight about the method:

\[ \omega'(x) = 1 + \kappa \cos (x \omega), \tag{25} \]

where \( \kappa \equiv \kappa_0 \). Inspired by the numerical solution of eq. (25), shown in Fig. (3), we split the solution in two parts: the first for the region where the oscillations are still growing, and the second where the oscillations gradually decay. After we establish appropriate solutions to eq. (25) in each of these regions, we will come up with a way to match them on the boundary region.

Let us initially look for a solution in the \( \kappa |x| \ll 1 \) region. That is, find an expansion of the frequency \( \omega \) as a function of \( x \) in the region immediately around \( x = 0 \), in powers of the fractional resonance modification \( \kappa \):

\[ \omega(x) = \sum_{n=0}^{\infty} \kappa^n \varpi_n(x). \tag{26} \]

We remind ourselves that the parameter \( \kappa \ll 1 \), as per Section IV A. In order to find explicit forms of the functions \( \{\varpi_n\} \), we substitute the expansion (26) in eq. (25) and proceed to match terms on both sides. The results we now derive are plotted in Figure 4. At lowest order,
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where \( \kappa \equiv \kappa_0 \). Inspired by the numerical solution of eq. (25), shown in Fig. (3), we split the solution in two parts: the first for the region where the oscillations are still growing, and the second where the oscillations gradually decay. After we establish appropriate solutions to eq. (25) in each of these regions, we will come up with a way to match them on the boundary region.

Let us initially look for a solution in the \( \kappa |x| \ll 1 \) region. That is, find an expansion of the frequency \( \omega \) as a function of \( x \) in the region immediately around \( x = 0 \), in powers of the fractional resonance modification \( \kappa \):

\[ \omega(x) = \sum_{n=0}^{\infty} \kappa^n \varpi_n(x). \tag{26} \]

We remind ourselves that the parameter \( \kappa \ll 1 \), as per Section IV A. In order to find explicit forms of the functions \( \{\varpi_n\} \), we substitute the expansion (26) in eq. (25) and proceed to match terms on both sides. The results we now derive are plotted in Figure 4. At lowest order,
we disregard all terms of $O(\kappa)$ and higher:

$$\varpi'_0(x) = 1 \iff \varpi_0(x) = x,$$

(27)

where it is important to note that the integration has been carried out between 0 and $x$. Further terms in the series (26) will be reduced by one or more factors of $\kappa \ll 1$, hence we can treat them as a perturbation to $\varpi_0(x)$:

$$\sum_{n=1}^{\infty} \kappa^n \varpi_n(x) = \kappa \cos \left[ x^2 + \sum_{n=1}^{\infty} \kappa^n x \varpi_n(x) \right].$$

(28)

At the next higher order we find the equation for $\varpi_1(x)$:

$$\kappa \varpi'_1(x) + O(\kappa^2) = \kappa \cos(x^2) + O(\kappa^2).$$

(29)

integrating the right-hand side yields the solution:

$$\varpi_1(x) = \int_0^x dy \cos(y^2) = \frac{\sqrt{2\pi}}{2} C \left( \frac{\sqrt{2} x}{\sqrt{\pi}} \right),$$

(30)

where $C(\bullet)$ is the Fresnel cosine integral (see Appendix D and Figure 25 for details). At $O(\kappa^2)$, we find:

$$\varpi_2(x) = -\frac{\sqrt{\pi}}{\sqrt{2}} x \sin(x^2) C \left( \frac{\sqrt{2} x}{\sqrt{\pi}} \right).$$

(31)

Solving this differential equation (which also involves a simple integration by parts) provides the solution:

$$\varpi_2(x) = \frac{\sqrt{2\pi}}{4} \cos(x^2) C \left( \frac{\sqrt{2} x}{\sqrt{\pi}} \right) - \frac{\sqrt{\pi}}{8} C \left( \frac{\sqrt{4} x}{\sqrt{\pi}} \right) - \frac{x}{4}.$$

It is obvious that with increasing order the functional form of $\varpi_n(x)$ become more and more involved. It will become apparent later on why we do not need solutions at $O(\kappa^4)$ and beyond. However, at third order, we find the following differential equation for the functional $\varpi_3(x)$.

$$\varpi'_3(x) = -\frac{\pi}{4} x^2 \cos(x^2) C^2 \left( \frac{\sqrt{2} x}{\sqrt{\pi}} \right) - x \sin(x^2) \varpi_2(x).$$

(32a)

We divide $\varpi_3$ into two parts, $\varpi_3(x) = \varpi_{3a}(x) + \varpi_{3b}(x)$, defined via the two differential equations:

$$\varpi'_3a(x) = -\frac{\pi}{4} x^2 \cos(x^2) C^2 \left( \frac{\sqrt{2} x}{\sqrt{\pi}} \right)$$

(32a)

$$\varpi'_3b(x) = -x \sin(x^2) \varpi_2(x).$$

(32b)

Unfortunately, the term $\varpi_{3a}(x)$ above is the only integral in our analysis which cannot be performed analytically. However, we can proceed by expanding the Fresnel term on the right hand side for small $x$ and integrating the resulting terms. We then define $\varpi_{3a\text{approx}}(x)$ to be the terms arising from this integration, given analytically by eq. (34). This has the property $\varpi_{3a}(x) - \varpi_{3a\text{approx}}(x) \sim O(x^9)$ and hence $\varpi_{3a}(x) - \varpi_{3a\text{approx}}(x) \sim O(x^{10})$. Finally, we need to verify that this is a valid approximation; we can do this by tabulating the function

$$I(x) = \int_0^x dy \varpi'_{3a}(y)$$

(33)

for values of $x$ between $-1$ and 1, and comparing this with our (approximate) analytical result for the integral, eq. (34). The integrand, both functions, and the residuals of the approximation are shown in Fig. 5.

The term in eq. (32b) can be integrated analytically, and the result is given by expression (35). Gathering the above results together, we can write down an approximate solution to the Frequency equation, which is given in eq. (F1). We note that this is valid for $\kappa|x| \ll 1$ up to $O(\kappa^2)$, while the result for $\varpi_3(x)$ is only valid when $|x| \ll 1$. Later on, as the need arises, we will find a solution for $\varpi_3(x)$ which is valid in other regimes.

![Fig. 5. Approximate integral of $\varpi_{3a}(x)$ near the origin. Top panel: The integrand, the numerical integral, and the approximation. Bottom panel: Residuals between the approximation and the numerical solution, showing the validity of eq. (34).](image-url)
\[ \omega_{3b}(x) = \frac{\sqrt{\pi}}{16} \left( \frac{\sqrt{2}}{2} \cos(2x^2) C \left( \frac{\sqrt{2} x}{\sqrt{\pi}} \right) - \cos(x^2) C \left( \frac{\sqrt{4} x}{\sqrt{\pi}} \right) \right) + \frac{\sqrt{\pi}}{32} \left( \frac{\sqrt{6}}{6} C \left( \frac{\sqrt{6} x}{\sqrt{\pi}} \right) + \frac{5\sqrt{2}}{2} C \left( \frac{\sqrt{2} x}{\sqrt{\pi}} \right) \right) - \frac{1}{8} x \cos(x^2) \]  

(35)

\[ \omega(x) = x + \kappa \frac{\sqrt{2\pi}}{2} C \left( \frac{\sqrt{2} x}{\sqrt{\pi}} \right) + \kappa^2 \left( \frac{\sqrt{2\pi}}{4} \cos(x^2) C \left( \frac{\sqrt{2} x}{\sqrt{\pi}} \right) - \sqrt{\pi} C \left( \frac{\sqrt{4} x}{\sqrt{\pi}} \right) - \frac{x}{4} \right) + \kappa^3 \omega_3(x) + \mathcal{O}(\kappa^4) \]  

(F1)

Before we continue with our analysis, let us consider the asymptotic value of this solution in the limit of its validity, i.e. for \( 1 \ll |x| \ll \kappa^{-1} \). The non-oscillating part of solution (F1) can be written as

\[ \omega(x) \sim x + f(\kappa). \]  

(36)

We see that any constant term in the solution for \( \omega(x) \) is at least \( \mathcal{O}(\kappa) \), rather than \( \mathcal{O}(\kappa^0) \). To confirm the validity of solution (F1) we compute the quantities

\[ \kappa_{n+1} = \left| \frac{\omega_{\text{num}} - \omega^{(n)}(x)}{\omega_{\text{num}}} \right|, \]  

(37)

where \( \omega^{(n)}(x) \) is eq. (F1) restricted only to order \( n \) (e.g. \( \omega^{(1)}(x) = \omega_0(x) + \kappa \omega_1(x) \)). If our solution is correct, then we would find that the fractional error, computed by the above formula is \( \mathcal{O}(\kappa^{n+1}) \). This scaling is evident in the plot of these functions, shown in Figure 6.

Let us now seek a solution in the region of decaying oscillations, \( |x| \gg 1 \). At lowest order, the solution is

\[ \omega_0(x) = x. \]  

(F2)

At higher order, we attempt an ansatz, composed of a constant, a linear term, and a decaying oscillating term. We allow for three undetermined constants, \( a_1, b_1 \) and \( c_1 \), as suggested by \( [41] \):

\[ \omega_1(x) = a_1 + (1 + b_1)x + \frac{c_1}{x} \sin \left[ ax + (1 + b_1)x^2 \right] \]  

(38)

where the subscript “1” on the slope correction term indicates that it pertains to the solution \( \omega_1(x) \), as the value of \( n \) will change for higher-order solutions. When we substitute this ansatz into the model eq. (25):

\[ \omega_1'(x) \sim 1 + \kappa \cos (x \omega_1), \]  

(39)

we ignore \( \mathcal{O}(x^{-1}) \) terms and beyond, and use our knowledge of the behaviour of each separate term to reason about the values of the undetermined constants in eq. (40) below. Using standard trigonometric identities, we can expand the second term on the right-hand side, as shown explicitly in eq. (41) below.

\[ 1 + b_1 + 2(1 + b_1)c_1 \cos \left[ ax + (1 + b_1)x^2 \right] + \mathcal{O}(x^{-1}) \sim 1 + \kappa \cos \left[ ax + (1 + b_1)x^2 + c_1 \sin \left[ ax + (1 + b_1)x^2 \right] \right] \]  

(40)

\[ b_1 + 2(1 + b_1)c_1 \cos \left[ ax + (1 + b_1)x^2 \right] + \mathcal{O}(x^{-1}) \sim \]  

\[ \kappa \cos \left[ ax + (1 + b_1)x^2 \right] \cos \left[ c_1 \sin \left[ ax + (1 + b_1)x^2 \right] \right] - \kappa \sin \left[ ax + (1 + b_1)x^2 \right] \sin \left[ c_1 \sin \left[ ax + (1 + b_1)x^2 \right] \right] \]  

(41)

At this point we introduce a shorthand notation for the oscillating terms. Please refer to Appendix E (and the plots in Figure 26) for details.

\[ S_n(x) \equiv \sin \left[ n \left( ax + (1 + b)x^2 \right) \right] \]  

(42a)

\[ C_n(x) \equiv \cos \left[ n \left( ax + (1 + b)x^2 \right) \right] \]  

(42b)

Using these, we cast our last equation (41) in the form:

\[ b_1 + 2(1 + b_1)c_1 C_1(x) + \mathcal{O}(x^{-1}) \sim \]  

\[ \kappa C_1(x) \cos [c_1 S_1(x)] - \kappa S_1(x) \sin [c_1 S_1(x)] \]  

(43)

Comparing terms on both sides of eq. (43), we notice that in order for this identity to hold, it is necessary that \( c_1 \sim \mathcal{O}(\kappa) \). We remind ourselves of the assumption that \( \kappa \ll 1 \) which justifies the small angle approximation we used
Therefore:

\[ c_1 \sim \frac{\kappa}{2(1 + b_1)}. \]  

(45)

By using the double-angle trigonometric identities on the remaining term on the right-hand side of (44), we find

\[ b_1 \sim -\frac{\kappa c_3}{2} \left(1 - C_2(x)\right) \sim -\frac{\kappa c_3}{2}. \]  

(46)

Combining this with result (45), we establish that \(b_1 \sim O(\kappa^2)\), i.e., 0 to linear order. This result follows solely from the linear independence of the \(\{C_n\}\) terms. While they are not orthogonal (this can be easily verified by analytical integration), they are linearly independent, and therefore the coefficients on both sides need to match for eq. (46) to hold true. Similarly, we obtain the revised result \(c_1 \sim \kappa/2 + O(\kappa^3)\). The additive constant \(a = \omega(0)\) can be determined by comparing the limit \(|x| \gg 1\) of solution (F1) to the ansatz (38) in the regime \(\kappa |x| \ll 1\):

\[
x \pm \kappa \frac{\sqrt{2}\pi}{4} + \kappa \frac{1}{2} \frac{\sin \left(x^2\right)}{x} + O(x^{-2}) \sim \kappa + x + \kappa \frac{1}{2} \frac{\sin \left(x^2\right)}{x} + O(\kappa^3)
\]  

(47)

where on each side there are terms which we have ignored in the respective analysis. We find that \(a = \pm \left(\frac{\sqrt{2}\pi}{4}\right)\kappa\) to linear order, and we can write down the leading-order solution (F3) to the frequency equation (for a single oscillatory mode and no initial phase). Note that here, and for the rest of this article, whenever the symbols \(\pm/\mp\) are used, the upper sign is valid for \(x \geq 0\), and the lower for \(x \leq 0\). The function in question is thus defined piecewise, but we will use this notation throughout for brevity.

\[
\omega_1(x) = \pm \frac{\sqrt{2}\pi}{4} \kappa + x + \kappa \frac{1}{2} \frac{\sin \left(x^2\right)}{x} \tag{F3}
\]

Once we have established the suitability of this ansatz, we propose a further trial solution by adding an extra term to eq. (38). It accounts for the terms in eq. (46) we ignored when considering only first-order corrections:

\[
\frac{c_2}{x} \sin \left[2 \left(\alpha x + (1 + b) x^2\right)\right]. \tag{48}
\]

The full ansatz can now be written as:

\[
\omega_2(x) = a + (1 + b_2) x + \frac{c_1}{x} S_1(x) + \frac{c_2}{x} S_2(x). \tag{49}
\]

We substitute this into the source equation (25) and carry out a similar procedure to establish the new values of the constants, as detailed below. On the left-hand side, we ignore terms of \(O(x^{-1})\) in the derivative:

\[
\omega_2 \sim 1 + b_2 + 2 (1 + b_2) c_1 C_1 + 4 (1 + b_2) c_2 C_2, \tag{50}
\]

while on the right-hand side, we need to unpack the argument of the cosine function. Previously we established

Fig. 6. Graphical demonstration of the validity of solution (F1). It is evident that the residuals scale with the value of the resonance modification \(\kappa\), and for each order \(n\) of the solution, the remainder is of order \(O(\kappa^{n+1})\).

above. Since the range of the sine function is between \(-1\) and 1, and \(c_1 \sim O(\kappa) \ll 1\), we can safely assume that \(c_1 \sin \left[\alpha x + (1 + b) x^2\right] \ll 1\) for all \(x\) and expand both trigonometric terms in eq. (43):

\[
b_1 + 2 (1 + b_1) c_1 C_1(x) \sim \kappa C_1(x) - \kappa c_1 S_1^2(x). \tag{44}
\]

As we only retain the leading order terms in these expansions, we must disregard any \(O(\kappa^3)\) or higher terms in our further calculations. Since we exclude them at this stage, such terms can no longer appear in the final solution for \(\omega_1(x)\). We match the coefficients of the two \(O(\kappa)\) terms on either side of the relation (44): 
\[ 2 (1 + b) c_1 \sim \kappa. \] Therefore:
that $c_1 \sim O(\kappa)$, and since we expect that the new terms originating from $\omega_2(x)$ will match the remaining term in eq. (46), we expect $c_2 \sim O(\kappa^2)$. This justifies the further use of the small-angle approximation for the latter two terms. We point out that we need to ignore non-constant terms of $O(\kappa^3)$ in this expansion, as they will not be matched by a suitable term in the ansatz.

$$1 + \kappa \cos(\alpha x + (1 + b_2) x^2 + c_1 S_1 + c_2 S_2) \sim$$

$$\sim 1 + \kappa C_1 - \kappa c_1 S_2 - \kappa c_2 S_1 =$$

$$= 1 - \frac{\kappa c_1}{2} + \kappa C_1(x) - \frac{\kappa c_1}{2} C_2(x) + O(\kappa^3). \quad (51)$$

Matching the coefficients of terms in eqs. (50) and (51), we obtain the coupled equations:

$$b_2 \sim -\frac{\kappa c_1}{2}, \quad 2(1 + b_2) c_1 \sim \kappa, \quad 4(1 + b_2) c_2 \sim \frac{\kappa c_1}{2}. \quad (52)$$

These imply that $c_1 \sim \kappa/2 + O(\kappa^3)$ and $b_2 \sim -\kappa^2/4 + O(\kappa^4)$. The last equation above determines the value of the newly introduced constant $c_2$:

$$c_2 \sim \frac{\kappa c_1}{8 (1 + b_2)} \sim \frac{\kappa^2}{16 (1 + b_2)} \sim \frac{\kappa^2}{16} + O(\kappa^4). \quad (53)$$

To find the constant $a$ at second order, we need to match this solution to the $O(\kappa^3)$ part of solution (F1) in the buffer zone where both solutions are valid, as per eq. (54). Expanding (F1) for $x \gg 1$ and the above ansatz for $\kappa|x| \ll 1$ (both to order $O(x^{-1})$ inclusive), we find that all functional term match on both sides. The constant term is the value of $a$ at second order, $(\mp \sqrt{\pi}/16)\kappa^2$.

Combining these results together, we establish the improved solution $\omega_2(x)$, given by eq. (F4).

$$\omega_2(x) = \pm \frac{\sqrt{2\pi}}{4} \kappa + \frac{\sqrt{\pi}}{16} \kappa^2 + \left(1 - \frac{\kappa^2}{4}\right)x + \kappa \frac{1}{2} \frac{1}{x} \sin \left(\mp \frac{\sqrt{2\pi}}{4} \kappa x^2\right) + \kappa^2 \frac{1}{16} \frac{1}{x} \sin(2x^2) \quad (F4)$$

At the next order, the task of finding appropriate terms becomes more complicated, since we need to balance the terms in eq. (34). At this order there is a logarithmic trend, as well as an oscillatory part, hence we propose the following ansatz which reflects the nature of the solution:

$$\omega_3(x) = a + (1 + b_3) x + c_1 \frac{S_1(x)}{x} + c_2 \frac{S_2(x)}{x} + c_3 \frac{S_3(x)}{x} + d_1 \frac{S_1(x)}{x^2} + d_2 \frac{S_2(x)}{x^2} + \ln|x|. \quad (55)$$

The details of calculating the expressions for these constants are burdensome, hence we have left them in Appendix F1. The important message here is that we have still managed to find a set of terms which satisfy the governing equation (25), without conflicting the previous solutions (i.e. without producing new terms at $O(\kappa, x^{-1})$).

To determine the new value of the constant $a$, we again need to turn to our solution near the origin. In particular, here we need an expansion of $\omega_3(x)$ for large $x$. However, we used a small-$x$ approximation to obtain $\omega_3\text{asymp}(x)$ earlier, which is not valid in the buffer zone where both solutions (F1) and (55) are valid. We need to go back to the original problem (32a), and instead of expanding in the small-$x$ regime, we expand for $|x| \gg 1$ (which is valid when $\kappa|x| \ll 1$). To do this,
The terms match nicely as we would expect, apart from the coefficient of \( \sin(x^2)/x \) and \( \cos(x^2)/x \). The reason for this is that to determine these terms accurately we need to extend the asymptotic solution to the next order in \( 1/x \). At that order we get a term of the form \( C_1(x)/x^3 \) in the solution, and it is straightforward to deduce that, at leading order, the coefficient in front of this term is \(-\kappa/4\). This additional term contributes terms at order \( \kappa^4 \) on the right hand side of eq. (59) and those terms are \( \pi \cos(x^2)/(64x) \) and \( -\sin(x^2)/(16x) \), which are exactly what is needed to match the terms from the \( \kappa|x| \ll 1 \) solution on the left hand side of eq. (59).

We can now read off the third-order piece of the coefficient \( a \) from eq. (59)

\[
a_3 = \left( \alpha \pm \frac{\sqrt{2}\pi}{32} \pm \frac{\sqrt{6}\pi}{192} \pm \frac{\sqrt{2}\pi^3/2}{128} \right) \kappa^3 \approx \pm 0.15255 \kappa^3
\]

The third-order solution \( \omega_3(x) \) is given in eq. (F5). This is the most accurate solution to the single-mode, zero-phase frequency equation that we will present. The lack of necessity for higher order iterations will be explained when discussing the multi-mode frequency equation.

Once we have obtained these solutions, it is worthwhile to investigate their properties visually. To confirm their validity, Figure 7 demonstrates that these solutions are correct at their respective order by computing the quantities \( \kappa_n(x) \) defined in eq. (37), and showing graphically that they have the expected magnitudes. Please note we have shown only the region \( x > 0 \), with the region \( x < 0 \) being a mirror image of this one.
The solution can be made more accurate, by adding terms at higher orders, of the form \( c_n S_n(x)/x \) and \( d_j S_j(x)/x^2 \) to the ansatz (49). Below we see the general case of having \( m \) oscillatory terms in the trial solution \( \omega_m(x) \), where \( m \) could be either a finite number or infinity:

\[
\omega_m(x) = a + (1 + b) x + \sum_{j=1}^{m} \left( c_j \frac{S_j(x)}{x} + d_j \frac{S_j(x)}{x^2} \right).
\]

(60)

We shall discuss later (after we solve the multimode version of the phase equation) why there is no practical need for solutions beyond third order. If we seek to find lower-order corrections in \( O(x^{-p}) \), we add terms of the form:

\[
\sim \frac{1}{x^p} \sum_{j=1}^{m} \left( c_j^{(p)} S_j(x) + d_j^{(p)} C_j(x) \right).
\]

(61)

However, instead of following through with this procedure, we look at extensions of eq. (25) to find the general solution of eq. (19a). Initially, we allow for multiple oscillation modes, each with a different amplitude (parameter \( \kappa_i \)), and following this, we include a non-vanishing phase in our calculations.

In the following we will use bold quantities, e.g., \( \boldsymbol{\omega}(x) \), to indicate values of the coefficients in the multiple mode case. We note that these are not vectors, but the scalars that appear in the multiple mode solution. To solve for the leading order dependence of each coefficient \( c_n \), we substitute this into the governing eq. (62) and proceed to match the relevant coefficients on both sides of this relation. It is important to explain here that the leading order dependence of each coefficient \( c_n \) will be the same as if considering its corresponding mode on its own (see Appendix F II for derivation), with higher-order corrections due to cross-terms emerging from the cosine term (see Appendix F III), and therefore \( c_n \sim O(\kappa_n/n) \sim O(\kappa_1/n^{a+1}) \). Thus, each coefficient \( c_n \) is smaller than the previous one in the series, and we can expand the trigonometric terms on the right-hand side, to obtain the form (67). Evidently, to be able to match the constant term \( b \) on the left-hand side, we need to find a constant term on the right-hand side too. Such a constant could only arise from the second term on the right-hand side, in the case \( n = m \), and yields eq. (68). The remaining terms must combine to form an expression for \( c_n \), and we match them using the linear independency of the functions \( \{ C_n(x) \} \), yielding eq. (69). On the right-hand side of this equation, we omitted a pre-factor of \( (1 + b)^{-1} \sim 1 + O(\kappa_1^2) \), since we know that \( b \sim O(\kappa_1^2) \).
We now proceed to demonstrate that the second and third terms in the relation (69) are sub-leading compared to the first term, and therefore can be ignored in the final expression. To do this, we remind ourselves of our assumption that $\kappa_n \sim k_1/n^\alpha$, with $\alpha \geq 2$ and substitute this into our expression for $c_n$. From the first term we can see that $c_n \sim O(\kappa_n/n)$. Using this, the formula for $c_n$ can be written down solely in terms of $k_1$. After applying the action of the Kronecker delta operators, the second and third terms of eq. (69) become

$$\Xi_n(k_1) = -\frac{k_1^2}{8n^2} \sum_{p=1}^{\infty} \frac{1}{(n+p)^{\alpha-1}p^{\alpha+1}} \delta_{m-p,n} \quad (70)$$

and

$$\Upsilon_n(k_1) = \frac{k_1^2}{8n} \sum_{m=1}^{n-1} \frac{1}{m^{\alpha-1}(n-m)^{\alpha+1}} \delta_{m,n}. \quad (71)$$

We need to inspect and bound each of these terms, in order to show they are sub-leading compared to the first term in eq. (69), $k_1/n^{\alpha+1}$. In eq. (70), we split off the $p = 1$ term from the sum, and bound the remaining terms from above by an integral over the index $p$:

$$\sum_{p=1}^{\infty} \frac{1}{(n+p)^{\alpha-1}p^{\alpha+1}} < \frac{1}{(n+1)^{\alpha-1}} + \int_1^{\infty} \frac{dp}{(n+p)^{\alpha-1}p^{\alpha+1}} \quad (72)$$

We re-scale by writing $p = n\tilde{p}$, and the integral becomes:

$$\frac{1}{n^{2\alpha-1}} \int_{1/n}^{\infty} \frac{d\tilde{p}}{(1 + \tilde{p})^{\alpha-1} \tilde{p}^{\alpha+1}}. \quad (73)$$

We split the integration region in two intervals: from $(1/n)$ to 1, and from 1 to $\infty$. The first of the resulting integrals can be bounded as follows

$$\int_{1/n}^{1} \frac{d\tilde{p}}{(1 + \tilde{p})^{\alpha-1} \tilde{p}^{\alpha+1}} < \int_{1/n}^{\infty} \frac{d\tilde{p}}{\tilde{p}^{\alpha+1}} = \frac{n^{\alpha-1} - 1}{\alpha}, \quad (74)$$

while the second one can be solved and the solution expressed in terms of the hypergeometric function $2F_1$, independently of the integration variable $\tilde{p}$. We find that the term $\Xi_n(k_1)$ is bounded above by $(\xi_1$ are constants):

$$\Xi_n(k_1) < -\frac{k_1^2}{8n} \left( \frac{1}{(n+1)^{\alpha-1}} + \frac{\xi_1}{n^{2\alpha-1}} + \frac{\xi_2}{n^{\alpha-1}} \right) \sim \frac{k_1^2}{n^{\alpha-1}}. \quad (75)$$

Considering the term in eq. (71), we can find a bound using a similar argument, albeit the reasoning is slightly longer, as the sum has definite bounds on both ends, and the integrand is not monotonic for the interval of integration. We strip off the first and last terms of the sum: $(n-1)^{-\alpha+1}$ and $(n+1)^{-\alpha-1}$, respectively. The remainder can be bound from above by an integral,
\[ a_3 = \sqrt{2\pi} \kappa/4 - \sqrt{\pi} \kappa^2/16 + 0.15256 \kappa^3 \]
\[ a_2 = \sqrt{2\pi} \kappa/4 - \sqrt{\pi} \kappa^2/16 \]
\[ a_1 = \sqrt{2\pi} \kappa/4 \]

\[ b_2 = 1 - \kappa^2/4 \]
\[ \kappa^2/4 \]

\[ c_1(\kappa) = \kappa/2 + 3\kappa^3/32 \]
\[ \kappa/2 \]
\[ \kappa^2/16 \]
\[ c_3(\kappa) = \kappa^3/96 \]

\[ \{d_1(\kappa)\} = -\sqrt{2\pi} \kappa^2/16 \]
\[ d_2(\kappa) = -\sqrt{2\pi} \kappa^3/64 \]
\[ d_1(\kappa) = -\sqrt{2\pi} \kappa^2/16 + \sqrt{\pi} \kappa^3/64 \]

\[ l(\kappa) = \sqrt{2\pi} \kappa^3/32 \]

Fig. 8. Features and coefficients of solutions \((F3) - (F5)\) as functions of the mode parameter \(\kappa\).

Fig. 9. Variation of the components of the solution to the frequency resonance equation for different values of the phase angle. The bottom panel uses \(\kappa = 0.1\).
and a suitable substitution can be applied to obtain:

$$\frac{1}{n^{2a-1}} \int_{1/n}^{1-1/n} \frac{dp}{(1-p)^{a-1} p^{a+1}}.$$  \hfill (76)

We proceed to split the integral for some \( n > 1 \), say 2:

$$\int_{1/n}^{1/2} \frac{dp}{(1-p)^{a-1} p^{a+1}} + \int_{1/2}^{1-1/n} \frac{dp}{(1-p)^{a-1} p^{a+1}}$$  \hfill (77)

Each of the two integrals can be bounded as follows:

$$\int_{1/n}^{1/2} \frac{dp}{(1-p)^{a-1} p^{a+1}} < \frac{1}{(1-1/2)^{a-1}} \int_{1/n}^{1/2} \frac{dp}{p^{a+1}}$$  \hfill (78a)

$$\int_{1/2}^{1-1/n} \frac{dp}{(1-p)^{a-1} p^{a+1}} < \frac{1}{(1-1/2)^{a+1}} \int_{1/2}^{1-1/n} \frac{dp}{(1-p)^{a-1}}.$$  \hfill (78b)

Evaluating these and putting everything back together, we conclude that a bound on the term (71) is given by

$$\Upsilon_n(\kappa_1) = \frac{\kappa_1^2}{8n} \sum_{m=1}^{n-1} \frac{1}{m^{a-1}(n-m)^{a+1}} < \frac{\kappa_1^2}{8n} \left( \frac{1}{(n-1)^{a-1}} + \frac{1}{(n+1)^{a+1}} \pm \frac{v_1}{n^{a-1}} \pm \frac{v_2}{n^{a+1}} \pm \frac{v_3}{n^{2a-1}} \right) \sim \frac{\kappa_1^2}{n^a}$$  \hfill (79)

(see eq. (85)). This suggests that the value of \( a \) is:

$$a = \pm \sum_n \kappa_n \frac{\sqrt{\pi}}{2\sqrt{2n}}$$  \hfill (83)

Our final solution with this ansatz is given by eq. (F7).

To test the validity of this solution, we devise a test similar to eq. (37), but include the presence of multiple modes in the definition of the quantifier:

$$\mathbf{K}_2(m, x) = \left| \frac{\omega_{\text{num}} - \omega^{(1)}(x)}{\omega_{\text{num}}} \right|_m.$$  \hfill (84)

Here, \( \omega(x) \) is given by eq. (F7), \( \omega_{\text{num}} \) is the respective numerical solution, and the subscript \( m \) signifies that all equations and solutions have been limited to the first \( m \) terms only. In Figures 10 and 27 we demonstrate graphically the validity of our solution for \( m = \{2, 5, 10, 20\} \) and in the intervals \( |x| \leq 1 \) and \( 1 \leq x \leq 20 \), respectively.

We could try to extend this approach further, by naively including \( S_{2n}(x) \) terms in the ansatz. These terms, however, are redundant, as for \( n \) ranging from 1 to \( +\infty \), the set \( \{2n\} \) is a subset of \( \{n\} \), and therefore the latter terms in the sum can be absorbed into the former one. Thus, eq. (65) is the only ansatz we can use for the equation with an infinite number of modes. Finding higher-order solutions is also complicated by the fact that taking powers of the infinite sum introduces an increasing number of cross-terms.

$$_{x + \sum_n \kappa_n \frac{\sqrt{\pi}}{2\sqrt{2n}} \left( \pm \frac{1}{2} + \frac{\sin(nx^2)}{\sqrt{2\pi n x}} \right) + \mathcal{O}(x^{-2})} \sim a + \sum_n \kappa_n \frac{1}{2n} x \sin(nx^2)$$  \hfill (85)

$$\omega_1(x) = \pm \sum_n \kappa_n \frac{\sqrt{\pi}}{2\sqrt{2n}} + x + \sum_n \kappa_n \frac{1}{2n} \frac{1}{x} \sin(nx^2)$$  \hfill (F7)
To find the solution for small $|x|$, we can expand the cosine term on the right-hand side of the equation, and proceed in an analogous way to the zero-phase case:

$$\omega'(x) = 1 + \kappa \cos (x\omega - \delta\chi).$$  \hfill (86)

The zeroth-order solution is $\omega_0(x) = x$, while higher-order solutions will differ from our previous results. The first-order function can be found from

$$\omega_1(x) = \cos(\delta\chi) \cos(x^2) + \sin(\delta\chi) \sin(x^2).$$  \hfill (88)

After integrating, we arrive at the following result:

$$\omega_1(x) = \sqrt{\frac{\pi}{2}} \left( \cos(\delta\chi) C \left( \sqrt{\frac{2}{\pi}} x \right) + \sin(\delta\chi) S \left( \sqrt{\frac{2}{\pi}} x \right) \right).$$  \hfill (89)

The next-order function obeys the differential equation

$$\omega_2'(x) = -x \sin(x^2 - \delta\chi) \omega_1(x),$$  \hfill (90)

and its solution is given in eq. (101). The third-order function, $\omega_3(x)$, deserves a little more attention, as was the case for the zero-phase equation. Part of the derivative is again not integrable analytically, but could be approximated for the cases $|x| \ll 1$ and $|x| \gg 1$, so we split the solution in two parts, given in eqs. (91) and (92).

$$\omega_{3a}(x) = -\frac{\pi}{4} \int_0^x dy \ y^2 \cos(y^2 - \delta\chi) \times \left( \cos^2(\delta\chi) C^2 \left( \frac{\sqrt{2}}{\sqrt{\pi}} y \right) + \sin^2(\delta\chi) S^2 \left( \frac{\sqrt{2}}{\sqrt{\pi}} y \right) \right)$$  \hfill (91)

and

$$\omega_{3b}(x) = -\frac{\sqrt{\pi}}{4\sqrt{2}} \int_0^x dy \ y \sin(2y^2 - 2\delta\chi) \times \left( \cos(\delta\chi) C \left( \frac{\sqrt{2}}{\sqrt{\pi}} y \right) + \sin(\delta\chi) S \left( \frac{\sqrt{2}}{\sqrt{\pi}} y \right) \right)$$

$$+ \frac{\sqrt{\pi}}{8} \int_0^x dy \ y \sin(y^2 - \delta\chi) \times \left( \cos(2\delta\chi) C \left( \frac{\sqrt{4}}{\sqrt{\pi}} y \right) + \sin(2\delta\chi) S \left( \frac{\sqrt{4}}{\sqrt{\pi}} y \right) \right)$$

$$+ \frac{1}{4} \int_0^x dy \ y^2 \sin(y^2 - \delta\chi).$$  \hfill (92)

To find a solution for $\omega_{3a}(x)$, we proceed in an analogous way to the $\delta\chi = 0$ case, and take the appropriate limits of interest of the Fresnel function. For $|x| \ll 1$, the expansion is a polynomial, finding an analytical approximation is straightforward, and the result is given by eq. (102). Hence the third-order solution near the origin is

$$\omega_3(x) = \omega_{3a,\text{approx}}(x) + \omega_{3b}(x).$$  \hfill (93)

We also calculate the asymptotic expression for $\omega_{3a}(x)$, by expanding the Fresnel function for $|x| \gg 1$, the solution is given by eq. (103). The additive constant accounting for the value of the integral at the origin is

$$\alpha = \mp 0.00991 \cos^3(\delta\chi) \pm 0.08018 \cos^2(\delta\chi) \sin(\delta\chi) \mp 0.00185 \cos(\delta\chi) \sin^2(\delta\chi) \pm 0.03110 \sin^3(\delta\chi)$$  \hfill (94)
The asymptotic expression for $\varpi_2(x)$ can be written as

$$\varpi_2(x) = \alpha + \varpi_{2,\text{asympt}}(x) + \varpi_{2b}(x).$$

(95)

The validity of these solutions can be demonstrated in an analogous way to the zero-phase case, by computing:

$$\kappa_{n+1} = \left| \frac{\omega_{\text{num}} - \omega^{(n)}(x)}{\omega_{\text{num}}} \right|,$$

(96)

where $\omega^{(n)}(x)$ is the solution to eq. (86) for $|x| \ll 1$, and $\omega_{\text{num}}$ is the respective numerical solution. Plots of these functions for $n = 0, \ldots, 3$ are given in Figure 13. No further calculations are needed to find the constants $\{b_1, c_1, c_2, c_3, d_1, d_2, l\}$, since we can use modified ansätze which include a phase term in their oscillating factors:

$$S_n(x) \equiv \sin \left[ n \left( ax + (1 + b) x^2 - \delta \chi \right) \right]$$

(97a)

$$C_n(x) \equiv \cos \left[ n \left( ax + (1 + b) x^2 - \delta \chi \right) \right].$$

(97b)

To establish the constants $\{a_i\}$, we match the ansatz against the new (asymptotic) solution:

$$\omega(x) = \varpi_0(x) + \kappa \varpi_1(x) + \kappa^2 \varpi_2(x) + \kappa^3 \varpi_3(x),$$

(98)

where the last term is the combination of terms (95) and $\alpha$ is given by eq. (94). The three separate orders of the constant $a$ as a function of the phase difference $\delta \chi$ are:

$$a_1 = \pm \sqrt{\frac{\pi}{4}} \left( \cos(\delta \chi) + \sin(\delta \chi) \right)$$

(99a)

$$a_2 = \mp \sqrt{\frac{\pi}{16}} \left( \cos(2\delta \chi) + \sin(2\delta \chi) \right)$$

(99b)

$$a_3 = \mp 0.00991 \cos^3(\delta \chi) \pm 0.08018 \cos^2(\delta \chi) \sin(\delta \chi)$$

$$\pm 0.00185 \cos(\delta \chi) \sin^2(\delta \chi) \pm 0.01110 \sin^3(\delta \chi)$$

$$\pm \sqrt{\frac{2\pi}{256}} \left( \cos(3\delta \chi) - \sin(3\delta \chi) \right)$$

$$\pm 7 \cos(\delta \chi) + 7 \sin(\delta \chi)$$

$$\pm \sqrt{\frac{6\pi}{768}} \left( 3 \cos(3\delta \chi) + 3 \sin(3\delta \chi) \right)$$

$$\pm \cos(\delta \chi) - \sin(\delta \chi)$$

$$\pm \sqrt{\frac{2\pi}{128}} \left( \cos(\delta \chi) - \sin(\delta \chi) \right).$$

(99c)

The constant $a$ itself is given by

$$a = a_1 \kappa + a_2 \kappa^2 + a_3 \kappa^3$$

(100)

Plots of these functions are given in Figure 12.
\( \varpi_2(x) = \frac{\sqrt{\pi}}{2\sqrt{2}} \cos(x^2 - \delta \chi) \left( \cos(\delta \chi) C \left( \frac{\sqrt{2} x}{\sqrt{\pi}} \right) + \sin(\delta \chi) S \left( \frac{\sqrt{2} x}{\sqrt{\pi}} \right) \right) \)
\( - \frac{\sqrt{\pi}}{8} \left( \cos(2\delta \chi) C \left( \frac{\sqrt{4} x}{\sqrt{\pi}} \right) + \sin(2\delta \chi) S \left( \frac{\sqrt{4} x}{\sqrt{\pi}} \right) \right) - \frac{x}{4} \) (101)

\( \varpi_{3a_{\text{approx}}}(x) = \left( 33 \cos^2(\delta \chi) - \frac{35}{3} \sin^2(\delta \chi) \right) \left[ \frac{\sqrt{2\pi}}{64} \left( \cos(\delta \chi) C \left( \frac{\sqrt{2} x}{\sqrt{\pi}} \right) + \sin(\delta \chi) S \left( \frac{\sqrt{2} x}{\sqrt{\pi}} \right) \right) - \frac{1}{32} x \cos(x^2 - \delta \chi) \right. \\
- \frac{1}{48} x^3 \sin(x^2 - \delta \chi) \left. \right] + \left( \frac{5}{7} \cos^2(\delta \chi) - \frac{1}{9} \sin^2(\delta \chi) \right) \left[ \frac{7}{8} x^5 \cos(x^2 - \delta \chi) + \frac{1}{4} x^7 \sin(x^2 - \delta \chi) \right] \) (102)

\( \varpi_{3a_{\text{asym}}}(x) = \pm \frac{\sqrt{2\pi}}{32} \left( \cos^3(\delta \chi) + \sin^3(\delta \chi) \right) \ln|x| \mp \frac{\sqrt{2\pi}}{64} \sin(2\delta \chi) (\cos(\delta \chi) - \sin(\delta \chi)) (x^2 + \frac{3}{4x^2}) \\
- \frac{\sqrt{2\pi}}{64} \left( \cos^3(\delta \chi) C \left( \frac{\sqrt{2} x}{\sqrt{\pi}} \right) + \sin^3(\delta \chi) S \left( \frac{\sqrt{2} x}{\sqrt{\pi}} \right) \right) \\
- \frac{3\sqrt{2\pi}}{128} \sin(2\delta \chi) \left( \cos(\delta \chi) S \left( \frac{\sqrt{2} x}{\sqrt{\pi}} \right) + \sin(\delta \chi) C \left( \frac{\sqrt{2} x}{\sqrt{\pi}} \right) \right) \\
+ \frac{\sqrt{2\pi}}{64} \left( \cos(\delta \chi) S \left( \frac{\sqrt{2} x}{\sqrt{\pi}} \right) - \sin(\delta \chi) C \left( \frac{\sqrt{2} x}{\sqrt{\pi}} \right) \right) \\
+ \frac{\sqrt{6\pi}}{192} \cos(2\delta \chi) \left( \cos(\delta \chi) C \left( \frac{\sqrt{6} x}{\sqrt{\pi}} \right) + \sin(\delta \chi) S \left( \frac{\sqrt{6} x}{\sqrt{\pi}} \right) \right) \\
\left. - \frac{\pi}{32} x \sin(x^2 - \delta \chi) \mp \frac{\sqrt{2\pi}}{64} \left( 1 - \frac{1}{x^4} \right) (\cos^2(\delta \chi) \cos(2x^2 - \delta \chi) + \sin^2(\delta \chi) \sin(2x^2 - \delta \chi)) \right] \\
\pm \frac{\sqrt{2\pi}}{128} \frac{1}{x^2} \left( \cos^2(\delta \chi) \sin(2x^2 - \delta \chi) - \sin^2(\delta \chi) \cos(2x^2 - \delta \chi) \right) \\
- \frac{1}{64} \frac{1}{x^3} \cos(2\delta \chi) \left( \cos(x^2 + \delta \chi) + \frac{1}{3} \cos(3x^2 - \delta \chi) \right) \\
- \frac{5}{128} \sin(2\delta \chi) \frac{\cos(x^2 + \delta \chi)}{x^3} - \frac{3}{256} \frac{1}{x^5} \cos(2\delta \chi) (\sin(3x^2 - \delta \chi) + \sin(x^2 + \delta \chi)) \) (103)

\( \varpi_{3b}(x) = \frac{\sqrt{2\pi}}{32} \cos \left[ 2(x^2 - \delta \chi) \right] \left( \cos(\delta \chi) C \left( \frac{\sqrt{2} x}{\sqrt{\pi}} \right) + \sin(\delta \chi) S \left( \frac{\sqrt{2} x}{\sqrt{\pi}} \right) \right) \)
\( - \frac{\sqrt{\pi}}{16} \cos(x^2 - \delta \chi) \left( \cos(2\delta \chi) C \left( \frac{\sqrt{4} x}{\sqrt{\pi}} \right) + \sin(2\delta \chi) S \left( \frac{\sqrt{4} x}{\sqrt{\pi}} \right) \right) \)
\( + \frac{\sqrt{6\pi}}{192} \left( \cos(3\delta \chi) C \left( \frac{\sqrt{6} x}{\sqrt{\pi}} \right) + \sin(3\delta \chi) S \left( \frac{\sqrt{6} x}{\sqrt{\pi}} \right) \right) \)
\( + \frac{5\sqrt{2\pi}}{64} \left( \cos(\delta \chi) C \left( \frac{\sqrt{2} x}{\sqrt{\pi}} \right) + \sin(\delta \chi) S \left( \frac{\sqrt{2} x}{\sqrt{\pi}} \right) \right) - \frac{1}{8} x \cos(x^2 - \delta \chi) \) (104)
\[
\omega_3(x) = (a_1\kappa + a_2\kappa^2 + a_3\kappa^3) + \left(1 - \frac{\kappa^2}{4}\right)x + \kappa \frac{1}{2} \frac{1}{x} \sin \left[(a_1\kappa + a_2\kappa^2)x + \left(1 - \frac{\kappa^2}{4}\right)x^2 - \delta\chi\right] \\
+ \kappa^2 \frac{1}{16} \frac{1}{x} \sin \left[2(a_1\kappa x + x^2 - \delta\chi)\right] + \kappa^3 \frac{1}{x} \left(\frac{3}{32} \sin (x^2 - \delta\chi) + \frac{1}{96} \sin \left[3(x^2 - \delta\chi)\right]\right) \\
+ \kappa^2 \sqrt{\frac{2\pi}{16}} \frac{1}{x^2} \sin (a_1\kappa x + x^2 - \delta\chi) \pm \kappa^3 \left(\frac{\sqrt{\pi}}{64} \frac{1}{x^2} \sin (x^2 - \delta\chi) - \sqrt{\frac{2\pi}{64}} \frac{1}{x^2} \sin \left[2(x^2 - \delta\chi)\right] + \sqrt{\frac{2\pi}{32}} \ln |x|\right).
\]

(F8)

Solutions \(\varpi_0(x), \varpi_1(x), \varpi_2(x)\) and \(\varpi_3(x)\) are plotted in Fig. (9), while a more rigorous derivation of the principle we use here is presented in Appendix F IV. This paves the way for finding a solution to the general equation with an infinite number of modes.

Before we proceed with this, we check graphically the validity of solution (F8). Fig. 14 depicts the fractional errors \(\kappa(x)\) for the usual values of \(\kappa\), and for 4 different values of the initial phase offset.

Finally, we consider the multi-mode frequency equation with a non-vanishing initial phase:

\[
\omega'(x) = 1 + \sum_n \kappa_n \cos (nx\omega - \delta\chi_n),
\]

\text{(19a)}

where the array of constants \(\{\delta\chi_n\}\) is known and can in principle be computed from the constants of motion through eq. (16). Before proceeding, we elect to write the equation out in the following more revealing way

\[
\omega'(x) = 1 + \sum_n \kappa_n \cos (\delta\chi_n) \cos (nx\omega) \\
+ \kappa_n \sin (\delta\chi_n) \sin (nx\omega).
\]

(105)

For small \(|x|\), we find consecutively:

\[
\varpi_0(x) = x
\]

(106)

and

\[
\varpi_{1,n}(x) = \frac{\sqrt{\pi}}{\sqrt{2n}} \left(\cos (\delta\chi_n) C \left(\frac{\sqrt{2n} x}{\sqrt{\pi}}\right) + \sin (\delta\chi_n) S \left(\frac{\sqrt{2n} x}{\sqrt{\pi}}\right)\right).
\]

(107)

As before, higher-order solutions are not necessary, so we can write the solution for \(|x| \ll 1\) as

\[
\omega_1(x) = \varpi_0(x) + \sum_n \kappa_n \varpi_{1,n}(x).
\]

(F9)

Next we choose an elaborate ansatz of the form:

\[
\omega_1(x) = a + (1 + b) x + \sum_n c_n \frac{S_n(x)}{x}
\]

(108)
where we note that we neglect terms of $\mathcal{O}(x^{-2})$, which correspond to oscillations which die out quickly with $|x|$. The derivative of this ansatz is given by

$$
\omega_1'(x) = 1 + b + 2(1 + b) \sum_n n c_n C_n(x).
$$

(109)

This needs to match the right-hand side of eq. (19a). We perform analysis similar to our earlier discussion on the zero-phase multi-mode version to find the solution (F10). Note that the slope correction is still zero at leading order, and we discover that the constants $\{\delta \chi_n\}$ only appear in the argument of the oscillation modes. The constant $a$ is found by comparing the above ansatz with the $|x| \gg 1$ limit of solution (F9).

$$
a = \pm \sum_n \kappa_n \sqrt{\frac{\pi}{2n}} (\cos(\delta \chi_n) + \sin(\delta \chi_n))
$$

(110)

Validating these solutions can be done in the same manner as earlier, by computing the quantities analogous to eq. (37) and eq. (84), but this time incorporating the phase variable into the checks. These are depicted in Figures 15 and 28. For these figures, we have assumed that the phases $\{\delta \chi_n\}$ cycle the set $\{0, \pi/2, \pi, 3\pi/2\},$

$$
\delta \chi_n = (\delta \chi_1 + (n - 1) \pi/2) \mod 2\pi
$$

(111)

As before, it is very challenging to correctly determine higher-order solutions in terms of the parameters $\{\kappa_n\}$ as higher order corrections include contributions from cross-terms between modes, which significantly complicate the analysis. Instead, we will focus on the more interesting phase resonance equation, where this problem is avoided, and higher-order solutions can still be found in the multi-mode case.

$$
\omega_1(x) = \pm \sum_n \kappa_n \sqrt{\frac{\pi}{2n}} (\cos(\delta \chi_n) + \sin(\delta \chi_n)) + x + \sum_n \kappa_n \frac{1}{2n} \frac{1}{x} \sin(nx^2 - \delta \chi_n).
$$

(F10)

This concludes our discussion of the frequency resonance equation. We have produced a series of solutions with increasing generality, and have provided graphical evidence of their validity. We note that some results have been intentionally left to Appendix F, since they are simple extensions of less general cases presented within this Section. We can now turn our attention to the phase resonance equation and its solutions.

### C. Phase resonance equation

The phase-resonance equation is derived in Section II and makes use of the action-angle variables $\{q_\mu\}$, instead
of the fundamental frequencies \( \{ \omega_n \} \) to write down the Fourier modes of the self-force function. In the case of a multitude of modes in this expansion, as well as a non-vanishing initial phase offset, the equation takes the form

\[
\phi''(x) = 1 + \sum_{n>0} \lambda_n \cos(n \phi - \delta \psi_n). \tag{19b}
\]

Similarly to our approach to the frequency resonance equation, we examine the case in which we ignore all higher-order modes beyond the first one \((n = 1)\), and assume a zero initial phase, so eq. (19b) simplifies to

\[
\phi''(x) = 1 + \lambda \cos(\phi(x)). \tag{112}
\]

The equation is again non-linear due to the additive constant, and an analytic solution cannot be provided in the general case. Instead we employ an iterative approach to establish a series of solutions in increasing order of the mode parameter \(\lambda \equiv \lambda_1 \ll 1\). At first, we ignore the term involving \(\lambda\), and seek a solution to the equation:

\[
\phi''_0(x) = 1 + O(\lambda), \tag{113}
\]

which straightforwardly yields the zeroth-order solution to the phase resonance equation (this and higher order solutions are denote by PH) in the current regime

\[
\phi_0(x) = \frac{x^2}{2}. \tag{PH1}
\]

Further solutions are obtained by substituting the current solution on the right-hand side of the source equation (112), while on the left-hand side we include this solution plus the next-order correction. In the general case, we would need to solve the equation (for \(n \geq 1\))

\[
\phi''_n(x) = 1 + \lambda \cos(\phi_{n-1}(x)), \tag{114}
\]

where \(\phi_n(x)\) is the complete \(n\)th-order solution. We apply this iterative technique to find the first-order correction: we use the function \(\phi_0(x)\) as the source for the next order solution \(\phi_1(x) = \phi_0(x) + \phi_{(1)}(x)\). That means we write \(\phi_0(x)\) as the argument on the right-hand side, while on the left-hand side we solve for \(\phi_1(x)\), a combination of the zeroth-order \(\phi_0(x)\) and the first-order correction \(\phi_{(1)}(x)\). Throughout our current discussion, we shall use \(\phi_n(x)\) to denote the complete solution to order \(n\), while \(\phi_{(n)}(x)\) would denote the \(n\)th-order correction to \(\phi_0(x)\), i.e. \(\phi_n(x) = \phi_0(x) + \phi_{(n)}(x)\). Using this, we write:

\[
\phi''_n(x) = (\phi_0 + \phi_{(1)})'' = 1 + \phi''_{(1)} = 1 + \lambda \cos(\phi_0). \tag{115}
\]

From this, we find a differential equation for \(\phi_{(1)}(x)\):

\[
\phi''_{(1)}(x) = \lambda \cos\left(\frac{x^2}{2}\right). \tag{116}
\]

The details of finding this solution are described in Appendix G1, here we only quote the final result:

\[
\phi_{(1)}(x) = \lambda \left[ \sqrt{\pi} x C\left(\frac{x}{\sqrt{\pi}}\right) - \sin\left(\frac{x^2}{2}\right) \right]. \tag{117}
\]

Combining this with \(\phi_0(x)\), we find the complete first-order-in-\(\lambda\) solution to eq. (112), given by (PH2). It is worth explaining that the solution has been rearranged into a form which is more useful for our discussion later on. More specifically, we have grouped together terms which oscillate around the value \(\phi(x) = 0\) –
both \((C(\cdot) \equiv \frac{1}{2})\) and \(\sin(\cdot)\) are such functions (see Appendix D for details about the former). Moreover, we have collected the terms proportional to \(x^2\) and \(x\) into a single quadratic term (by completing the square, which inevitably introduces a further constant, however it is of second order in the mode parameter \(\lambda\), and not relevant here). Hence the solution is comprised of a modified (shifted along the \(x\)-axis) quadratic term and a term \(\rho_1\)

\[
\phi_1(x) = \frac{\pi}{2} \left( \frac{x}{\sqrt{\pi}} \pm \frac{1}{2} \lambda \right)^2 + \lambda \left[ \frac{\pi}{2} \left( \frac{x}{\sqrt{\pi}} \pm \frac{1}{2} \lambda \right)^2 - \sin \left( \frac{\pi}{2} \left( \frac{x}{\sqrt{\pi}} \right)^2 \right) \right] = \frac{\pi}{2} \left( \frac{x}{\sqrt{\pi}} \pm \frac{1}{2} \lambda \right)^2 + \lambda \rho_1 \left( x \sqrt{\pi} \right). \tag{PH2}
\]

It is important to note that for large values of \(x\), the oscillating terms become small, and the approximate slope of \(\phi_1(x)\) is given by \(\sqrt{\pi} \lambda/2\). We will see later how this slope evolves when we add higher-order-in-\(\lambda\) terms, but for now let us denote \(\sigma_1(\lambda) = \lambda/2\), which is the shift in the position of the leading parabolic term.

Applying the same iterative approach, we use the combined function \(\phi_1(x)\) as the source for the second-order asymptotic solution \(\phi_2(x) = \phi_0(x) + \phi_2(x)\), where the second-order correction \(\phi_2(x)\) is comprised both of first- and second-order terms. This notation is convenient since \(\phi''_0(x) = 1\) cancels with the constant term on the right-hand side, and upon integrating twice, we obtain an expression for \(\phi_2(x)\), the complete solution to second order in \(\lambda\), only without the zeroth-order quadratic term. On the right-hand side, we substitute the complete first-order solution, \(\phi_1(x) = \phi_0(x) + \phi_1(11)(x)\),

\[
\phi''_2(x) = \lambda \cos(\phi_0 + \phi_1)(x). \tag{118}
\]

In fact, from eqs. (116) and (118) we can infer the general form of this differential equation (for \(n > 1\)):

\[
\phi''_n(x) = (\phi_n - \phi_0)''(x) = \lambda \cos(\phi_{n-1}) = \lambda \cos(\phi_0 + \phi_{n-1})(x). \tag{119}
\]

The details involved in solving eq. (118) are presented in Appendix G1, together with the full-solution form. Here, we omit these details, and simply quote the final combined result \(\phi_2(x) = \phi_0(x) + \phi_2(x)\) in the form of a modified quadratic term, plus two terms, both of them \(O(\lambda^3)\) that oscillate and remain small for all \(x\).

\[
\phi_2(x) = \frac{\pi}{2} \left( \frac{x}{\sqrt{\pi}} \pm \left[ \frac{1}{2} \lambda - \frac{\sqrt{2}}{4} \lambda^2 \right] \right)^2 + \lambda \rho_1 \left( \frac{x}{\sqrt{\pi}} \pm \sigma_1(\lambda) \right) + \lambda^2 \rho_2 \left( \frac{x}{\sqrt{\pi}} \right). \tag{PH3}
\]

We note some interesting features of this solution. Most notably, the shift in the quadratic \(x\) term has changed which oscillates around \(\phi = 0\), and whose frequency of oscillations increases with the value of \(x\).

A number of results in this section contain the symbols “\(\pm\)” and “\(\mp\)” Similarly to the discussion of the solutions of the frequency resonance equation, these do not signify two alternative equations, but rather that the lower signs are valid for \(x \leq 0\), while the upper signs hold for \(x \geq 0\), both part of the same solution.

![Fig. 16. Evolution of the slope of the phase resonance solutions. The domain of the plot shows all possible values for the mode parameter: \(0 \leq \lambda \leq 1\). Upper panel: the evolution of the slope for all three solutions which have been calculated explicitly in the paper. Lower panel: the individual components which make up the slope function \(\sigma_3(\lambda)\).](image)

The details involved in solving eq. (118) are presented in Appendix G1, together with the full-solution form. Here, we omit these details, and simply quote the final combined result \(\phi_2(x) = \phi_0(x) + \phi_2(x)\) in the form of a modified quadratic term, plus two terms, both of them \(O(\lambda^3)\) that oscillate and remain small for all \(x\).

\[
\phi''_2(x) = \lambda \cos(\phi_0 + \phi_1)(x). \tag{118}
\]
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that both numerical values agree: this with the (analytically derived) factor multiplying the As a form of consistency check, we can directly compare the change in the slope of the phase solution at \( \lambda \) for \( x/\sqrt{\pi} \), the parameter equation (19b), as a form of sanity check, we would like than this order. Since our goal is to solve the multi-mode we explore the next-order solution.

In (PH4), the \( x \)-shift of the quadratic term is now

\[ \sigma_3(\lambda) = \frac{1}{2} \lambda - \sqrt{\frac{2}{\pi}} \lambda^2 + \frac{3\sqrt{3} - 1}{16} \lambda^3, \quad (121) \]

and consequently, the slope of the graph for large \( x \) is given by \( \sqrt{\pi} \sigma_3(\lambda) \). In fact [41] numerically computed the change in the slope of the phase solution at \( \lambda^3 \) order:

\[ \phi_3'(x) \sim \frac{\sqrt{\pi}}{2} \lambda - \frac{\sqrt{\pi}}{2\sqrt{2}} \lambda^2 + 0.4648 \lambda^3 + \mathcal{O}(\lambda^4). \quad (122) \]

As a form of consistency check, we can directly compare this with the (analytically derived) factor multiplying the \( \lambda^3 \) term in the coefficient of \( x \) in eq. (PH4) and confirm that both numerical values agree:

\[ \sqrt{\pi} \times \frac{3\sqrt{3} - 1}{16} \lambda^3 \approx 0.4648 \lambda^3. \quad (123) \]

Moreover, we can notice a parallel between the terms proportional to \( \lambda \) in each of (PH2) — (PH4): all three brackets have the same dependence on \( x \), meaning that for \( \lambda = 0 \), they would be equal. However, in each of them, each instance of \( x/\sqrt{\pi} \) is modified by a different function of the mode parameter \( \lambda \). Compared to (PH2), each \( x/\sqrt{\pi} \) in (PH3) is shifted by \( \pm \sigma_1(\lambda) \), and in (PH4),

\[ \phi_1(0) = \frac{\pi}{8} \lambda^2, \quad \phi_2(0) = \pi \left( \frac{1 - \sqrt{2}}{8} \lambda^3 + \frac{1}{16} \lambda^4 \right), \quad \phi_3(0) = \pi \left( \frac{3\sqrt{3} - 4\sqrt{2} + 1}{32} \lambda^4 - \frac{3\sqrt{6} - 4 - \sqrt{2}}{64} \lambda^5 + \frac{28 - 6\sqrt{3}}{512} \lambda^6 \right) \]

it is shifted by \( \pm \sigma_2(\lambda) \). Similar evolution can be noticed in the terms proportional to \( \lambda^2 \) in (PH3) and (PH4). In the latter, each instance of a term involving \( x \) is shifted by \( \sigma_1(\lambda) \) compared to the former. While it is hard to predict what terms at higher order would look like, because the \( x \)-dependence cannot be inferred from the first three solutions, we can nevertheless expect that at fourth order, the term proportional to \( \lambda^3 \) would look similar to its counterpart in (PH4), with each \( x/\sqrt{\pi} \) term modified by \( \pm \sigma_1(\lambda) \), and so on. It is evident that the functions \( \sigma_n(\lambda) \) play an important role in the phase resonance solutions, and at least in the evolution of the slope of the graph for large \( |x| \). In Figure 16, we plot these functions and present what they look like for different values of \( \lambda \).

Let us investigate the properties of solutions (PH1) — (PH4): each of them contains a quadratic term of the form \( \pi/2(x/\sqrt{\pi} \pm \sigma_1)^2 \). Since the magnitudes of the rest of the terms in each solution scale with \( \lambda^n \), the functions look similar when plotted together, as can be seen in Figure 31. It is hard to distinguish them in this plot, unless we zoom in closely on a region. For example, if we focus on the region around \( x = 0 \) we see that while \( \phi_0(x) = x^2/2 \) goes through the origin, the rest of the solutions deviate slightly from zero. This is due to the fact that a perturbative solution of order \( n \) is only approximate, and is correct up to a remainder of \( \mathcal{O}(\lambda^{n+1}) \). Indeed, if we consider each solution \( \phi_{1,2,3}(x) \) for \( x = 0 \):
we find that they are indeed of the expected order in each case (see Figure 17 for a plot of these functions). These expressions have further higher order corrections coming from sub-leading order terms in the expansion of Fresnel cosine integrals (see eq. (155b) in Appendix D). Since these solutions are hard to examine graphically, we need to employ other techniques to compare the accuracy of the solutions. Specifically, we compare them with a purely numerical solution of the phase equation.

A simple plot like the lower one in Fig. 31 shows that our highest-order solution, eq. (PH4), does indeed compare well — within our highest-order solution, eq. (PH4), does indeed come from sub-leading order terms in the expansion of Fresnel cosine integrals (see eq. (155b) in Appendix D). Since these solutions are hard to examine graphically, we need to employ other techniques to compare the accuracy of the solutions. Specifically, we compare them with a purely numerical solution of the phase equation.

It is important to demonstrate that each of the corrections \( \phi_{(n)}(x) \) appropriately captures all of the behaviour of the solution up to order \( O(\lambda^n) \), i.e., that the difference between the full numerical solution \( \phi_{\text{num}}(x) \) and the correction is of order \( O(\lambda^{n+1}) \) at most. To do this, we employ a technique that allows us to solve numerically for that difference (instead of naively subtracting each analytical solution from the numerical map). Consider eq. (112) which is our initial source equation:

\[
\phi''(x) = 1 + \lambda \cos(\phi(x)). \tag{112}
\]

As per our recipe, we would substitute the highest-known-order solution \( \phi_n(x) \) on the right-hand side, and solve the equation for the next-order solution \( \phi_{n+1}(x) \). In reality, the solution we are looking for appears on either side of the equation, and furthermore the functions \( \phi(x) \) also contain the orders beyond \( n \) which we have so far been ignoring in eqs. (114) and (119):

\[
\phi(x) = \phi_0(x) + \phi_{(n)}(x) + \vartheta_{n+1}(x). \tag{124}
\]

Here, \( \phi_0(x) = x^2/2 \) and \( \phi_{(n)}(x) \) is the correction to \( \phi_0 \). \( \vartheta_{n+1}(x) \) is the remainder of the complete solution which is not included into \( \phi_n \). We can easily find a generic equation satisfied by the functions \( \vartheta_{n+1}(x) \) by using expression (124) in eq. (112) and making use of eq. (112).

In general, \( \vartheta_{n+1}(x) \) satisfies the differential equation

\[
\vartheta''_{n+1}(x) = \lambda \cos(\vartheta_n + \vartheta_{n+1}(x)) - \phi''_{(n)}(x). \tag{125}
\]

For \( n = 0 \) we can find directly from the source equation

\[
\vartheta''_{n=0}(x) = \lambda \cos(\phi_0(x) + \vartheta_1(x)). \tag{126}
\]

By solving for \( \vartheta_{n+1}(x) \) and confirming that the result is \( O(\lambda^{n+1}) \) we verify that \( \phi_n(x) \) capture the complete \( O(\lambda^n) \) behaviour. The plots for \( \vartheta_n(x)/x \) (to remove the expected linear-in-\( x \) general trend) are shown in Figure 18, where we have performed the computation for 4 distinct values of \( \lambda: 0.1, 0.05, 0.01, \) and 0.005.

The corrections \( \phi_{(n)}(x) \) themselves are plotted (for \( \lambda^{(1)} = 0.1 \)) in Figure 32, found in the Appendix. Similarly, plots of the oscillating functions \( \rho_1(x), \rho_2(x), \) and \( \rho_3(x) \) can be found in Figures 33, 34, and 35, respectively, with other relevant discussions in Appendix G II.

Before moving on to the case of multiple modes, it is intriguing to look into several other toy models. So far we have only looked at the resonance equation with a single mode \( n = 1 \). We now consider the same equation, but with the sole mode \( n = r \) on the right-hand side. The leading-order solution is still (PH1).

\[
\left( \phi^{(r)}(x) \right)'' = 1 + \lambda r \cos(r \phi). \tag{127}
\]

The explicit solution of the above equation is redundant, since it can be obtained from eq. (112) by setting

\[
\phi \mapsto \phi^{(r)} = r \phi, \quad x \mapsto \sqrt{r} x. \tag{128a} \quad x \mapsto \sqrt{r} x. \tag{128b}
\]

and therefore its corrections could be obtained from eqs. (PH2) – (PH4) by applying these transformations. The explicit form of the solutions is presented in Appendix G III. In Figure 19 we show these solutions (at third order, i.e. complete) for different values of the mode number \( r \). The modified \( \sigma \)-terms are presented in Figure 36, while the numerical validation of these solutions can be found in Figure 37.

Another toy model which deserves attention is the case of two distinct modes on the right-hand side:

\[
\left( \phi^{(r,s)}(x) \right)'' = 1 + \lambda s \cos(r \phi) + \lambda r \cos(s \phi). \tag{129}
\]

The leading-order solution is unchanged, while the higher-order corrections are presented in Appendix G IV. We note that at first order, the correction is just the sum of the corrections due to each of the separate oscillating modes on the right-hand side. This, however, is not the case at higher order, where cross-terms appear. It is important to note that these cross-terms are not sub-leading to the other quadratic terms in the solution. This is in contrast to the frequency-resonance equation, where these cross-terms were sub-leading in this respect (see Appendix F III). In Figure 38 we can examine the \( \sigma \)-terms associated with this equation, while the validity of the solutions is presented in Figure 39.

Our objective in this paper is to extend this approach beyond the scope which has been developed thus far. So far we have explored the solution to third order in...
the mode parameter. However, we are still limited to the case of a single mode, and we are assuming that the initial phase is $\phi(0) = 0$. We now relax the first of these restrictions and allow for an infinite number of oscillating modes, each with a distinct parameter $\lambda_i$. This is achieved through allowing for multiple modes in the Fourier expansion, thus lifting the assumption that the contribution derives primarily from the first Fourier mode.

We derived the phase resonance equation in Section II. In the regime of an unrestricted number of oscillating modes, still assuming that the initial phase is 0, the form of the phase resonance equation is given by

$$
\phi''(x) = 1 + \sum_{n} \lambda_n \cos(n\phi)
$$

Similar to the previous equation under consideration, this is a second order non-linear differential equation, and therefore finding an exact solution is not possible, and a perturbative solution quickly grows to become heavily involved. For brevity, here we only present the final solutions, while details about the solutions and relevant discussion are collected in Appendix G. At zero'th order in the mode parameters $\{\lambda_n\}$, we ignore any oscillating terms on the right-hand side, and the resulting differential equation is identical to that in the single-mode case.

Fig. 18. Graphical demonstration of the validity of the phase resonance solution for 4 different values of the parameter $\lambda$. The remainders $\{\vartheta_n(x)\}$ are normalised by $x$ in order to remove the linear trend. It is evident that the remainders scale with the value of the resonance modification $\lambda$, and for each order $n$ of the solution, the remainder is of order $O(\lambda^{n+1})$. 

Fig. 19. The third-order correction to the phase resonance equation for different values of the mode number \( r \). These solutions all have mode parameters \( \lambda_r = 0.1 \), so the graph only reflects the effect which the number of the mode has on the solution.

We will obtain the respective solutions to the phase resonance equation for the multi-mode case. At first instance, we use \( \phi_0(x) = x^2/2 \) as the argument of the trigonometric function on the right-hand side, and investigate the solution to this equation to first order in \( \{ \lambda_n \} \), which will yield the first-order correction \( \phi^{(1)}(x) \):

\[
\phi_0''(x) = 1 \Leftrightarrow \phi_0(x) = \frac{x^2}{2} \quad \text{(PH5)}
\]

Building onto this result, we construct the equivalent to eq. (114), which in the multi-mode case is now given by

\[
\phi''_{m+1}(x) = 1 + \sum_n \lambda_n \cos(n \phi_m(x)). \quad \text{(131)}
\]

We will solve this consecutively for \( m = 0, 1 \) and 2, and we will obtain the respective solutions to the phase resonance equation for the multi-mode case.

The details of finding the first-order correction can be found in Appendix G V. Combining \( \phi^{(1)}(x) \) with (PH5), we establish the complete first-order solution.

\[
\phi_1(x) = \frac{\pi}{2} \left( \frac{x}{\sqrt{\pi}} + \frac{1}{2} \sum_n \lambda_n \frac{x^2}{\sqrt{n}} \right) + \sum_n \frac{\lambda_n}{n} \rho^n_1 \left( \frac{x}{\sqrt{\pi}} \right). \quad \text{(PH6)}
\]

Here \( \rho^n_1(x) \) is an oscillating term proportional to \( |\lambda| \), equivalent to \( \rho_1(x) \), and given explicitly in Appendix G I. Compared to (PH5), eq. (PH6) has a modified quadratic term and a part which oscillates around 0 for all \( x \).

We apply the same technique to find the second-order solution, namely \( \phi^{(2)}_2(x) \), which contains terms that are quadratic in the parameters \( \{ \lambda_n \} \). Similarly to previous iterations, we use the current highest-order solution \( \phi_1(x) \) to establish a differential equation for \( \phi^{(2)}_2(x) \). The differential equation we want to solve is given by

\[
\phi''^{(2)}_2(x) = \sum_n \lambda_n \cos(n \phi_1(x)) \quad \text{(133)}
\]

We should remark again that the solution of this equation would yield \( \phi^{(2)}_2(x) \), the second-order correction to the quadratic solution. It will contain terms which are first-order in the mode parameters, as well as other terms which are of second order. This is an artefact of the method we use for asymptotically establishing higher-order corrections to our source equation. In practice, we need to solve the equation

\[
\phi''^{(2)}_2(x) = \sum_n \lambda_n \cos(n(\phi_0(x) + \phi^{(1)}(x))) \quad \text{(134)}
\]

Then, by adding the zero’th order part \( \phi_0(x) \) to the solution of eq. (134) we will obtain the complete solution to second order in \( \{ \lambda_n \} \). Solving this equation is rather involved, therefore it is better to leave the practicalities of obtaining the solution to Appendix G V. Here we only present the final solution:
\[ \phi_2(x) = \frac{\pi}{2} \left( \frac{x}{\sqrt{\pi}} \pm \left[ \frac{1}{2} \sum_n \frac{\lambda_n}{\sqrt{n}} + \sum_{n,m} \frac{1}{8} \left( |n-m|^{3/2} - (n+m)^{3/2} \right) \frac{\lambda_n \lambda_m}{n} \right]^2 \right) \]

\[ + \sum_n \frac{\lambda_n}{n} \rho_1^1 \left( \frac{x}{\sqrt{\pi}} \pm \sigma_1 \right) + \sum_{n,m} \frac{\lambda_n \lambda_m}{\sqrt{n} \sqrt{m}} \rho_{nm}^2 \left( \frac{x}{\sqrt{\pi}} \right) \quad (PH7) \]

While the solution to second order is already quite involved, we continued our calculations and derived the solution to third order, so we can draw a comparison with the single-mode result eq. (PH4). The generating equation involves the new correction \( \phi_3(x) \) on the left-hand side, and the current solution, \( \phi_2(x) \) as the argument on
the right-hand side:
\[ \phi''_n(x) = \sum_n \lambda_n \cos(n \phi(x)). \] (135)

The solution is rather long, and hence we have placed it, together with explanations, in Appendix G V. The correction at third order is given by eq. (PH22).

After having derived these solutions, it is important to verify their validity numerically, using the same method as in the single-mode case. The results from this verification are presented in Figure 20, where we have shown that the equation is valid for several different values of the total number of modes. To depict the effect a larger number of modes has on the solution, we have used the same initial value of the resonant flux modification \( \lambda \).

So far we have solved the single- and multi-mode equations up to third order in the parameters \( \{\lambda_n\} \). It is important to carefully consider these solutions we have obtained thus far, and evaluate the need for further iterations. Let us investigate the governing equation

\[ \phi''(x) = 1 + \sum_n \lambda_n \cos(n \phi) \] (130)

and consider those terms for which the small-angle approximation for the trigonometric functions breaks down:

\[ \cos \left[ n \left( \frac{x^2}{2} + \phi(x) \right) \right], \phi(x) = \sum_m \frac{\lambda_m}{m} (\bullet) + \ldots. \] (136)

This occurs when \( n \lambda_1 \sim 1 \). Therefore, we need to impose a restriction on the upper bound of \( n \):

\[ \bar{n} \lambda_1 \ll 1 \quad \Leftrightarrow \quad \bar{n} \ll \lambda_1^{-1}. \] (137)

Although the cross-term corrections here are of the same magnitude as the single-mode solutions, the bound is comparable to that in the frequency equation (cf. eq. (80)). We invoke the coefficient scaling law which we discussed in Section IV A to link this to values of \( \lambda \):

\[ \lambda_{\bar{n}} = \frac{\lambda_1}{\bar{n}^{\alpha}} \sim \lambda_1^{1+\alpha} < \lambda_3 \] (138)

for the suggested values of \( 2 < \alpha < 3 \) [19]. We can therefore argue that beyond that order, we would not be able to distinguish our solutions, valid in the regime where the small-angle approximation can be applied, from effects which arise from the violation of this assumption. For this reason, higher-order corrections cannot be easily calculated without restricting the total number of modes \( n \). Finally, proceeding beyond third order is pointless since for the range of values we are investigating, \( \lambda^3 \sim e^{\epsilon_3} \sim \mathcal{O}(10^{-3}) \), hence in calculating further corrections we need to account for terms arising from higher-order mass-ratio corrections. In this article, we only investigate solutions up to third order inclusive, and disregard higher-order corrections.

We now return to the original differential equation (19b), and again consider a single mode, however this time we allow for a non-vanishing initial phase \( \delta \psi \neq 0 \):

\[ \varphi''(x) = 1 + \lambda \cos \left( \varphi(x) - \delta \psi \right). \] (139)

The zeroth-order solution, when we ignore the term proportional to \( \lambda \) on the right-hand side, is again given by \( \varphi_0(x) = x^2/2 \). To establish first- and higher-order corrections, we proceed according to the same procedure as before, solving equations of the form:

\[ \varphi''(x) = \lambda \cos \left( \varphi(x) - \delta \psi \right). \] (140)

Using this, we find the first-order solution below.

\[ \varphi_1(x) = \frac{\pi}{2} \left( \frac{x}{\sqrt{\pi}} \pm \frac{1}{2} \left( \cos(\delta \psi) + \sin(\delta \psi) \right) \lambda \right)^2 + \lambda g_1 \left( \frac{x}{\sqrt{\pi}} \right) \] (PH8)

We notice that the new slope \( \varsigma_1(\lambda) \) involves the constant \( \delta \psi \), and that the oscillating term \( g_1 \) has a different form, now involving a Fresnel sine term too. They reduce to their zero-phase counterparts for \( \delta \psi = 0 \). Following our established algorithm, we can easily derive the second- and third-order corrections to \( \varphi_0(x) \). Details of these derivations are left to Appendix G V, here we only present the final results.

\[ \varphi_2(x) = \frac{\pi}{2} \left( \frac{x}{\sqrt{\pi}} \pm \frac{1}{2} \left( \cos(\delta \psi) + \sin(\delta \psi) \right) \lambda - \frac{\sqrt{2}}{4} \left( \cos(2\delta \psi) + \sin(2\delta \psi) \right) - \frac{1}{2} \sin(\delta \psi) \left( \cos(\delta \psi) - \sin(\delta \psi) \right) \lambda^2 \right)^2 \]

\[ + \lambda g_2 \left( \frac{x}{\sqrt{\pi}} \pm \varsigma_1(\lambda) + \lambda^2 g_2 \left( \frac{x}{\sqrt{\pi}} \right) \right) \] (PH9)
\[
\varphi_3(x) = \frac{\pi}{2} \left( \frac{x}{\sqrt{\pi}} \pm \frac{1}{2} \left( \frac{\cos(\delta \psi) + \sin(\delta \psi)}{\lambda} - \left( \frac{\sqrt{2}}{4} \frac{\cos(2\delta \psi) + \sin(2\delta \psi)}{\lambda} - \frac{1}{2} \sin(\delta \psi) \left( \cos(\delta \psi) - \sin(\delta \psi) \right) \right) \right)^2 \right)
+ \frac{3\sqrt{3}}{16} \left( \frac{\cos(3\delta \psi) + \sin(3\delta \psi)}{\lambda} - \frac{\sqrt{2}}{2} \sin(\delta \psi) \left( \cos(2\delta \psi) - \sin(2\delta \psi) \right) - \frac{3}{16} \left( \cos(\delta \psi) + \sin(\delta \psi) \right) \right)^2 \right)
+ \frac{1}{8} \left( \frac{\cos(2\delta \psi) \left( \cos(\delta \psi) + \sin(\delta \psi) \right)}{\lambda^3} \right)^3 \right) + \lambda \theta_1 \left( \frac{x}{\sqrt{\pi}} \pm \varsigma_2(\lambda) \right) + \lambda^2 \theta_2 \left( \frac{x}{\sqrt{\pi}} \pm \varsigma_1(\lambda) \right) + \lambda^3 \theta_3 \left( \frac{x}{\sqrt{\pi}} \right) \tag{PH10}
\]

It is important to investigate how the slope of these solutions evolves with $\delta \psi$. At each order we encounter a different function of the initial phase. Figure 21 shows how these functions behave over the range of $\delta \psi$. Furthermore, we need to verify that these solutions are valid for different values of the initial phase. We computed the quantities $\theta_n(x)$ for different values of the initial phase (keeping $\lambda$ constant) using the same method as before, and show the results in Figure 22.

Finally, we approach the phase resonance equation in the most general regime: including an infinite number of modes each with a different non-zero phase:

\[
\varphi''(x) = 1 + \sum_{n \geq 1} \lambda_n \cos(n\varphi(x) - \delta \psi_n). \tag{19b}
\]

The details of the solution are too lengthy to be presented in enough detail here and can be found in Appendix G VII: the first-order correction is given by eq. (PH26) and the second-order correction by eq. (PH27). Upon closer examination these bear the same features of our previously establishes solutions. Finally, we have established the third-order solution to this equation, $\varphi_3(x)$. It is important to note that solution (PH11) is the most general solution to the phase resonance equation that we could find. It allows for multiple modes and a non-vanishing initial phase, and treats perturbations up to and including third order. The third-order slope function $\varsigma_3$ is given by eq. (221) in Appendix G VII. Furthermore, each of the three corrections are given by eqs. (222), (223), and (224).

\[
\varphi_3(x) = \frac{\pi}{2} \left( \frac{x}{\sqrt{\pi}} \pm \varsigma_3 \right)^2 + \sum_n \frac{\lambda_n}{n} \theta_1^n \left( \frac{x}{\sqrt{\pi}} \pm \varsigma_2 \right) + \sum_{n,m} \frac{\lambda_n}{\sqrt{m}} \frac{\lambda_m}{\sqrt{n}} \theta_2^{nm} \left( \frac{x}{\sqrt{\pi}} \pm \varsigma_1 \right) + \sum_{n,m,p} \frac{\lambda_n}{\sqrt{m}} \frac{\lambda_m}{\sqrt{p}} \frac{\lambda_p}{\sqrt{n}} \theta_3^{nmp} \left( \frac{x}{\sqrt{\pi}} \right) \tag{PH11}
\]

This is the final and most important result of this article. While it is not easily usable in theoretical calculations, it could find applications in modelling resonances in new kludge waveforms, as this is not a feature currently implemented. We have provided a solution to the highest possible order of perturbation, which is important for meaningful numerical simulations. Furthermore, we have also provided solutions to simplified versions of this problem, which could be employed in various theoretical calculations regarding EMRIS.

V. DISCUSSION AND CONCLUSIONS

In this paper we have described in Sections II and III the assumptions and conditions which form the basis of two different methods for analysis of resonances in EMRIS. The two-timescale approach, described in [47] presumes that the functional dependence of the orbital character-istics can be expanded in power series of the mass-ratio and time from resonance. The instantaneous frequency model, as per [41], relies on the instant values of the on-resonance frequencies as a basis for asymptotic analysis, and this is a more complicated function of the (rescaled) time.

After describing the basic approach, Section IV described in detail the solution to the frequency and phase resonance equations derived in the course of describing the instantaneous frequency approach. Some of these solutions were previously published in [41]. The difference between the frequency and phase resonances lies in the assumption about the phasing of the self-force. It is more natural that the phase will be determined by the instantaneous orbital phase (as in the phase treatment) than the orbital phase at some fiducial $\tau = 0$ (as in the frequency investigation). Fully-detailed self-force calculations would be needed to make an informed choice between the two, but it is likely that the phase approach...
is physically relevant for the resonance problem. The frequency resonance solutions exhibits interesting effects, in particular the “memory” effect on the slope of the graph, which would be interesting if it really occurred in any physical situation. Here we extended these results, by including higher-order terms and a generalised form of the solutions. We have derived solutions for the case of multiple oscillating modes, given by eq. (F7). Working further, we have relaxed the assumption of a vanishing initial phase, and have presented the single-mode solution in eq. (F8). Finally, combining these results we presented the complete frequency solution, eq. (F10).

As mentioned above, the phase resonance equation is probably more relevant physically, as it describes the evolution of the phase coordinates near resonance, and its solutions can be related to the two-timescale method results. It is also interesting from a mathematical viewpoint, since it is a second-order non-linear differential equation which can be approached using asymptotic methods. We extended the previously established sequence of results by deriving the third-order solution for the case of a single oscillating mode, eq. (PH4). We presented further toy models, discussed in detail in Appendices G III and G IV before demonstrating an order-by-order solution to the phase resonance equation with an arbitrary (possibly infinite) number of modes, eqs. (PH6), (PH7), and (PH22). Following this we presented the solution to the phase equation when the alternative initial assumption is relaxed: namely, the starting phase is allowed to vary. The first- and second-order solutions are given by eqs. (PH8) and (PH9). Finally, we have derived the solution in the most general case, allowing for an arbitrary (possibly infinite) number of modes, each with an individual initial phase. This solution was given in eq. (PH11). In the case that there is only a single mode, this calculation agrees with the result given in [41], to leading order in the parameter $\lambda$, which is equivalent to the order of $G(1)$ in the two-timescale analysis.

Both the instantaneous frequency approach and the two-timescale analysis are valid treatments of the EMRI problem — though their foundational assumptions appear different, they both have the same computational complexity and arrive at equivalent conclusions. Previous work on the two-timescale method has only been presented to the lowest order in the mass ratio $\epsilon$ and the resonance flux change parameters $\{\kappa, \lambda\}$. As has been discovered, in certain scenarios higher-order corrections in the latter can be more important than those to the former, hence it is vital to investigate the form of these corrections. This is what the current paper accomplishes.

Further work on solving the phase-resonance equation would use these equations in numerical waveform models. These could be utilised in implementing a computationally cheap approximate (kludge) model of EMRI waveforms which include resonance effects [17, 21]. At the moment such models lack the necessary features to predict the change in frequency or phase on resonance, which is precisely what the results in this article offer. Therefore, this should be pursued in a future publication.
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Fig. 22. Graphical demonstration of the validity of the solutions to the phase resonance equation with a single mode and a non-zero initial phase, eq. (139). All these solutions involve the same $\lambda = 0.1$, but have different initial phases $\delta \psi$. 


Appendices

A. KERR SPACE-TIME

Since the background we consider in this article is exclusively the Kerr space-time, it is worth providing a summary of the metric for a rotating non-charged black hole. Alternatively, a charged and spinning black hole is described by the Kerr-Newman metric, while a non-rotating charged black hole solution is given by the Reissner-Nordst"om background. The Kerr metric, in Boyer-Lindquist coordinates \([t, r, \theta, \phi]\) \([51]\), is given by:

\[
ds^2 = -\frac{\Delta - a^2 \sin^2 \theta}{\Sigma} \, dt^2 - 2a \sin^2 \theta \, r \, dr + \frac{\Delta}{\Sigma} \, dt \, d\phi + \frac{(r^2 + a^2)^2 - \Delta a^2 \sin^2 \theta}{\Sigma} \, \sin^2 \theta \, d\phi^2 + \Sigma \, dv^2 + \Sigma \, d\theta^2 \tag{141a}
\]

where

\[
\Delta(r) = r^2 - 2Mr + a^2 , \tag{141b}
\]

and \(a = L_z/M\) is the specific black hole spin parameter. This metric is singular at the points where \(\theta = \{0, \pi\}\), however these are the usual coordinate singularities associated with the spherical polar system, remedied by the introduction of a second coordinate system. Further, we encounter coordinate singularities at the points where \(\Delta(r) = 0\), i.e., for values of the radial coordinate \(r_{\pm} = M \pm \sqrt{M^2 + a^2}\). To demonstrate that these are merely coordinate singularities (and not an inherent curvature singularity of the metric), it is customary to make the change to Kerr coordinates \((v, r, \theta, \chi)\), given by \([52]\):

\[
dv = dt + \frac{r^2 + a^2}{\Delta} \, dr , \tag{142a}
\]

\[
d\chi = d\phi + \frac{a}{\Delta} \, dr . \tag{142b}
\]

This shows that the metric could be analytically continued through the surface \(r_{\pm}\) to the region \(0 < r < r_{+}\):

\[
ds^2 = -\frac{\Delta - a^2 \sin^2 \theta}{\Sigma} \, dv^2 + 2 \, dv \, dr - 2a \sin^2 \theta \, r \, dr \, d\chi + \frac{\Delta}{\Sigma} \, dv \, d\chi - 2a \sin^2 \theta \, d\chi \, dr + \frac{(r^2 + a^2)^2 - \Delta a^2 \sin^2 \theta}{\Sigma} \, \sin^2 \theta \, d\chi^2 + \Sigma \, d\theta^2 . \tag{143}
\]

The surface \(r = r_{+} = M + \sqrt{M^2 - a^2}\) is a null hypersurface with normal 4-vector given by

\[
\xi^a = \left(\frac{\partial}{\partial v}\right)^a + \frac{a}{r^2 + r_{+}^2} \left(\frac{\partial}{\partial \chi}\right)^a = \left(\frac{\partial}{\partial v}\right)^a + \Omega_{\text{Kerr}} \left(\frac{\partial}{\partial \chi}\right)^a \tag{144}
\]

and the region \(r \leq r_{+}\) is (part of) the black hole region. \(\Omega\) is the angular velocity of the black hole with respect to an observer at infinity. There are several important surfaces in the Kerr space-time. Firstly, the curvature singularity \(r = 0\) is in fact a ring singularity, which can be explained as follows. A rotating black hole would not be spherically symmetric, as matter would bulge around the equator, the effect quantified by the spin parameter \(a\). Since a point singularity cannot support angular momentum, the lowest-dimensional shape required is a ring. This is evidenced
by substituting $t \equiv \text{const.}$, $r = 0$, $\theta = \pi/2$ (i.e., the singularity associated with $\Sigma(r, \theta) = 0$) in eq. (141a), obtaining $ds^2 = a^2 d\phi^2$, i.e., a ring of radius $a$. Another important surface is the event horizon $r_+ = M + \sqrt{M^2 - a^2}$. To understand the final feature of interest, we consider the norm of the Killing vector field $(\partial/\partial t)^a$ in Boyer-Lindquist coordinates:

$$
\left( \frac{\partial}{\partial t} \right)^2 = -\Delta - a^2 \sin^2 \theta \equiv -1 + \frac{2Mr}{r^2 + a^2 \sin^2 \theta} \tag{145}
$$

and notice that it is space-like $((\partial/\partial t)^2 < 0)$ in the following region outside the event horizon $r = r_+$:

$$
M + \sqrt{M^2 - a^2} < r < M + \sqrt{M^2 - a^2 \cos^2 \theta}. \tag{146}
$$

This region is called the ergosphere, and its outside surface is named the ergosurface, which intersects the event horizon at the poles $\theta = 0, \pi$. These surfaces are illustrated on the Kerr black-hole schematic on Fig. 23.

### B. GEODESIC CONSTANTS

One immediately notices that the Kerr metric does not depend on the time coordinate, $t$, or the azimuthal angle, $\phi$. Therefore, using the Euler-Lagrange equations, it can be shown that the conjugate momenta $p_\mu = \partial L/\partial \dot{q}^\mu$ associated to those coordinates are constant with respect to the affine parameter of the geodesic:

$$
\frac{d}{d\tau} \left( \frac{\partial L}{\partial \dot{q}^\mu} \right) = \frac{\partial L}{\partial q^\mu} \iff \frac{dp_\mu}{d\tau} = \frac{\partial L}{\partial \dot{q}^\mu} = 0 \iff \begin{cases} p_t \equiv \text{const.} \\
q_\phi \equiv \text{const.} \end{cases}, \tag{147}
$$

where in general relativity, the Lagrangian is formally given by $L(q, \dot{q}) = \frac{1}{2} g_{\mu\nu} \dot{q}^\mu \dot{q}^\nu$. Thus we have identified 2 quantities which are constant along geodesics of the Kerr space-time. These are related to the energy of the orbit $E$ and the axial component of the angular momentum $L_z$, respectively:

$$
E = -p_t = -g_{t\omega} \dot{q}^\omega = \frac{\Delta - a^2 \sin^2 \theta}{\Sigma} i + a \sin^2 \theta \frac{r^2 + a^2 - \Delta}{\Sigma} \dot{\phi} \tag{148}
$$

$$
L_z = p_\phi = g_{\phi\nu} \dot{q}^\nu = -a \sin^2 \theta \frac{r^2 + a^2 - \Delta}{\Sigma} i + \frac{(r^2 + a^2)^2 - \Delta a^2 \sin^2 \theta}{\Sigma} \sin^2 \theta \dot{\phi} \tag{149}
$$

For equatorial geodesics ($\theta = \pi/2$), these two constants are sufficient to uniquely determine a given geodesic. However, for general geodesics with 3 spatial degrees of freedom, we can identify a third constant of the motion, which is not associated with a linear symmetry of the background space-time.

Apart from the two Killing vectors associated with the Kerr metric, there exists a second-order Killing tensor for this background, $Q_{\mu\nu}$. This Killing tensor gives rise to another conserved quantity, which was originally discovered in 1968 as a consequence of the separable Hamilton-Jacobi equation. This quantity is called the Carter’s constant, and can be written as [28]:

$$
Q = Q_{\mu\nu} p_\mu p_\nu = p_\theta^2 + \cos^2 \theta \left( a^2 (m^2 - \Sigma^2) + \left( \frac{L_z}{\sin \theta} \right)^2 \right). \tag{150}
$$

### C. GEODESICS OF THE KERR METRIC

The equatorial geodesics of the Kerr metric can be characterised by the constants $E$ and $L_z$, combined with the Hamiltonian, which is an additional integral of motion. General 3-dimensional geodesics, however, require the introduction of a further integral of motion, Carter’s constant, discussed in Appendix B. The equations of motion for a massless particle, as per [53], are given by

$$
\frac{dt}{d\tau} = \pm \frac{1}{\Delta} \left( r^2 + a^2 \frac{2Ma^2}{r} \right) \left( E - \frac{2Ma}{r} L_z^2 \right) \tag{151a}
$$

$$
\frac{dr}{d\tau} = \frac{\pm 1}{\Sigma} \sqrt{\left( \frac{E}{r^2 + a^2} - a L_z \right)^2 - \Delta (Q + (L_z - aE)^2)} \tag{151b}
$$

$$
\frac{d\theta}{d\tau} = \pm \frac{1}{\Sigma} \sqrt{Q + \cos^2 \theta \left( a^2 E^2 - \frac{L_z}{\sin^2 \theta} \right)} \tag{151c}
$$

$$
\frac{d\phi}{d\tau} = \frac{1}{\Delta} \left( 1 - \frac{2M}{r} L_z + \frac{2Ma}{r} E \right) \tag{151d}
$$
(a) Projections of the geodesic on the principal planes.

(b) Evolution of the coordinates $x$, $y$ and $z$ with physical time $t$.

(c) A tridimensional view of the geodesic in Cartesian and cylindrical coordinate systems.

Fig. 24. A geodesics of the Kerr metric, and several projections, evolved for a period of $2 \times 10^5$ s $\approx$ 5.56 hours. The orbit has eccentricity $e = 0.6$ and semi-latus rectum $10M$, while the central black hole has mass $M = 10^6M_\odot$ and spin $0.9M^2$. All distances are in units of the black-hole mass $M$. The angle of inclination is $\iota = 45^\circ$, and the plane of inclination precesses.

In the general case, these equation cannot be solved analytically to find a closed form of the shape of the geodesic. However, it is possible to integrate the equations numerically to find an approximate shape for a Kerr geodesic, and one possible solutions is shown in Fig. 24. The Kerr geodesics are not closed, but rather fill the entire parameter space $r_{\text{MIN}} < r < r_{\text{MAX}}$, $\theta_{\text{MIN}} < \theta < \theta_{\text{MAX}}$, $0 < \phi < 2\pi$ (which has the shape of a torus) before returning to the starting $(r, \theta, \phi)$. Moreover, the plane of inclination of the orbit is not stationary, but precesses around the black hole. In the case of a resonance, when two of the frequencies become commensurate, this configuration breaks down and the geodesic becomes a (simpler) closed curve around the black hole, defined only by 2 parameters.
D. FRESNEL INTEGRALS

In the course of solving the phase resonance equations, as well as in the presentation of the frequency resonance solution, we encounter integrals of trigonometric functions with quadratic arguments:

\[
\int_0^x dy \sin \left( \frac{\pi y^2}{2} \right) \quad \text{and} \quad \int_0^x dy \cos \left( \frac{\pi y^2}{2} \right).
\] (152)

These are known as the Fresnel integrals, after the French engineer and physicist Augustin-Jean Fresnel, who used them in optics. Here, we have adopted the notation where the argument of the integrand is premultiplied by \( \pi/2 \).

Please note that this definition is equivalent to the one used in [25]:

\[
S(x) = \sqrt{\frac{2}{\pi}} \int_0^x dy \cos(y^2),
\] (153)

These integrals are not directly solvable analytically, and therefore other methods for integration must be used. One approach to finding the two integrals in (152) is by expanding the integrands in converging Taylor series:

\[
S(x) = \int_0^x dy \sin \left( \frac{\pi y^2}{2} \right) = \sum_{n=0}^{\infty} \frac{(-1)^n (2n+1)!}{(2n+1)! (4n+3) 2^{2n+1}} x^{4n+3},
\] (154a)

\[
C(x) = \int_0^x dy \cos \left( \frac{\pi y^2}{2} \right) = \sum_{n=0}^{\infty} \frac{(-1)^n \pi^{2n}}{(4n+1) 2^{2n}} x^{4n+1}.
\] (154b)

Often, a symbol like the ones appearing on the left-hand sides of eqs. (154) are used in lieu of the actual series solutions. Hence, it is useful to know the first few terms of the series for each of the integrals:

\[
S(x) = \frac{\pi}{6} x^3 - \frac{\pi^3}{336} x^7 + \mathcal{O}(x^{11}), \quad (155a)
\]

\[
C(x) = x - \frac{\pi^2}{40} x^5 + \mathcal{O}(x^9). \quad (155b)
\]

Fig. 25. **Upper panel:** the integrands of the two Fresnel integrals, the functions \( \cos(\pi x^2/2) \) and \( \sin(\pi x^2/2) \), and the axis \( y = 0 \) around which they oscillate. The frequency of oscillation increases with the absolute value of \( x \). **Lower panel:** numerical integration of the functions above gives the desired graphs of \( C(x) \) and \( S(x) \). They converge towards the line \( y = \pm 1/2 \).
Fig. 26. The functions $S_n(x)$ and $C_n(x)$ for several values of $n$. As we can see, the functions oscillate (away from the region around $x = 0$) more rapidly as $n$ increases. We have used values of $a = 1$ and $b = 0.0025$ for the constants.

The integrands and the integral functions are plotted in Fig. 25. We make note of several features: at $x = 0$, $S(x)$ starts flat, and progresses as $\sim x^3$, while $C(x)$ is linear. For positive or negative infinity, both functions tend to $\pm \frac{1}{2}$, and can be represented by an asymptotic expansion for large absolute values of $x$:

\[
S(x) = \frac{\text{sgn}(x)}{2} - \frac{1}{\pi x} \cos \left(\frac{\pi x^2}{2}\right) - \frac{1}{\pi^2 x^3} \sin \left(\frac{\pi x^2}{2}\right) + \frac{3}{\pi^4 x^5} \cos \left(\frac{\pi x^2}{2}\right) + O(x^{-6}),
\]  
\[
C(x) = \frac{\text{sgn}(x)}{2} + \frac{1}{\pi x} \sin \left(\frac{\pi x^2}{2}\right) - \frac{1}{\pi^2 x^3} \cos \left(\frac{\pi x^2}{2}\right) - \frac{3}{\pi^4 x^5} \sin \left(\frac{\pi x^2}{2}\right) + O(x^{-6}).
\]

E. SHORTHAND TRIGONOMETRIC NOTATION

In eqs. (42) we define the following to make the discussion regarding the frequency mode equation easier to read:

\[
S_n(x) \equiv \sin \left[n \left(ax + (1 + b) x^2\right)\right] \quad (42a) \quad C_n(x) \equiv \cos \left[n \left(ax + (1 + b) x^2\right)\right].
\]

for some arbitrary constants $a$ and $b$.

Please note that these are different from the Fresnel integrals, denoted by the same letters, but without subscripts, discussed in Appendix D. These functions are plotted for several representative values of $n$ in Fig. 26. It is worth noting several identities which we make use of in the article, but do not derive explicitly. These follow directly from the product-to-sum formulae and the double angle formulae in trigonometry.

\[
S_n(x)S_m(x) = \frac{1}{2} (C_{(n-m)}(x) - C_{(n+m)}(x)) \quad (157a) \quad S_n(x)C_m(x) = \frac{1}{2} (S_{(n+m)}(x) - S_{(n-m)}(x)) \quad (157b)
\]

\[
C_n(x)C_m(x) = \frac{1}{2} (C_{(n-m)}(x) + C_{(n+m)}(x)) \quad (157c) \quad S_n^2(x) = \frac{1}{2} (1 - C_{2n}(x)) \quad (157d) \quad C_n^2(x) = \frac{1}{2} (1 + C_{2n}(x)) \quad (157e)
\]

We only consider positive values of the subscripts, with the following rules for negative values: $S_{-n}(x) = -S_n(x)$ and $C_{-n}(x) = C_n(x)$. It is important to note that these functions are linearly independent, i.e., they form a basis in
For \( \{f_0(x), f_1(x), f_2(x)\} \), the Wronskian is \(- (a + 2(1 + b)x)^3\), while for the first 5 functions in the series, it is \(72(a + 2(1 + b)x)^{10}\), both of which do not vanish in the general case. Since their Wronskian does not vanish, we can conclude that these functions are linearly independent over \( \mathbb{R} \setminus \{0\} \):

\[
W(f_0, f_1, f_2, \ldots)(x) = \det \begin{bmatrix}
f_0(x) & f_1(x) & f_2(x) & f_3(x) & f_4(x) \\
f_0'(x) & f_1'(x) & f_2'(x) & f_3'(x) & f_4'(x) \\
\vdots & \vdots & \vdots & \vdots & \vdots \\
\end{bmatrix} \neq 0. 
\]

It should be noted that these functions are not orthogonal. First, we show how to integrate a single factor of \( S_n(x) \):

\[
\int_{-\infty}^{\infty} dx \, S_n(x) = \lim_{L_1 \to +\infty} \int_{L_1}^{L_2} dx \sin \left[ \pi \left( \frac{2n(1+b)}{a} \left( x + \frac{a}{2(1+b)} \right) \right)^2 - \frac{na^2}{4(1+b)} \right] = \\
= \lim_{L_1 \to +\infty} \lim_{L_2 \to +\infty} \sqrt{\frac{\pi}{2n(1+b)}} \cos \left[ \frac{na^2}{4(1+b)} \right] (S(L_2) - S(L_1)) - \sin \left[ \frac{na^2}{4(1+b)} \right] (C(L_2) - C(L_1)) = \\
= \sqrt{\frac{\pi}{n(1+b)}} \cos \left[ \frac{na^2}{4(1+b)} + \frac{\pi}{4} \right] ,
\]

or similarly, a single factor of \( C_n(x) \):

\[
\int_{-\infty}^{\infty} dx \, C_n(x) = \lim_{L_1 \to +\infty} \lim_{L_2 \to +\infty} \sqrt{\frac{\pi}{2n(1+b)}} \left( \cos \left[ \frac{na^2}{4(1+b)} \right] (C(L_2) - C(L_1)) - \sin \left[ \frac{na^2}{4(1+b)} \right] (S(L_2) - S(L_1)) \right) = \\
= \sqrt{\frac{\pi}{n(1+b)}} \sin \left[ \frac{na^2}{4(1+b)} + \frac{\pi}{4} \right] .
\]

Here, \( S(x) \) and \( C(x) \) are the Fresnel integrals, whose properties and limits are discussed in Appendix D. Using these results, we can easily demonstrate that these functions do not form an orthogonal basis:

\[
\int_{-\infty}^{\infty} dx \, S_n(x) \, S_m(x) = \frac{1}{2} \int_{-\infty}^{\infty} dx \, (C_{(n-m)}(x) - C_{(n+m)}(x)) = \\
= \frac{1}{2} \sqrt{\frac{\pi}{1+b}} \left( \frac{1}{\sqrt{|n-m|}} \sin \left[ \frac{|n-m|a^2}{4(1+b)} + \frac{\pi}{4} \right] - \frac{1}{\sqrt{n+m}} \sin \left[ \frac{(n+m)a^2}{4(1+b)} + \frac{\pi}{4} \right] \right) , 
\]

which does not vanish in general. Similar expressions can be obtained for integrals of \( S_n(x) \, C_m(x) \) and \( C_n(x) \, C_m(x) \).

F. SOLUTIONS TO THE FREQUENCY RESONANCE EQUATION

I. Third-order solution

In the body of the article we derived in detail the solution to the single-mode frequency resonance equation (25) up to second order in the parameter \( \kappa \). Here we extend the same solution method to derive the behaviour of \( \omega(x) \) to \( \mathcal{O}(\kappa^3) \). Building onto our previous anszê, eqs. (38) and (49), we suggest the third-order function

\[
\omega_3(x) = a + (1 + b_3)x + c_1 \frac{S_1(x)}{x} + c_2 \frac{S_2(x)}{x} + c_3 \frac{S_3(x)}{x} + d_1 \frac{S_1(x)}{x^2} + d_2 \frac{S_2(x)}{x^2} + l \ln|x|. 
\]

(55)
where \( S_3(x) = \sin[3(ax + (1 + b)x^2)] \) and we assume that \( c_3 \sim O(\kappa^3) \), since it needs to match terms of \( O(\kappa^3) \) in eq. (51). We substitute this proposed solution into our governing equation (25), and following rearrangement of both sides using familiar techniques, but this time keeping terms \( O(x^{-1}) \), we find

\[
\begin{align*}
b + 2(1 + b_3) c_1 C_1(x) &+ 4(1 + b_3) c_2 C_2(x) + 6(1 + b_3) c_3 C_3(x) + \frac{l}{x} \\
\quad + (c_1 a_3 + 2(1 + b_3) d_1) \frac{C_1(x)}{x} &+ (2c_2 a_3 + 4(1 + b_3) d_2) \frac{C_2(x)}{x} + (3c_3 a_3 + 6(1 + b_3) d_3) \frac{C_3(x)}{x} + O(x^{-2}) \\
&\sim -\frac{\kappa c_1}{2} + \left(\kappa - \frac{\kappa c_1^2}{8} - \frac{\kappa c_2}{2}\right) C_1(x) + \frac{\kappa c_1}{2} C_2(x) + \left(\frac{\kappa c_1^3}{8} + \frac{\kappa c_2}{2}\right) C_3(x) - \frac{\kappa d_1}{2} \frac{1}{x} + \\
&\quad \left(-\frac{\kappa c_1 d_1}{2} - \frac{\kappa d_2}{2}\right) C_1(x) + \frac{\kappa d_1}{2} C_2(x) + \frac{\kappa d_2}{2} C_3(x) + O(\kappa^4). \tag{161}
\end{align*}
\]

Matching terms on both sides yields a system of coupled equations, which determines the coefficients:

\[
\begin{align*}
b &\sim -\frac{\kappa c_1}{2}, \quad (1 + b) c_1 \sim \kappa - \frac{\kappa c_1^2}{8} - \frac{\kappa c_2}{2}, \quad 4(1 + b) c_2 \sim \frac{\kappa c_1}{2}, \quad 6(1 + b) c_3 \sim \frac{\kappa c_1^3}{8} + \frac{\kappa c_2}{2}, \\
l &\sim -\frac{\kappa d_1}{2}, \quad c_1 a_3 + 2(1 + b_3) d_1 \sim -\frac{\kappa c_1 d_1}{2} - \frac{\kappa d_2}{2}, \quad 2c_2 a_3 + 4(1 + b_3) d_2 \sim \frac{\kappa d_1}{2}, \quad 3c_3 a_3 + 6(1 + b_3) d_3 \sim \frac{\kappa d_2}{2}. \tag{162}
\end{align*}
\]

These yield the following expressions for the undetermined coefficients of the anzats, eq. (55):

\[
\begin{align*}
b &\sim -\frac{1}{4} \kappa^2, \quad c_1 \sim \frac{1}{2} \kappa + \frac{3}{32} \kappa^3, \quad c_2 \sim \frac{1}{16} \kappa^2, \quad c_3 \sim \frac{1}{96} \kappa^3, \quad d_1 \sim \frac{\sqrt{2\pi}}{16} \kappa^2 \pm \frac{\sqrt{2\pi}}{64} \kappa^3, \quad d_2 \sim \frac{\sqrt{2\pi}}{64} \kappa^3, \quad l \sim \pm \frac{\sqrt{2\pi}}{32} \kappa^3
\end{align*}
\]

and the solution to third order in \( \kappa \) can be written as

\[
\omega_3(x) = a + \left(1 - \frac{\kappa^2}{4}\right) x + \kappa \frac{1}{2} x^2 \sin \left(\pm \frac{\sqrt{2\pi}}{4} \kappa + \frac{\sqrt{\pi}}{16} \kappa^2\right) x + \left(1 - \frac{\kappa^2}{4}\right) x^2 \\
\quad + \frac{\kappa^2}{16} \frac{1}{x} \sin \left[2 \left(\pm \frac{\sqrt{2\pi}}{4} \kappa + x^2\right)\right] + \frac{\kappa^3}{32} \frac{1}{x} \sin \left[\frac{3}{16} \sin \left(2x^2\right)\right] \\
\quad \pm \kappa^2 \left\{ \frac{\sqrt{\pi}}{64} \frac{1}{x} \sin \left(2x^2\right) - \frac{\sqrt{2\pi}}{64} \frac{1}{x} \sin \left(2x^2\right) + \frac{\sqrt{2\pi}}{32} \ln|x| \right\} \tag{F5}
\]

The value of the initial value parameter \( \alpha_3 \) is determined in the main body of the article.

## II. Frequency resonance equation with \( n \neq 1 \)

In Section IVB we solved the single-mode frequency resonance equation to obtain the solution (F3). Instead of including the first oscillatory mode \( n = 1 \), we now solve this equation for \( n = r \):

\[
\omega'(x) = 1 + \kappa_r \cos (r x \omega). \tag{163}
\]

We propose a version of the ansatz (38), with a modified oscillating term, reflecting the modified governing equation:

\[
\omega_r(x) = a + (1 + b) x + c_1^{(r)} \frac{\sin \left( r \left(ax + (1 + b)x^2\right)\right)}{x} + O(x^{-1}) = a + (1 + b) x + c_1^{(r)} \frac{S_r(x)}{x} + O(x^{-1}). \tag{164}
\]

Upon substitution and carrying out the derivative and the Taylor expansion (valid since \( r \kappa_r \sim 1/r^{a-1} \)), we obtain:

\[
b + 2r(1 + b) c_1^{(r)} C_r(x) \sim -\frac{1}{2} r \kappa_r c_1^{(r)} + \kappa_r C_r(x) + \text{TERM INVOLVING } C_{2r}(x) \tag{165}
\]
Matching the respective coefficients in the manner already familiar from above, we obtain the following expressions:

\[
b \sim -\frac{\kappa^2}{4}, \quad (166a) \]
\[
c^{(r)} \sim \frac{\kappa_r}{2r}. \quad (166b)
\]

We have shown that \( b \sim \mathcal{O}(\kappa^2) \) and \( c^{(r)} \sim \mathcal{O}((\kappa_r/r) \) for the \( r \)th oscillating mode. Note that since [19] propose a value of \( \alpha \gtrsim 2 \), the series \( c^{(n)} \) converge, and our use of the Taylor expansion is valid.

Fig. 27. Graphical demonstration of the validity of solution (F6) for different number of terms on the right-hand side. The coefficients \( \{\kappa_n\} \) follow the power law \( \kappa_1/n^{2.5} \). It is evident that the fractional errors scale with the value of the primary resonance modification \( \kappa_1 \).

Fig. 28. Graphical demonstration of the validity of solution (F9) for different number of oscillating terms and for values of \( \{\delta \chi_n\} \) given by eq. (111). In all panels we have used \( \kappa_1 = 0.1 \) with consecutive values given by \( \kappa_n = \kappa_1/n^{2.5} \).
III. Frequency resonance equation with two distinct modes

If we investigate the same equation with two distinct modes on the right-hand side, say \( n = \{ r, s \} \), with \( r < s \):

\[
\omega' = 1 + \kappa_r \cos (r x \omega) + \kappa_s \cos (s x \omega),
\]

then the solution would include two leading-order terms associated with each of the two separate oscillating terms, with corrections at sub-leading order due to cross-terms between these. Specifically, we find \( c_1^{(r)} \sim \kappa_r/2r(1 + b) \) and \( c_1^{(s)} \sim \kappa_s/2s(1 + b) \), which implies that the coefficient \( b \) is given by the expression

\[
b \sim -\frac{1}{2} (1 + \kappa_r) c_1^{(r)} - \frac{1}{2} s \kappa_s c_1^{(s)} \sim -\frac{\kappa_r^2 + \kappa_s^2}{4},
\]

and consequently

\[
c_1^{(r)} \sim \frac{\kappa_r}{2r}, \quad (169a) \quad c_1^{(s)} \sim \frac{\kappa_s}{2s}, \quad (169b)
\]

where each expression also includes sub-leading terms of order \( O(\kappa_r, \kappa_s) \). This proves the important result that for the frequency equation with 2 distinct modes, all mixed terms (which depend on both \( \kappa_r \) and \( \kappa_s \)) are of sub-leading order compared to the quadratic contributions originating from the individual modes as found earlier.

IV. Frequency equation with a non-vanishing phase term

Let us consider the frequency equation with a single oscillating mode but with a non-vanishing phase term \( \delta \chi \):

\[
\omega' (x) = 1 + \kappa \cos (x \omega - \delta \chi),
\]

and let us expand the cosine term on the right-hand side to obtain the following differential equation:

\[
\omega' (x) = 1 + \kappa \cos (\delta \chi) \cos (x \omega) + \kappa \sin (\delta \chi) \sin (x \omega).
\]

We may naively try the ansatz which previously proved suitable for the zero-phase version of the equation, given by eq. (38), however it will not work this time, as there will be unmatched terms left on the right-hand side. Instead, we suggest the following alternative ansatz, including an extra term proportional to \( C_1(x) \)

\[
\omega_1 (x) = a + (1 + b) x + c_1 \frac{S_1(x)}{x} + d_1 \frac{C_1(x)}{x}.
\]

Upon differentiating and substituting on both sides of eq. (86), we obtain a more involved relation than before:

\[
b + 2(1 + b) c_1 C_1(x) - 2(1 + b) d_1 S_1(x) \sim -\frac{1}{2} \kappa c_1 \cos (\delta \chi) - \frac{1}{2} \kappa d_1 \sin (\delta \chi) + \kappa \cos (\delta \chi) C_1(x) - \kappa \sin (\delta \chi) S_1(x).
\]

Making the informed assumption that \( b \sim O(\kappa) \), we find the constants \( c_1 \) and \( d_1 \) by matching terms on both sides:

\[
c_1 \sim \frac{\kappa}{2} \cos (\delta \chi), \quad (173a) \quad \frac{c_1}{x} \sim \frac{\kappa}{2} \sin (\delta \chi), \quad (173b)
\]

which is different from the previously found value of \( c_1 \). These yield the same value of the slope correction \( b \) as before:

\[
b \sim -\frac{1}{2} \kappa c_1 \cos (\delta \chi) + \frac{1}{2} \kappa d_1 \sin (\delta \chi) = -\frac{\kappa^2}{2} (\cos^2 (\delta \chi) + \sin^2 (\delta \chi)) = -\frac{\kappa^2}{2}.
\]

If we substitute these into our proposed ansatz, we see that we recover the proposed alternative ansatz:

\[
\omega_1 (x) = a + x + \frac{\kappa}{2} \frac{1}{x} (S_1(x) \cos (\delta \chi) - C_1(x) \sin (\delta \chi)) \equiv a + x + \frac{\kappa}{2} \frac{1}{x} \sin \left[ ax + \left( 1 - \frac{\kappa^2}{2} \right) (x^2 - \delta \chi) \right], \quad (175)
\]

where the sine factor in the last term is identical to \( S_1(x) \), as defined in eq. (97a).
G. SOLUTIONS TO THE PHASE RESONANCE EQUATION

In Section IV C, we explain our algorithm for finding iterative solutions to the phase resonance equation, and present the solutions to third order in the parameter $\lambda$. However, we omit the details of finding these solutions, since these are often too tedious and irrelevant to our discussion. Here, we present these solutions in more detail. The zeroth-order equation (113) is straightforward to solve, by integrating both sides twice.

I. Phase equation with a single mode and zero phase

We source the first-order correction from the zeroth-order solution, and arrive at eq. (116). Integrating both sides between 0 and $x$, making use of the Fresnel integrals, with initial condition $\phi'(0) = 0$, we find:

$$\phi_{(1)}(x) = \lambda \int_0^x dy \cos \left( \frac{y^2}{2} \right) = \sqrt{\pi} \lambda C \left( \frac{x}{\sqrt{\pi}} \right).$$

(176)

Integrating once again, using the method of integration by parts, we obtain an initial form of the first-order correction:

$$\phi_{(1)}(x) = \sqrt{\pi} \lambda \int_0^x dy \ C \left( \frac{y}{\sqrt{\pi}} \right) = \sqrt{\pi} \lambda \left[ x C \left( \frac{x}{\sqrt{\pi}} \right) - \frac{1}{\sqrt{\pi}} \sin \left( \frac{x^2}{2} \right) \right].$$

(177)

While this is indeed a valid result, we prefer to re-arrange it in a form which is more useful for our tasks. If we look at the graph of this result for $\lambda = 0.1$ (Fig. 32), we can notice several features. First of all, since there are no constants dependant on $\lambda$ in eq. (177), it vanishes at $x = 0$. Furthermore, we immediately notice that the solution is a linear function which is modified by a decaying oscillating function. Therefore, we split the solution into two parts: a linear part, whose coefficient is a function of $\lambda$, and another part, a collection of periodic and quasi-periodic functions (trigonometric functions and Fresnel integrals) that collectively oscillates around $\phi = 0$, and whose magnitude is small compared to the linear term. Since the graph is symmetric relative to the vertical axis, it is necessary to write down solutions for both cases $x > 0$ and $x < 0$. The Fresnel integrals oscillate around the value $\pm 1/2$ (instead of 0) for large $\pm x$, so we subtract this value from each of them in the rapidly oscillating terms. Finally, we note of an emerging pattern: the argument of the Fresnel integral is $x/\sqrt{\pi}$, therefore we express the linear term and the remaining factors of $x$ in terms of this scaled variable. The upper sign is for positive $x$, while the lower sign is for $x < 0$.

$$\phi_{(1)}(x) = \pm \pi \left( \frac{x}{\sqrt{\pi}} \right) C \left( \frac{x}{\sqrt{\pi}} \right) + \lambda \left[ x C \left( \frac{x}{\sqrt{\pi}} \right) - \frac{1}{\sqrt{\pi}} \sin \left( \frac{x^2}{2} \right) \right].$$

(178)

Fig. 29. Graphical comparison of the terms in the argument on the right-hand side of eq. (181). Evidently the term $\lambda \rho_1$ stays close to 0 for all positive $x$.

Fig. 30. Graphical comparison of the terms in the argument on the right-hand side of eq. (193). We can see that both terms, $\lambda \rho_1$ and $\lambda^2 \rho_2$, are small compared to the other terms in the argument.
We note that this result is strictly first order in the mode parameter \( \lambda \). To construct the complete solution of the phase resonance equation to first order in \( \lambda \), eq. (PH2), we combine eq. (178) with the zeroth-order function (PH1):

\[
\phi_1(x) = \frac{\pi}{2} \left( \frac{x}{\sqrt{\pi}} \pm \frac{1}{2} \right)^2 + \lambda \left[ \pi \left( \frac{x}{\sqrt{\pi}} \right) C \left( \frac{x}{\sqrt{\pi}} \right) \mp \frac{1}{2} - \sin \left[ \frac{\pi}{2} \left( \frac{x}{\sqrt{\pi}} \right)^2 \right] \right] + \mathcal{O}(\lambda^3). \tag{PH2}
\]

We have combined the quadratic and linear terms into a single quadratic term, by implicitly adding the constant term \((\pi \lambda^2 / 8)\), which is nevertheless ignored at linear order in the mode parameter, thus obtaining the form (PH2):

\[
\frac{\pi}{2} \left( \frac{x}{\sqrt{\pi}} \right)^2 \pm \frac{\pi}{2} \lambda \left( \frac{x}{\sqrt{\pi}} \right) + \mathcal{O}(\lambda^2) = \frac{\pi}{2} \left( \frac{x}{\sqrt{\pi}} \right)^2 \pm \frac{1}{2} \lambda^2 + \mathcal{O}(\lambda^2). \tag{179}
\]

Finally, we make note of the functional form of the oscillating term, which will be investigated in detail later together with the functions incurred at higher order (let \( X = x / \sqrt{\pi} \) and see Appendix G II for plots and discussion):

\[
\rho_1(X) = \pi X \left( C(X) \mp 1 \right) - \sin \left( \frac{\pi}{2} X^2 \right) \tag{180}
\]

The above result allows us to solve the equation at the next higher order, which is discussed below.

Finding the solution up to second order in \( \lambda \) involves substituting \( \phi_1(x) = \phi_0(x) + \phi_1(x) \) on the right-hand side of the source equation (112), and solving for \( \phi_2(x) \). Explicitly, eq. (118) is (we use the variant (177) of \( \phi_1(x) \)):

\[
\phi''_{(2)}(x) = \lambda \cos \left[ \frac{x^2}{2} \pm \frac{\sqrt{\pi}}{2} \lambda x + \lambda \left[ \sqrt{\pi} x \left( C \left( \frac{x}{\sqrt{\pi}} \right) \mp \frac{1}{2} \right) - \sin \left( \frac{x^2}{2} \right) \right] \right]. \tag{181}
\]

We write the last term in the argument of the cosine as \( \lambda \rho_1(x / \sqrt{\pi}) \) and invoke our knowledge of trigonometric identities to write the right-hand side as:

\[
\phi''_{(2)}(x) = \lambda \cos \left( \frac{x^2}{2} \pm \frac{\sqrt{\pi}}{2} \lambda x \right) \cos \left( \lambda \rho_1 \left( \frac{x}{\sqrt{\pi}} \right) \right) - \lambda \sin \left( \frac{x^2}{2} \pm \frac{\sqrt{\pi}}{2} \lambda x \right) \sin \left( \lambda \rho_1 \left( \frac{x}{\sqrt{\pi}} \right) \right) \tag{182}
\]

The function \( \rho_1(x / \sqrt{\pi}) \) oscillates around 0, and further, is pre-multiplied by the coefficient \( \lambda \ll 1 \), hence we can assume that it is always small (compared to the quadratic and linear \( x \)-terms, see Figure 29 for comparison of the relative magnitude of the terms), and use this fact to substitute the trigonometric functions involving \( \rho_1 \) for Taylor series to leading order in \( \lambda \). We ignore all terms of \( \mathcal{O}(\lambda^3) \) and higher, since they are not included at the current order.

\[
\phi''_{(2)}(x) = \lambda \cos \left( \frac{x^2}{2} \pm \frac{\sqrt{\pi}}{2} \lambda x \right) \left( 1 + \mathcal{O}(\lambda^2) \right) - \lambda \sin \left( \frac{x^2}{2} \pm \frac{\sqrt{\pi}}{2} \lambda x \right) \left( \lambda \rho_1 \left( \frac{x}{\sqrt{\pi}} \right) + \mathcal{O}(\lambda^3) \right) \tag{183}
\]

We carry out the same procedure with the term multiplied by \( \lambda^2 \), and neglect resulting terms proportional to \( \lambda^3 \):

\[
\lambda^2 \sin \left( \frac{x^2}{2} \pm \frac{\sqrt{\pi}}{2} \lambda x \right) \rho_1 \left( \frac{x}{\sqrt{\pi}} \right) = \lambda^2 \sin \left( \frac{x^2}{2} \right) \rho_1 \left( \frac{x}{\sqrt{\pi}} \right) + \mathcal{O}(\lambda^3). \tag{184}
\]

Thus, we are left with the integral below, which can be easily performed using standard techniques, integration by parts and utilising the Fresnel integrals notation. We keep in mind to throw out terms of \( \mathcal{O}(\lambda^3) \) and higher.

\[
\phi''_{(2)}(x) = \int_0^x dy \left[ \lambda \cos \left( \frac{y^2}{2} \pm \frac{\sqrt{\pi}}{2} \lambda y \right) - \sqrt{\pi} \lambda^2 \sin \left( \frac{y^2}{2} \right) y \left( C \left( \frac{y}{\sqrt{\pi}} \right) \mp \frac{1}{2} \right) - \sin \left( \frac{y^2}{2} \right) \right] = \tag{185}
\]

\[
= \sqrt{\pi} \lambda \left[ C \left( \frac{x}{\sqrt{\pi}} \right) \pm \frac{\lambda}{2} \right] + \sqrt{\pi} \lambda^2 \left[ \cos \left( \frac{x^2}{2} \right) C \left( \frac{x}{\sqrt{\pi}} \right) - \frac{1}{2} C \left( \frac{\sqrt{2} x}{\sqrt{\pi}} \right) \mp \frac{1}{2} \cos \left( \frac{x^2}{2} \right) \right]. \tag{186}
\]
We need to integrate this further once again, keeping track of the initial condition, \( \phi(0) = 0 \). We obtain the following expression for the correction, where again the upper sign is valid for \( x > 0 \) and the lower for \( x < 0 \):

\[
\phi^{(2)}(x) = \sqrt{\pi} \lambda \left[ x C \left( \frac{x}{\sqrt{\pi}} \pm \frac{\lambda}{2} \right) - \frac{1}{\sqrt{\pi}} \sin \left[ \frac{\pi}{2} \left( \frac{x}{\sqrt{\pi}} \pm \frac{1}{2} \lambda \right) \right] \mp C \left( \frac{\lambda}{2} \right) x \right]
\]

\[
+ \sqrt{\pi} \lambda^2 \left[ \frac{\sqrt{\pi}}{2} C^2 \left( \frac{x}{\sqrt{\pi}} \right) \mp \frac{\sqrt{\pi}}{2} C \left( \frac{x}{\sqrt{\pi}} \right) \mp \frac{\sqrt{\pi}}{2} C \left( \frac{x}{\sqrt{\pi}} \pm \frac{\lambda}{2} \right) \mp \frac{1}{\sqrt{2}} x C \left( \frac{\sqrt{2} x}{\sqrt{\pi}} \right) + \frac{1}{\sqrt{2}} \sin(x^2) \pm \frac{\lambda^2}{2} \right] \tag{187}
\]

We have obtained an expression which gives the correction to the quadratic term to second order in \( \lambda \), which can be seen plotted in Figure 32. Again, we seek to express this in a modified form where the linear term is explicit, and all the oscillating terms are grouped by order of the parameter \( \lambda \), which allows for better understanding of the solution.

\[
\phi^{(2)}(x) = \pm \sqrt{\pi} \left[ \frac{\lambda}{2} - \lambda C \left( \frac{\lambda}{2} \right) + \frac{\sqrt{2} - 1}{2} \frac{\lambda^2}{\sqrt{2}} \right] x + \frac{\pi}{8} \lambda^2 \\
+ \lambda \left[ \pi \left( \frac{x}{\sqrt{\pi}} \pm \frac{1}{2} \lambda \right) C \left( \frac{x}{\sqrt{\pi}} \pm \frac{1}{2} \lambda \right) \mp \frac{1}{2} \right] - \sin \left[ \frac{\pi}{2} \left( \frac{x}{\sqrt{\pi}} \pm \frac{1}{2} \lambda \right) \right] \tag{PH12}
\]

\[
+ \lambda^2 \left[ \frac{\pi}{2} C \left( \frac{x}{\sqrt{\pi}} \pm \frac{1}{2} \lambda \right) \pm \frac{1}{2} \left( \frac{x}{\sqrt{\pi}} \right)^2 \right] - \frac{\pi}{2} \left( \frac{x}{\sqrt{\pi}} \pm \frac{1}{2} \lambda \right) - \sin \left[ \frac{\pi}{2} \left( \frac{x}{\sqrt{\pi}} \pm \frac{1}{2} \lambda \right) \right] \right] \\
+ \lambda^2 \left[ \frac{\pi}{2} C \left( \frac{x}{\sqrt{\pi}} \pm \frac{1}{2} \lambda \right) \pm \frac{1}{2} \left( \frac{x}{\sqrt{\pi}} \right)^2 \right] - \frac{\pi}{2} \left( \frac{x}{\sqrt{\pi}} \pm \frac{1}{2} \lambda \right) - \sin \left[ \frac{\pi}{2} \left( \frac{x}{\sqrt{\pi}} \pm \frac{1}{2} \lambda \right) \right] \right]
\]

\[
+ \lambda^2 \left[ \frac{\pi}{2} C \left( \frac{x}{\sqrt{\pi}} \pm \frac{1}{2} \lambda \right) \pm \frac{1}{2} \left( \frac{x}{\sqrt{\pi}} \right)^2 \right] - \frac{\pi}{2} \left( \frac{x}{\sqrt{\pi}} \pm \frac{1}{2} \lambda \right) - \sin \left[ \frac{\pi}{2} \left( \frac{x}{\sqrt{\pi}} \pm \frac{1}{2} \lambda \right) \right] \right]
\]

\[
+ \lambda^2 \left[ \frac{\pi}{2} C \left( \frac{x}{\sqrt{\pi}} \pm \frac{1}{2} \lambda \right) \pm \frac{1}{2} \left( \frac{x}{\sqrt{\pi}} \right)^2 \right] - \frac{\pi}{2} \left( \frac{x}{\sqrt{\pi}} \pm \frac{1}{2} \lambda \right) - \sin \left[ \frac{\pi}{2} \left( \frac{x}{\sqrt{\pi}} \pm \frac{1}{2} \lambda \right) \right] \right]
\]

\[
+ \lambda^2 \left[ \frac{\pi}{2} C \left( \frac{x}{\sqrt{\pi}} \pm \frac{1}{2} \lambda \right) \pm \frac{1}{2} \left( \frac{x}{\sqrt{\pi}} \right)^2 \right] - \frac{\pi}{2} \left( \frac{x}{\sqrt{\pi}} \pm \frac{1}{2} \lambda \right) - \sin \left[ \frac{\pi}{2} \left( \frac{x}{\sqrt{\pi}} \pm \frac{1}{2} \lambda \right) \right] \right]
\]

\[
+ \lambda^2 \left[ \frac{\pi}{2} C \left( \frac{x}{\sqrt{\pi}} \pm \frac{1}{2} \lambda \right) \pm \frac{1}{2} \left( \frac{x}{\sqrt{\pi}} \right)^2 \right] - \frac{\pi}{2} \left( \frac{x}{\sqrt{\pi}} \pm \frac{1}{2} \lambda \right) - \sin \left[ \frac{\pi}{2} \left( \frac{x}{\sqrt{\pi}} \pm \frac{1}{2} \lambda \right) \right] \right]
\]

Fig. 31. Upper panel: All four solutions (PH1) – (PH4) represented on the same plot. Evidently, they are all very close to each other, and cannot be easily distinguished in this manner. The three insets show features of the plot. At the origin, the solutions vanish up to a small deviation of magnitude comparable with the next respective order. Upon zooming in closer, one can distinguish the graphs from each other. Lower panel: Visual comparison of the highest-order solution, \( \phi_3(x) \), and the numerical solution of the phase resonance equation. In all calculations and simulations we have used value of \( \lambda = 0.1 \).
Fig. 32. Graphical comparison of the three corrections \( \phi(1)(x) \), \( \phi(2)(x) \), and \( \phi(3)(x) \) for \( \lambda = 0.1 \). At the origin, \( \phi(1)(0) = 0 \) as it does not involve a constant term, while \( \phi(2)(0) \) and \( \phi(3)(0) \) do not vanish, but rather obey the condition to \( \mathcal{O}(\lambda^3) \) and \( \mathcal{O}(\lambda^4) \), respectively, which is within their errors: \( |\phi(2)(0)| < \lambda^3 \) and \( |\phi(3)(0)| < \lambda^4 \).

We note that some of these terms, if expanded, would be \( \mathcal{O}(\lambda^3) \) or higher, but we leave them in for presentational purposes. We simplify the coefficient of the linear term (the slope of the derivative \( \phi''(x) \)), by writing the Fresnel integral in power series, and retaining only its linear term (the next higher-order term is of fifth order):

\[
\frac{\lambda}{2} - \lambda C\left(\frac{\lambda}{2}\right) + \frac{\sqrt{2} - 1}{2\sqrt{2}} \lambda^2 = \frac{\lambda}{2} - \lambda^2 + \frac{\sqrt{2} - 1}{2\sqrt{2}} \lambda^2 + \mathcal{O}(\lambda^6) \approx \frac{\lambda}{2} - \frac{\sqrt{2}}{4} \lambda^2. \tag{188}
\]

When we combine this with the zeroth-order function \( \phi(0)(x) = x^2/2 \), we find the complete second-order solution, given by eq. (PH3). Specifically, we can complete the square with the quadratic, linear, and constant terms, to obtain

\[
\frac{x^2}{2} \pm \sqrt{\pi} \left[ \frac{1}{2} \lambda - \frac{\sqrt{2}}{4} \lambda^2 \right] x + \frac{\pi}{8} \lambda^2 = \frac{\pi}{2} \left( \frac{x}{\sqrt{\pi}} \pm \left[ \frac{1}{2} \lambda - \frac{\sqrt{2}}{4} \lambda^2 \right] \right)^2 + \mathcal{O}(\lambda^3). \tag{189}
\]

In deriving this solution, we have used familiar integration techniques, and the definition of the Fresnel integrals, however it is useful to quote one of the “tricks” for the benefit of the reader who wishes to replicate these results:

\[
\int_{\pm f(\lambda)} x/\sqrt{\pi} \pm f(\lambda) \, dy \cos \left( \frac{\pi}{2} y^2 \right) = C \left( \frac{x}{\sqrt{\pi}} \pm f(\lambda) \right) \mp C(f(\lambda)). \tag{190}
\]

It is important to pay attention to the two oscillating terms in eq. (PH12): the first one, has the same functional form as the oscillating term in eq. (178), and can in fact be related to \( \rho_1(X) \) in the following way:

\[
\text{oscillating term proportional to } \lambda = \rho_1\left( \frac{x}{\sqrt{\pi}} \pm \frac{1}{2} \lambda \right). \tag{191}
\]

The second oscillating term has not been encountered before, and will be investigated in detail in Appendix G II:

\[
\rho_2(X) = \frac{\pi}{2} \left( C(X) \mp \frac{1}{2} \lambda \right)^2 - \frac{\pi}{2} \left( \sqrt{2} X \right) \left( C \left( \sqrt{2} X \right) \mp \frac{1}{2} \right) + \frac{1}{2} \sin \left[ \frac{\pi}{2} \left( \sqrt{2} X \right)^2 \right]. \tag{192}
\]

As we can see, the second-order solution \( \phi_2(x) = \phi_0(x) + \phi_1(x) \) is already heavily involved. Extending the results in [25], we use this function to source the third-order solution, see below for details.

Substituting the expression (PH4) for \( \phi_2(x) \) into eq. (120) gives the equation we need to solve at third order:

\[
\phi'''_{(3)}(x) = \lambda \cos \left[ \frac{x^2}{2} \pm \sqrt{\pi} \left( \frac{1}{2} \lambda - \frac{\sqrt{2}}{4} \lambda^2 \right) x + \frac{\pi}{8} \lambda^2 + \lambda \rho_1\left( \frac{x}{\sqrt{\pi}} \pm \frac{1}{2} \lambda \right) + \lambda^2 \rho_2\left( \frac{x}{\sqrt{\pi}} \pm \frac{1}{2} \lambda \right) \right], \tag{193}
\]

where \( \rho_1\left( \frac{x}{\sqrt{\pi}} \pm \frac{1}{2} \lambda \right) = \pi \left( \frac{x}{\sqrt{\pi}} \pm \frac{1}{2} \lambda \right) \left( C \left( \frac{x}{\sqrt{\pi}} \pm \frac{1}{2} \lambda \right) \mp \frac{1}{2} \right) - \sin \left[ \frac{\pi}{2} \left( \frac{x}{\sqrt{\pi}} \pm \frac{1}{2} \lambda \right)^2 \right] \)
and \( \rho_2\left(\frac{x}{\sqrt{\pi}}\right) = \frac{\pi}{2} \left( C \left( \frac{x}{\sqrt{\pi}} \right) \mp \frac{1}{2} \right) - \frac{\pi}{2} \left( \sqrt{2} \left[ \frac{x}{\sqrt{\pi}} \right] \right) \left( C \left( \sqrt{2} \left[ \frac{x}{\sqrt{\pi}} \right] \right) \mp \frac{1}{2} \right) + \frac{1}{2} \sin \left[ \frac{\pi}{2} \left( \sqrt{2} \left[ \frac{x}{\sqrt{\pi}} \right] \right)^2 \right] \). (195)

It is important to realise that \( \lambda \rho_1(\bullet) \) and \( \lambda^2 \rho_2(\bullet) \) are small in magnitude compared to the other terms, as is obvious when these are plotted on the same graph, see Figure 30. Hence we can treat these as a perturbation to the rest of the argument. This becomes obvious when the functions are plotted on the same graph, see Figure 30. This prompts us to expand the cosine term using the sum-to-product formulae, and expand the terms containing the perturbation:

\[
\lambda \cos \left[ \frac{x^2}{2} \pm \sqrt{\pi} \left( \frac{1}{2} \lambda - \frac{\sqrt{2}}{4} \lambda^2 \right) x + \frac{\pi}{8} \lambda^2 + \lambda \rho_1\left( \frac{x}{\sqrt{\pi}} \pm \frac{1}{2} \lambda \right) + \lambda^2 \rho_2\left( \frac{x}{\sqrt{\pi}} \right) \right] =
\]

\[
= \lambda \cos \left[ \frac{x^2}{2} \pm \sqrt{\pi} \left( \frac{1}{2} \lambda - \frac{\sqrt{2}}{4} \lambda^2 \right) x + \frac{\pi}{8} \lambda^2 \right] \times \cos \left( \lambda \rho_1\left( \frac{x}{\sqrt{\pi}} \pm \frac{1}{2} \lambda \right) + \lambda^2 \rho_2\left( \frac{x}{\sqrt{\pi}} \right) \right) - \lambda \sin \left[ \frac{x^2}{2} \pm \sqrt{\pi} \left( \frac{1}{2} \lambda - \frac{\sqrt{2}}{4} \lambda^2 \right) x + \frac{\pi}{8} \lambda^2 \right] \times \sin \left( \lambda \rho_1\left( \frac{x}{\sqrt{\pi}} \pm \frac{1}{2} \lambda \right) + \lambda^2 \rho_2\left( \frac{x}{\sqrt{\pi}} \right) \right) =
\]

\[= \lambda \cos \left[ \frac{x^2}{2} \pm \sqrt{\pi} \left( \frac{1}{2} \lambda - \frac{\sqrt{2}}{4} \lambda^2 \right) x + \frac{\pi}{8} \lambda^2 \right] - \lambda^2 \sin \left( \frac{x^2}{2} \pm \sqrt{\pi} \lambda x \right) \rho_1\left( \frac{x}{\sqrt{\pi}} \pm \frac{1}{2} \lambda \right) - \frac{1}{2} \lambda^3 \left( \cos \left( \frac{x^2}{2} \right) \rho_1^2\left( \frac{x}{\sqrt{\pi}} \pm \frac{1}{2} \lambda \right) + 2 \sin \left( \frac{x^2}{2} \right) \rho_2\left( \frac{x}{\sqrt{\pi}} \right) \right) + \mathcal{O}(\lambda^4). \]

We have combined both third-order terms together, since it makes the integration more straightforward. Integrating the expression (198), subject to the boundary condition \( \phi'(0) = 0 \) gives the derivative of the third-order correction:

\[
\phi'(3)(x) = \sqrt{\pi} \lambda \left[ C \left( \frac{x}{\sqrt{\pi}} \pm \frac{1}{2} \lambda - \frac{\sqrt{2}}{4} \lambda^2 \right) \right] + \sqrt{\pi} \lambda^2 \left[ \cos \left( \frac{x^2}{2} \pm \sqrt{\pi} \lambda x \right) C \left( \frac{x}{\sqrt{\pi}} \mp \frac{1}{2} \lambda \right) + \frac{1}{2} \cos \left( \frac{x^2}{2} \pm \sqrt{\pi} \lambda x \right) \right] - \frac{1}{2} \sqrt{\pi} \left[ \frac{\sqrt{2} x}{\sqrt{\pi}} \pm \lambda \right] C\left( \frac{\sqrt{2} x}{\sqrt{\pi}} \mp \frac{1}{2} \lambda \right) + \frac{1}{2} \left[ \frac{\sqrt{2} x}{\sqrt{\pi}} \pm \lambda \right] C\left( \frac{\sqrt{2} x}{\sqrt{\pi}} \mp \frac{1}{2} \lambda \right) - \frac{1}{2} \sqrt{\pi} \lambda^3 \left[ \frac{\sqrt{2} x}{\sqrt{\pi}} \sin \left( \frac{x^2}{2} \right) \left[ C\left( \frac{\sqrt{2} x}{\sqrt{\pi}} \mp \frac{1}{2} \lambda \right) + \frac{1}{4} \right] C\left( \frac{\sqrt{2} x}{\sqrt{\pi}} \pm \frac{1}{2} \lambda \right) - \frac{3}{8} C\left( \frac{x}{\sqrt{\pi}} \right) - \frac{3}{8} C\left( \frac{\sqrt{3} x}{\sqrt{\pi}} \right) \right] + \frac{1}{2} \cos \left( \frac{x^2}{2} \right) \left[ C\left( \frac{x}{\sqrt{\pi}} \mp \frac{1}{2} \lambda \right) + \frac{1}{4} \right] + \frac{1}{2} \cos \left( \frac{x^2}{2} \right) \left[ C\left( \frac{\sqrt{2} x}{\sqrt{\pi}} \pm \frac{1}{2} \lambda \right) \pm \frac{1}{4} \right] + \frac{1}{2} \frac{\sqrt{3} x}{\sqrt{\pi}} \right].
\]

Integrating this again, using a combination of integration by parts, substitution, double-angle formulae and other trigonometric identities, finally applying the current boundary condition \( \phi(0) = 0 \), we arrive at an expression for the third-order correction to the solution (PH1). Below is given an initial form of the solution, and as before the upper sign holds for positive \( x \), while the lower sign is valid for negative \( x \) (see Figure 32 for a plot of this function):

\[
\phi(3)(x) = \sqrt{\pi} \lambda \left[ x C\left( \frac{x}{\sqrt{\pi}} \mp \frac{1}{2} \lambda - \frac{\sqrt{2}}{4} \lambda^2 \right) - \frac{1}{\sqrt{\pi}} \sin \left[ \frac{\pi}{2} \left( \frac{x}{\sqrt{\pi}} \mp \frac{1}{2} \lambda - \frac{\sqrt{2}}{4} \lambda^2 \right) \right] \right] + \sqrt{\pi} \frac{1}{2} \lambda - \frac{\sqrt{2}}{4} \lambda^2}^2.
\]
\[
\pm \sqrt{\pi} \left( \frac{1}{2} \lambda - \frac{\sqrt{2}}{4} \lambda^2 \right) C_f \left( \frac{x}{\sqrt{\pi}} \pm \left[ \frac{1}{2} \lambda - \frac{\sqrt{2}}{4} \lambda^2 \right] \right) - \frac{1}{2} \lambda C \left( \frac{1}{2} \lambda - \frac{\sqrt{2}}{4} \lambda^2 \right) x + C \left( \frac{1}{2} \lambda - \frac{\sqrt{2}}{4} \lambda^2 \right) x \right]
\]

+ \sqrt{\pi} \lambda^2 \left[ \frac{\sqrt{\pi}}{2} C^2 \left( \frac{x}{\sqrt{\pi}} \pm \frac{1}{2} \lambda \right) \right] + \frac{\sqrt{\pi}}{2} \sin \left[ \frac{\pi}{2} \left( \frac{\sqrt{2} x}{\sqrt{\pi}} \pm \frac{1}{2} \lambda \right) \right] + C \left( \frac{1}{2} \lambda - \frac{\sqrt{2}}{4} \lambda^2 \right) x \right]

(200)

As before, we re-arrange this form of the solution to obtain groups of terms which oscillate around 0 (both for negative and positive \( x \)) and besides them, terms which are either linear or constant with \( x \), but are otherwise functions of \( \lambda \).

\[
\phi(3)(x) = \phi_3(x) - \phi_0(x) =
\]

\[
= \pm \sqrt{\pi} \left[ \frac{\lambda}{2} - \lambda C \left( \frac{\lambda}{2} - \frac{\lambda^2}{2 \sqrt{2}} \right) + \frac{\lambda^2}{2} - \lambda^2 C \left( \frac{\lambda}{2} - \frac{\lambda^2}{2 \sqrt{2}} \right) - \frac{\lambda^2}{2 \sqrt{2}} C \left( \frac{\lambda}{2} - \frac{\lambda^2}{2 \sqrt{2}} \right) - \frac{\lambda^3}{16} - \frac{\lambda^3}{8} + \frac{3 \sqrt{3}}{16} \right] x
\]

**LINEAR TERM**

+ \lambda \sin \left[ \frac{\pi}{2} \left( \frac{\lambda}{2} - \frac{\lambda^2}{2 \sqrt{2}} \right) \right] + \frac{\lambda}{2} \lambda - \pi \lambda \frac{\lambda}{2} C \left( \frac{\lambda}{2} - \frac{\lambda^2}{2 \sqrt{2}} \right) - \frac{\lambda^2}{8} \lambda^2 + \frac{\pi}{2} \lambda^2 C \left( \frac{\lambda}{2} - \frac{\lambda^2}{2 \sqrt{2}} \right) - \frac{\pi}{4 \sqrt{2}} \lambda^3 + \frac{\pi}{4 \sqrt{2}} \lambda^3 - \frac{\pi}{8} \lambda^3

**CONSTANT TERM**

\[
+ \lambda \left[ \pi \left( \frac{x}{\sqrt{\pi}} \pm \left[ \frac{1}{2} \lambda - \frac{\sqrt{2}}{4} \lambda^2 \right] \right) \right] \left( \frac{x}{\sqrt{\pi}} \pm \left[ \frac{1}{2} \lambda - \frac{\sqrt{2}}{4} \lambda^2 \right] \right) + \frac{1}{2} \right] - \sin \left[ \frac{\pi}{2} \left( \frac{x}{\sqrt{\pi}} \pm \left[ \frac{1}{2} \lambda - \frac{\sqrt{2}}{4} \lambda^2 \right] \right) \right] \right] x
\]

**OSCILLATING TERM PROPORTIONAL TO \( \lambda \)**

Fig. 33. Plots of the two functions \( \rho_1(x) \) and \( \rho_1(x/\sqrt{\pi}) \). We see that both branches (for positive and negative \( x \)) are comprised of oscillations which peter out as we increase distance from the origin.
+ \lambda^2 \left[ \frac{\pi}{2} \left( C\left( \frac{x}{\sqrt{\pi}} \pm \frac{1}{2} \lambda \right) \mp \frac{1}{2} \right)^2 - \frac{\pi}{2} \left( \sqrt{2} \left[ \frac{x}{\sqrt{\pi}} \pm \frac{1}{2} \lambda \right] \right) \right]+ \frac{1}{2} \sin \left[ \frac{\pi}{2} \left( \sqrt{2} \left[ \frac{x}{\sqrt{\pi}} \pm \frac{1}{2} \lambda \right] \right) \right] \right] 

OSCILLATING TERM PROPORTIONAL TO $\lambda^2$

+ \lambda^3 \left[ \frac{\pi}{2} \cos \left( \frac{\pi}{2} \left( x \pm \frac{1}{2} \lambda \right)^2 \right) \right]+ \frac{1}{2} \left( C\left( \frac{x}{\sqrt{\pi}} \right) \mp \frac{1}{2} \right)^2 - \frac{\pi}{2} \left( \sqrt{2} \left[ \frac{x}{\sqrt{\pi}} \right] \right) \right]+ \frac{1}{2} \sin \left[ \frac{\pi}{2} \left( \sqrt{2} \left[ \frac{x}{\sqrt{\pi}} \right] \right) \right] + \mathcal{O}(\lambda^4) \quad (201) 

OSCILLATING TERM PROPORTIONAL TO $\lambda^3$

A useful trick that we use in evaluating these integrals is the following: if $f \sim \mathcal{O}(\lambda)$ is a polynomial function of the mode parameter, we can establish which terms are relevant at each order of the solution:

$$C\left( \frac{x}{\sqrt{\pi}} \pm f(\lambda) \right) = \int_{0}^{\pi} \int_{0}^{x} \frac{y^2}{\sqrt{\pi}} \cos \left( \frac{\pi}{2} y^2 \right) \int_{\pi}^{x} \frac{\pi}{2} \cos \left( \frac{\pi}{2} y^2 \right) =$$

$$= C\left( \frac{x}{\sqrt{\pi}} \right) \pm f(\lambda) \times \cos \left[ \frac{\pi}{2} \left( \frac{x}{\sqrt{\pi}} \right)^2 \right] = C\left( \frac{x}{\sqrt{\pi}} \right) + \mathcal{O}(\lambda). \quad (202)$$

The linear and constant terms can be simplified by expanding the sine function and the Fresnel integral (see eq. (155b)):

$$\pm \sqrt{\pi} \left[ \frac{\lambda}{2} - \lambda C\left( \frac{x}{\sqrt{\pi}} \right) + \frac{\lambda^2}{2} - \lambda^2 C\left( \frac{x}{\sqrt{\pi}} \right) \right] + \frac{\lambda^2}{2} - \lambda^2 C\left( \frac{x}{\sqrt{\pi}} \right) \right] - \frac{\lambda^3}{16} - \frac{\lambda^3}{2} + \frac{3\sqrt{\pi}}{16} \lambda^3 \right] x$$

$$+ \lambda \sin \left[ \frac{\pi}{2} \left( \frac{x}{\sqrt{\pi}} \right)^2 \right] + \frac{\pi}{2} \lambda \left( \frac{x}{\sqrt{\pi}} \right)^2 - \frac{\pi}{2} \lambda \frac{\lambda}{2} C\left( \frac{x}{\sqrt{\pi}} \right) - \frac{\pi}{2} \lambda^2 + \frac{\pi}{2} \lambda^2 C\left( \frac{x}{\sqrt{\pi}} \right) - \frac{\pi}{4} \lambda^3 + \frac{\pi}{4} \lambda^3 - \frac{\pi}{8} \lambda^3 =$$

$$= \pm \pi \left[ \frac{1}{2} \lambda - \sqrt{\pi} \frac{\lambda^2}{4} + \frac{3\sqrt{\pi}}{16} - \frac{1}{8} \lambda^3 \right] \left( \frac{x}{\sqrt{\pi}} \right) + \pi \left[ \frac{1}{8} \lambda^2 - \sqrt{\pi} \frac{\lambda^3}{8} \lambda^3 \right] + \mathcal{O}(\lambda^4) \quad (203)$$

Combining eq. (201) with $\phi(t)(x) = x^2/2$, we obtain the complete solution to third order in $\lambda$, eq. (PH4). In particular, we have combined the quadratic, linear, and constant terms into a single quadratic term:

$$\frac{x^2}{2} \pm \pi \left[ \frac{1}{2} \lambda - \sqrt{\pi} \frac{\lambda^2}{4} + \frac{3\sqrt{\pi}}{16} - \frac{1}{8} \lambda^3 \right] \left( \frac{x}{\sqrt{\pi}} \right) + \pi \left[ \frac{1}{8} \lambda^2 - \sqrt{\pi} \frac{\lambda^3}{4}\sqrt{\pi} \right] = \pi \left[ \frac{1}{2} \lambda - \sqrt{\pi} \frac{\lambda^2}{4} + \frac{3\sqrt{\pi}}{16} - \frac{1}{8} \lambda^3 \right] + \mathcal{O}(\lambda^4). \quad (204)$$

Finally, we pay attention to the form of the oscillating terms. If we compare eq. (201) to eqs. (178) and (PH12), we can immediately notice how the oscillating terms proportional to $\lambda$ and $\lambda^2$ are related to previous results:

$$\text{OSCILLATING TERM PROPORTIONAL TO } \lambda = \rho_1 \left( \frac{x}{\sqrt{\pi}} \pm \left[ \frac{1}{2} \lambda - \frac{\sqrt{\pi}}{4} \right] \right). \quad (205a) \quad \text{OSCILLATING TERM PROPORTIONAL TO } \lambda^2 = \rho_2 \left( \frac{x}{\sqrt{\pi}} \pm \left[ \frac{1}{2} \lambda - \frac{\sqrt{\pi}}{4} \lambda^2 \right] \right). \quad (205b)$$

We are in a position to establish the functional form of the third-order oscillating term, $\rho_3(X)$:

$$\rho_3(X) = \frac{\pi}{2} \cos \left[ \frac{\pi}{2} \lambda^2 \right] \left( C(X) \mp \frac{1}{2} \lambda^2 - \frac{\pi}{2} \lambda \right) \left( C(X) \mp \frac{1}{2} \lambda \right) - \frac{\pi}{8} X \lambda^2 \left( X \right) \mp \frac{1}{2} \lambda \right)^2 \right] + \frac{3\pi}{8} \left( \sqrt{\pi} \lambda \mp \frac{1}{2} \lambda \right) \left( \sqrt{\pi} \lambda \mp \frac{1}{2} \lambda \right) + \frac{1}{2} \sin \left[ \frac{\pi}{2} \lambda^2 \right] - \frac{3}{8} \sin \left[ \frac{\pi}{2} \left( \sqrt{\pi} \lambda \right)^2 \right]. \quad (206)$$
II. Supplementary plots and remarks

The corrections have been plotted in Figure 32 for value of $\lambda = 0.1$. Interesting is their behaviour around the origin: even though we have imposed the condition $\phi(0) = 0$ at each order of the solution, it is important to note that they have corrections of the next-higher order of $\lambda$: $\phi_{(1)}(x)$ is accurate up to $O(\lambda^2)$, $\phi_{(2)}(x)$ to $O(\lambda^3)$, and so on. Therefore, at the origin $x = 0$, $\phi_{(1)}(x)$ satisfies the initial condition and goes through $(0,0)$, since it does not contain any constant terms in $\lambda$ (cf. eq. (178)). The next-order correction, $\phi_{(2)}(x)$, however, does not go through the origin: we can see this both from eq. (PH12) and from Figure 32. Note that this is not only due to the constant term $\pi \lambda^2/8$, but also because the oscillating term proportional to $\lambda$ in eq. (PH12) does not go through the origin. Similarly, $|\phi_{(3)}(0)| \sim O(\lambda^4)$, and the third-order correction is also valid.

As we can see, certain function emerge in the arguments of the phase functions: the coefficients of the linear $x$ term in each of the phase corrections can be written as $\pm \sqrt{\pi} \sigma_{1,2,3}(\lambda)$, where the functions are given by:

$$
\sigma_1(\lambda) = \frac{1}{2}\lambda, \quad (207) \quad \sigma_2(\lambda) = \frac{1}{2}\lambda - \frac{\sqrt{2}}{4}\lambda^2, \quad (208) \quad \sigma_3(\lambda) = \frac{1}{2}\lambda - \frac{\sqrt{2}}{4}\lambda^2 + \frac{3\sqrt{3} - 1}{16}\lambda^3. \quad (121)
$$

These have been plotted (for $\lambda = 0.1$) in Fig. 16, and discussed in more detail in Section IV C.

The last issue we will discuss in this section is the functional form of the oscillating terms $\rho_{(1,2,3)}(X)$, given by eqs. (180), (192), and (206). These represent the functions which arise as the oscillating terms at first, second, and third orders, respectively. Two of them, $\rho_1(X)$ and $\rho_3(X)$, oscillate around the abscissa, and are depicted in Figure 33 and Figure 35. The magnitude of the oscillations decreases with $|X|$, while their frequency increases, which means that they can safely be treated as perturbations to terms which grow quadratically or linearly with $X$. The function $\rho_2(X)$ differs slightly from the others in that it does not oscillate around the abscissa, but rather around the curve $1/4\pi X^2$, as can be seen from analytically expanding the function for large values of $|X|$ (i.e., $|X| > 1$):

$$
\rho_2(X) = \frac{\pi}{2} \left( C(X) \mp \frac{1}{2} \right)^2 - \frac{\pi}{\sqrt{2}} X \left( C\left(\sqrt{2} X\right) \mp \frac{1}{2} \right) + \frac{1}{2} \sin(\pi X^2) \sim \frac{1}{4\pi X^2} \left( 1 - \cos(\pi X^2) \right) + O(X^{-3}) \quad (209)
$$

The details about $\rho_2(X)$ are plotted on Figure 34, and we can see that despite the dissimilarities to the other two functions, it still decreases in magnitude with increasing $|X|$, and can be treated as a perturbation to the other terms.

![Fig. 34. Upper panel: Graphical representation of the two functions $\rho_2(x)$ and $\rho_2(x/\sqrt{\pi})$. Lower panel: The same functions, however here the highest-order guide function is removed to reveal the oscillations. It is evident from the deviation from $y = 0$, especially around the origin, that there are lower-order contributions to the guide function. From both panels, however, we see that the function $\rho_2(X)$ oscillates more rapidly and decreases in magnitude away from the origin.](image-url)
III. Phase resonance equation with \( n \neq 1 \)

If we consider the source equation (19b) in the single-mode version again, however this time instead of keeping the mode with \( n = 1 \), we include only the \( r \)th mode, then we need to solve the following differential equation:

\[
(\phi^{(r)}(x))'' = 1 + \lambda_r \cos(r \phi^{(r)}).
\]  

(210)

The algorithm for solution is identical to the one presented above for the case with \( r = 1 \), hence we only quote the results at each order. The zeroth-order correction is left unchanged, given by eq. (PH1). The first-order correction is:

\[
\phi^{(r)}_{(1)}(x) = \pm \pi \left[ \frac{1}{2} \frac{\lambda_r}{\sqrt{r}} \left( \frac{x}{\sqrt{\pi}} \right) + \frac{\lambda_r}{r} \left[ \pi \left( \sqrt[4]{r} \left[ \frac{x}{\sqrt{\pi}} \right] \right) \left( C \left( \sqrt[4]{r} \left[ \frac{x}{\sqrt{\pi}} \right] \right) \mp \frac{1}{2} \right) - \sin \left( \frac{\pi}{2} \left( \sqrt[4]{r} \left[ \frac{x}{\sqrt{\pi}} \right] \right)^2 \right) \right] + O(\lambda_r^2). \tag{PH13}
\]

In the second-order correction we begin to notice the evolution of the terms from the original solution eq. (PH12):

\[
\phi^{(r)}_{(2)}(x) = \pm \pi \left[ \frac{1}{2} \frac{\lambda_r}{\sqrt{r}} - \frac{\sqrt{3}}{2 \, \lambda_r^2} \right] \left( \frac{x}{\sqrt{\pi}} \right) + \frac{1}{8} \frac{\lambda_r^2}{r} \\
+ \frac{\lambda_r}{r} \left[ \pi \left( \sqrt[4]{r} \left[ \frac{x}{\sqrt{\pi}} \right] \pm \frac{\lambda_r}{\sqrt{r}} \right) \left( C \left( \sqrt[4]{r} \left[ \frac{x}{\sqrt{\pi}} \right] \right) \mp \frac{1}{2} \right) - \sin \left( \frac{\pi}{2} \left( \sqrt[4]{r} \left[ \frac{x}{\sqrt{\pi}} \right] \right)^2 \right) \right] \\
+ \frac{\lambda_r^2}{r} \left[ \frac{3 \sqrt{3} - 1}{16} \frac{\lambda_r^3}{\sqrt{r}} \left( \frac{x}{\sqrt{\pi}} \right) + \frac{1}{8} \frac{\lambda_r^2}{r} - \frac{\sqrt{3}}{8} \frac{\lambda_r^3}{r} \right] \\
+ \frac{\lambda_r}{r} \left[ \pi \left( \sqrt[4]{r} \left[ \frac{x}{\sqrt{\pi}} \right] \pm \sigma_2^{(r)}(\lambda_r) \right) \left( C \left( \sqrt[4]{r} \left[ \frac{x}{\sqrt{\pi}} \right] \right) \mp \frac{1}{2} \right) - \sin \left( \frac{\pi}{2} \left( \sqrt[4]{r} \left[ \frac{x}{\sqrt{\pi}} \right] \right)^2 \right) \right] \\
+ \frac{\lambda_r^2}{r} \left[ \frac{1}{2} \left( C \left( \sqrt[4]{r} \left[ \frac{x}{\sqrt{\pi}} \right] \right) \mp \frac{1}{2} \right)^2 + \frac{1}{2} \sin \left( \frac{\pi}{2} \left( \sqrt[4]{r} \left[ \frac{x}{\sqrt{\pi}} \right] \right)^2 \right) \right] + O(\lambda_r^3). \tag{PH14}
\]

Fig. 35. Plots of the two functions \( \rho_3(x) \) and \( \rho_3(x/\sqrt{\pi}) \). We see that both branches (for positive and negative \( x \)) are comprised of oscillations which peter out as the distance from the origin increases.
\[ -\frac{\pi}{2} \left( \sqrt{2r} \left[ \frac{x}{\sqrt{\pi}} \pm \frac{1}{2} \frac{\lambda_r}{\sqrt{\pi}} \right] \right) \left( C \left( \sqrt{2r} \left[ \frac{x}{\sqrt{\pi}} \pm \frac{1}{2} \frac{\lambda_r}{\sqrt{\pi}} \right] \right) \mp \frac{1}{2} \right) \]  
\[ + \frac{\lambda_1^3}{r} \left[ \frac{\pi}{2} \cos \left( \frac{\pi}{2} \left( \sqrt{\frac{x}{\sqrt{\pi}}} \right)^2 \right) \left( C \left( \sqrt{\frac{x}{\sqrt{\pi}}} \right) \mp \frac{1}{2} \right) - \frac{\pi}{\sqrt{2}} \left( \sqrt{\frac{x}{\sqrt{\pi}}} \right) \left( C \left( \sqrt{\frac{x}{\sqrt{\pi}}} \right) \mp \frac{1}{2} \right) \right) \]  
\[ + \frac{3\pi}{8} \left( \sqrt{3r} \left[ \frac{x}{\sqrt{\pi}} \right] \right) \left( C \left( \sqrt{3r} \left[ \frac{x}{\sqrt{\pi}} \right] \right) \mp \frac{1}{2} \right) - \frac{\pi}{8} \left( \sqrt{3r} \left[ \frac{x}{\sqrt{\pi}} \right] \right) \left( C \left( \sqrt{\frac{x}{\sqrt{\pi}}} \right) \mp \frac{1}{2} \right) \]  
\[ - \frac{3}{8} \sin \left[ \frac{\pi}{2} \left( \sqrt{\frac{x}{\sqrt{\pi}}} \right)^2 \right] + \frac{1}{8} \sin \left[ \frac{\pi}{2} \left( \sqrt{\frac{x}{\sqrt{\pi}}} \right)^2 \right] \]  
\[ + O(\lambda^4). \]  

These results can be obtained from the ones involving \( \lambda_1 \equiv \lambda \) by transforming eq. (112) with a change of variables:

\[ \phi \rightarrow \phi^{(r)} = r\phi \]  
\[ x \rightarrow \sqrt{r}x, \]  

which yields eq. (210), hence the solutions to this equation can be found from eq. (112) by applying a change of variables. It is interesting to see how the number of the mode \( r \) affects the graphical behaviour of the solution. In Figure 19 we have plotted the effect of the mode number \( r \) on the correction \( \phi_3^{(r)}(x) \), and in Figure 36 we see the effect...
IV. Phase resonance equation with two distinct modes

As an interlude to solving the multi-mode version of the phase resonance equation, we present the solution for two modes on the right-hand side, labelled by integers \( r \) and \( s \). Without loss of generality, we can let \( r < s \).

\[
\left(\phi^{(r,s)}(x)\right)'' = 1 + \lambda_r \cos(r\phi) + \lambda_s \cos(s\phi). \tag{129}
\]

The zeroth-order solution remains unchanged, \( \phi_0^{(r,s)} = x^2/2 \). The first-order correction can be written in the form:

\[
\phi_{(1)}^{(r,s)}(x) = \sum_{l \in \{r,s\}} \left\{ \pm \frac{\pi \lambda_l}{2 \sqrt{l}} \left(\frac{x}{\sqrt{\pi}}\right) + \frac{\lambda_l}{l} \left[ \sqrt{l} \left(\frac{x}{\sqrt{\pi}}\right) \right] C \left(\sqrt{l} \left(\frac{x}{\sqrt{\pi}}\right)\right) \mp \frac{1}{2} \right\} - \sin \left[ \frac{\pi}{2} \left(\sqrt{l} \left(\frac{x}{\sqrt{\pi}}\right)^2\right)\right], \tag{PH16}
\]
i.e., the two separate solutions do not mix at first order, and effectively \( \phi_{(1)}^{(r,s)}(x) = \phi_{(1)}^{(r)}(x) + \phi_{(1)}^{(s)}(x) \).

At next order, however, mixing occurs, since we need to substitute the above expression (PH16) in both terms on the right-hand side of eq. (129). The second-order correction to the original solution can be found to be a combination of (modified) single-mode corrections plus a new mixing term at second order.

\[
\phi_{(2)}^{(r,s)}(x) = \pm \pi \left[ \frac{1}{2} \left( \frac{\lambda_r}{\sqrt{r}} + \frac{\lambda_s}{\sqrt{s}} \right) - \frac{\sqrt{2}}{4} \left( \frac{\lambda^2_r}{\sqrt{r}} + \frac{\lambda^2_s}{\sqrt{s}} \right) + \frac{1}{4} \left( \frac{r-s}{r+s} \right)^{3/2} - \left( \frac{r+s}{r-s} \right)^{3/2} \right] \frac{x}{r} \left( \frac{\lambda r \lambda_s}{r} \right) \frac{x}{(r+s)} \left( \frac{\pi}{\sqrt{r}} \right) + \frac{\pi}{8} \left( \frac{\lambda_r}{\sqrt{r}} + \frac{\lambda_s}{\sqrt{s}} \right) \right]^2 \\
+ \frac{\lambda_r}{r} \left[ \frac{\pi}{r} \left( \sqrt[4]{\frac{x}{\sqrt{r}}} \pm \frac{1}{2} \left( \frac{\lambda_r}{\sqrt{r}} + \frac{\lambda_s}{\sqrt{s}} \right) \left( \sqrt[4]{\frac{x}{\sqrt{r}}} \pm \frac{1}{2} \left( \frac{\lambda_r}{\sqrt{r}} + \frac{\lambda_s}{\sqrt{s}} \right) \right) \right) \right] - \frac{\pi}{2} \left( \sqrt[4]{\frac{x}{\sqrt{r}}} \right) \left( \frac{\lambda^2_r}{\sqrt{r}} \right) \left( \sqrt[4]{\frac{x}{\sqrt{r}}} \right) \left( \frac{1}{2} \right) + \frac{\lambda_s}{s} \left( \sqrt[4]{\frac{x}{\sqrt{s}}} \right) \left( \frac{\lambda^2_s}{\sqrt{s}} \right) \left( \sqrt[4]{\frac{x}{\sqrt{s}}} \right) \left( \frac{1}{2} \right) \\
- \frac{1}{2} \frac{\lambda_r \lambda_s}{r s} \left( \sqrt[4]{s-r} \left[ \frac{x}{\sqrt{r}} \right] \right)^2 \left( \sqrt[4]{s-r} \left[ \frac{x}{\sqrt{s}} \right] \right)^2 - \left( r+s \right) \left( \sqrt[4]{r+s} \left[ \frac{x}{\sqrt{r}} \right] \right)^2 \left( \sqrt[4]{r+s} \left[ \frac{x}{\sqrt{s}} \right] \right)^2 \\
+ \frac{1}{2} \left( \sqrt[4]{\frac{x}{\sqrt{r}}} \right) \left( \frac{\lambda^2_r}{\sqrt{r}} \right) \left( \frac{\lambda^2_r}{\sqrt{r}} \right) \left( \frac{1}{2} \right) + \frac{\lambda_s}{s} \left( \sqrt[4]{\frac{x}{\sqrt{s}}} \right) \left( \frac{\lambda^2_s}{\sqrt{s}} \right) \left( \frac{1}{2} \right) \right] = \sum_{t \in \{r,s\}} \left\{ \pm \frac{\lambda_t}{t} \left[ \frac{\sqrt[4]{r}}{\sqrt{r}} \pm \frac{1}{2} \left( \frac{\lambda_t}{\sqrt{r}} + \frac{\lambda_t}{\sqrt{s}} \right) \left( \sqrt[4]{r} \right) \right]^2 \right\}.
\]

(PH17)
\[
\begin{aligned}
+ \frac{\pi}{2} \frac{s - r}{\sqrt{r s}} \left( \sqrt{s - r} \left[ \frac{x}{\sqrt{\pi}} \right] \right) C \left( \sqrt{s - r} \left[ \frac{x}{\sqrt{\pi}} \right] \mp \frac{1}{2} \right) & - \frac{\pi}{2} \frac{r + s}{\sqrt{r s}} \left( \sqrt{r + s} \left[ \frac{x}{\sqrt{\pi}} \right] \right) C \left( \sqrt{r + s} \left[ \frac{x}{\sqrt{\pi}} \right] \mp \frac{1}{2} \right) \\
+ \frac{1}{2} \frac{r + s}{\sqrt{r s}} \sin \left( \frac{\pi}{2} \frac{r + s}{\sqrt{r s}} \left[ \frac{x}{\sqrt{\pi}} \right] \right) & - \frac{1}{2} \frac{s - r}{\sqrt{r s}} \sin \left( \frac{\pi}{2} \frac{s - r}{\sqrt{r s}} \left[ \frac{x}{\sqrt{\pi}} \right] \right)
\end{aligned}
\]

Here, \( \bar{l} \) denotes the element of the set \( \{r, s\} \) which is currently not \( l \). It is best to interpret these results graphically.

Fig. 38. Slope of the phase solution with two different oscillating modes, \( r \) and \( s \), for several different combinations of the mode numbers, and for \( 0 \leq \lambda_r, \lambda_s \leq 1 \).
Finally, we present the third-order solution for a source equation with two distinct modes.

\[
\phi_{(3)}^{(r,s)}(x) = \pm \pi \left[ \frac{\lambda_r}{\sqrt{r}} + \frac{\lambda_s}{\sqrt{s}} - \frac{\sqrt{2\pi}}{4} \left( \frac{\lambda_r^2}{\sqrt{r}} + \frac{\lambda_s^2}{\sqrt{s}} \right) + \frac{1}{4} \left( (s - r)^{3/2} - (r + s)^{3/2} \right) \frac{\lambda_r \lambda_s}{r \sqrt{s}} + \frac{3\sqrt{3} - 1}{16} \left( \frac{\lambda_r^3}{\sqrt{r}} + \frac{\lambda_s^3}{\sqrt{s}} \right) + \frac{1}{16} \left( (2r + s)^{3/2} - \text{sgn}(2r - s)(2r - s)^{3/2} - 2s^{3/2} \right) \frac{\lambda_r^2}{r \sqrt{s}} \right] \left( \frac{x}{\sqrt{\pi}} \right) \\
+ \pi \left[ \frac{1}{8} \left( \frac{\lambda_r}{\sqrt{r}} + \frac{\lambda_s}{\sqrt{s}} \right)^2 - \frac{\sqrt{2\pi}}{8} \left( \frac{\lambda_r^2}{\sqrt{r}} + \frac{\lambda_s^2}{\sqrt{s}} \right) \frac{\lambda_r \lambda_s}{r \sqrt{s}} + \frac{1}{8} \left( \frac{\lambda_r}{\sqrt{r}} + \frac{\lambda_s}{\sqrt{s}} \right) \left( (s - r)^{3/2} - (r + s)^{3/2} \right) \frac{\lambda_r \lambda_s}{r \sqrt{s}} \right] \\
+ \pi \left( \frac{\lambda_r}{r} \left( \sqrt[5]{\frac{x}{\sqrt{\pi}}} \pm \sigma_2^{(r,s)} \right) \right) \left( C \left( \sqrt[5]{\frac{x}{\sqrt{\pi}}} \pm \sigma_2^{(r,s)} \right) \right) \left( \frac{1}{2} \right) \\
+ \frac{\lambda_s}{s} \left( \sqrt[5]{\frac{x}{\sqrt{\pi}}} \pm \sigma_2^{(r,s)} \right) \left( C \left( \sqrt[5]{\frac{x}{\sqrt{\pi}}} \pm \sigma_2^{(r,s)} \right) \right) \left( \frac{1}{2} \right) \\
- \frac{\lambda_r}{r} \sin \left[ \frac{\pi}{2} \left( \sqrt[5]{\frac{x}{\sqrt{\pi}}} \pm \sigma_2^{(r,s)} \right) \right]^2 \right] - \frac{\lambda_s}{s} \sin \left[ \frac{\pi}{2} \left( \sqrt[5]{\frac{x}{\sqrt{\pi}}} \pm \sigma_2^{(r,s)} \right) \right]^2 \\
+ \pi \left( \frac{\lambda_r}{\sqrt{r}} \left( C \left( \sqrt[5]{\frac{x}{\sqrt{\pi}}} \pm \sigma_1^{(r,s)} \right) \right) \left( \frac{1}{2} \right) \right) + \frac{\lambda_s}{s} \left( C \left( \sqrt[5]{\frac{x}{\sqrt{\pi}}} \pm \sigma_1^{(r,s)} \right) \right) \left( \frac{1}{2} \right) \\
+ \frac{\pi}{2} \left( \frac{\lambda_r \lambda_s}{r s} \left( (s - r) \left( \sqrt[5]{\frac{x}{\sqrt{\pi}}} \pm \sigma_1^{(r,s)} \right) \right) \right) \left( C \left( \sqrt[5]{\frac{x}{\sqrt{\pi}}} \pm \sigma_1^{(r,s)} \right) \right) \left( \frac{1}{2} \right) \\
- (r + s) \left( \sqrt[5]{r + s} \left( \frac{x}{\sqrt{\pi}} \pm \sigma_1^{(r,s)} \right) \right) \left( C \left( \sqrt[5]{r + s} \left( \frac{x}{\sqrt{\pi}} \pm \sigma_1^{(r,s)} \right) \right) \right) \left( \frac{1}{2} \right) \\
- \frac{\pi}{2} \left( \frac{\lambda_r^2}{r} \left( \sqrt[5]{\frac{x}{\sqrt{\pi}}} \pm \sigma_1^{(r,s)} \right) \right) \left( C \left( \sqrt[5]{\frac{x}{\sqrt{\pi}}} \pm \sigma_1^{(r,s)} \right) \right) \left( \frac{1}{2} \right) \\
+ \frac{\lambda_s^2}{s} \left( \sqrt[5]{\frac{x}{\sqrt{\pi}}} \pm \sigma_1^{(r,s)} \right) \left( C \left( \sqrt[5]{\frac{x}{\sqrt{\pi}}} \pm \sigma_1^{(r,s)} \right) \right) \left( \frac{1}{2} \right) \\
- \frac{1}{2} \left( \frac{\lambda_r \lambda_s}{r \ s} \right) \sin \left[ \frac{\pi}{2} \left( \sqrt[5]{\frac{x}{\sqrt{\pi}}} \pm \sigma_1^{(r,s)} \right) \right]^2 \right] - (r + s) \sin \left[ \frac{\pi}{2} \left( \sqrt[5]{r + s} \left( \frac{x}{\sqrt{\pi}} \pm \sigma_1^{(r,s)} \right) \right) \right]^2 \\
+ \frac{1}{2} \left( \frac{\lambda_r^2}{r} \sin \left[ \frac{\pi}{2} \left( \sqrt[5]{\frac{x}{\sqrt{\pi}}} \pm \sigma_1^{(r,s)} \right) \right]^2 \right) + \frac{\lambda_s^2}{s} \sin \left[ \frac{\pi}{2} \left( \sqrt[5]{\frac{x}{\sqrt{\pi}}} \pm \sigma_1^{(r,s)} \right) \right]^2 \\
+ \frac{\pi}{2} \left( \frac{\lambda_r}{r} \cos \left[ \frac{\pi}{2} \left( \sqrt[5]{\frac{x}{\sqrt{\pi}}} \right) \right]^2 \right) + \frac{\lambda_s}{s} \cos \left[ \frac{\pi}{2} \left( \sqrt[5]{\frac{x}{\sqrt{\pi}}} \right) \right]^2 \left( \frac{\lambda_r}{\sqrt{r}} \left( C \left( \sqrt[5]{\frac{x}{\sqrt{\pi}}} \right) \right) \right) \left( \frac{1}{2} \right) + \frac{\lambda_s}{s} \left( C \left( \sqrt[5]{\frac{x}{\sqrt{\pi}}} \right) \right) \left( \frac{1}{2} \right) \right]^2
\[
+ \frac{\pi}{2} \left( \frac{\lambda_r}{r} \right) \left( \frac{\lambda_s}{s} \left( s - r \right)^{3/2} \left( C \left( \frac{\sqrt{s - r}}{\sqrt{\pi}} \right) + \frac{1}{2} \right) - \left( r + s \right)^{3/2} \left( C \left( \frac{\sqrt{r + s}}{\sqrt{\pi}} \right) + \frac{1}{2} \right) \right) \times \\
\left( \frac{\lambda_r}{\sqrt{r}} \left( C \left( \frac{x}{\sqrt{\pi}} \right) + \frac{1}{2} \right) + \frac{\lambda_s}{\sqrt{s}} \left( C \left( \frac{x}{\sqrt{\pi}} \right) + \frac{1}{2} \right) \right) \\
- \frac{\pi}{\sqrt{2}} \left( \frac{\lambda^2}{\sqrt{r}} \left( C \left( \frac{2\sqrt{r}}{\sqrt{\pi}} \right) + \frac{1}{2} \right) + \frac{\lambda^2}{\sqrt{s}} \left( C \left( \frac{2\sqrt{s}}{\sqrt{\pi}} \right) + \frac{1}{2} \right) \right) \times \\
\left( \frac{\lambda_r}{\sqrt{r}} \left( C \left( \frac{x}{\sqrt{\pi}} \right) + \frac{1}{2} \right) + \frac{\lambda_s}{\sqrt{s}} \left( C \left( \frac{x}{\sqrt{\pi}} \right) + \frac{1}{2} \right) \right) \\
+ \frac{3\pi}{8} \left( \frac{\lambda^3}{r} \left( \sqrt{3r} \frac{x}{\sqrt{\pi}} \right) \left( C \left( \frac{\sqrt{3r}}{\sqrt{\pi}} \right) + \frac{1}{2} \right) + \frac{\lambda^3}{s} \left( \sqrt{3s} \frac{x}{\sqrt{\pi}} \right) \left( C \left( \frac{\sqrt{3s}}{\sqrt{\pi}} \right) + \frac{1}{2} \right) \right) \\
+ \frac{\pi}{8} \left( \frac{\lambda_r}{r} \left( 2r + s \right)^{3/2} \left( \sqrt{2r + s} \frac{x}{\sqrt{\pi}} \right) \left( C \left( \frac{\sqrt{2r + s}}{\sqrt{\pi}} \right) + \frac{1}{2} \right) + \frac{\lambda_s}{s} \left( 2s + r \right)^{3/2} \left( \sqrt{2s + r} \frac{x}{\sqrt{\pi}} \right) \left( C \left( \frac{\sqrt{2s + r}}{\sqrt{\pi}} \right) + \frac{1}{2} \right) \right) \\
- \frac{\pi}{8} \left( \frac{\lambda^3}{r} \left( \frac{x}{\sqrt{\pi}} \right) \left( C \left( \frac{x}{\sqrt{\pi}} \right) + \frac{1}{2} \right) + \frac{\lambda^3}{s} \left( \frac{x}{\sqrt{\pi}} \right) \left( C \left( \frac{x}{\sqrt{\pi}} \right) + \frac{1}{2} \right) \right) \\
- \frac{\pi}{4} \frac{\lambda_r}{r} \frac{\lambda_s}{s} \left( \frac{\lambda_r}{r} \left( 2r - s \right)^{3/2} \left( \sqrt{2r - s} \frac{x}{\sqrt{\pi}} \right) \left( C \left( \frac{\sqrt{2r - s}}{\sqrt{\pi}} \right) + \frac{1}{2} \right) + \frac{\lambda_s}{s} \left( 2s - r \right)^{3/2} \left( \sqrt{2s - r} \frac{x}{\sqrt{\pi}} \right) \left( C \left( \frac{\sqrt{2s - r}}{\sqrt{\pi}} \right) + \frac{1}{2} \right) \right) \\
- \frac{3}{8} \left( \frac{\lambda^3}{r} \sin \left( \frac{\pi}{2} \left( \frac{x}{\sqrt{\pi}} \right) \right) \right) + \frac{\lambda^3}{s} \sin \left( \frac{\pi}{2} \left( \frac{x}{\sqrt{\pi}} \right) \right) \\
- \frac{1}{8} \frac{\lambda_r}{r} \frac{\lambda_s}{s} \left( \frac{\lambda_r}{r} \left( 2r + s \right)^{3/2} \left( \sqrt{2r + s} \frac{x}{\sqrt{\pi}} \right) \left( C \left( \frac{\sqrt{2r + s}}{\sqrt{\pi}} \right) + \frac{1}{2} \right) + \frac{\lambda_s}{s} \left( 2s + r \right)^{3/2} \left( \sqrt{2s + r} \frac{x}{\sqrt{\pi}} \right) \left( C \left( \frac{\sqrt{2s + r}}{\sqrt{\pi}} \right) + \frac{1}{2} \right) \right) \\
+ \frac{1}{8} \frac{\lambda_r}{r} \frac{\lambda_s}{s} \left( \frac{\lambda_r}{r} \left( 2r - s \right)^{3/2} \left( \sqrt{2r - s} \frac{x}{\sqrt{\pi}} \right) \left( C \left( \frac{\sqrt{2r - s}}{\sqrt{\pi}} \right) + \frac{1}{2} \right) + \frac{\lambda_s}{s} \left( 2s - r \right)^{3/2} \left( \sqrt{2s - r} \frac{x}{\sqrt{\pi}} \right) \left( C \left( \frac{\sqrt{2s - r}}{\sqrt{\pi}} \right) + \frac{1}{2} \right) \right) \\
\]
Fig. 39. Graphical demonstration of the validity of the solutions to the phase resonance equation with two distinct modes \( r \) and \( s \), for several different number combinations. In all these cases, we use \( \lambda_1 = 0.1 \), and then consecutive coefficients are calculated by \( \lambda_n = \lambda_1 / n^{2.5} \). We can see that in all cases, the remainder is an order of magnitude smaller than the larger coefficient \( \lambda_r \).

\[
\begin{align*}
+ \frac{1}{8} \left( \frac{\lambda^3_r}{r} \sin \left[ \frac{\pi}{2} \left( \sqrt{r} \left[ \frac{x}{\sqrt{r}} \right] \right) \right] + \frac{\lambda^3_s}{s} \sin \left[ \frac{\pi}{2} \left( \sqrt{s} \left[ \frac{x}{\sqrt{s}} \right] \right) \right] \right) \\
+ \frac{1}{4} \frac{\lambda_r \lambda_s}{r s} \left( \frac{\lambda^2_r}{r} \frac{1}{s} \sin \left[ \frac{\pi}{2} \left( \sqrt{r} \left[ \frac{x}{\sqrt{r}} \right] \right) \right] + \frac{\lambda^2_s}{s} \frac{1}{r} \sin \left[ \frac{\pi}{2} \left( \sqrt{s} \left[ \frac{x}{\sqrt{s}} \right] \right) \right] \right)
\end{align*}
\]  

(PH19)
V. Multi-mode phase equation

We know by designation that the correction $\phi'(1)(x)$ will be of first order in the $\{\lambda_n\}$. Therefore, we ignore any terms of second or higher order when solving the differential equation (132), as they belong to higher-order corrections:

$$\phi''(1)(x) = \sum_n \lambda_n \cos(n \phi_0). \quad (132)$$

Substituting for $\phi_0(x)$ from eq. (PH5), we obtain the differential equation whose solution is the first-order correction:

$$\phi''(1)(x) = \sum_n \lambda_n \cos(n x^2 / 2). \quad (212)$$

We integrate once to find the first derivative (we have to apply the appropriate boundary condition $\phi'(0) = 0$), keeping in mind that the integral of a sum is simply a sum of the integrals. We obtain the following result:

$$\phi'(1)(x) = \sqrt{\pi} \sum_n \lambda_n \sqrt{n} C \left( \frac{\sqrt{n} x}{\sqrt{\pi}} \right). \quad (213)$$

Integrating this once again, and keeping track of the boundary condition $\phi(0) = 0$ yields the first-order correction:

$$\phi(1)(x) = \sum_n \left\{ \pm \frac{\pi}{2} \lambda_n \left( \sqrt{n} \left[ \frac{x}{\sqrt{\pi}} \right] \right) + \sum_n \frac{\lambda_n}{\sqrt{n}} \left[ \pi \left( \sqrt{n} \left[ \frac{x}{\sqrt{\pi}} \right] \right) \left( C \left( \sqrt{n} \left[ \frac{x}{\sqrt{\pi}} \right] \right) \mp \frac{1}{2} \right) \mp \sin \left[ \frac{\pi}{2} \left( \sqrt{n} \left[ \frac{x}{\sqrt{\pi}} \right] \right)^2 \right] \right\} = \sum_n \phi^{(n)}(1). \quad (PH20)$$

As we can see, in exactly the same way as solution (PH16), this first-order result exhibits no mixing between the solutions for different values of $n$, which means it can be expressed as a sum over many single-mode solutions of the form (PH13). Combining this with the zeroth-order solution, eq. (PH5), we can write down the complete solution of the phase equation to first order in the case of an infinite number of Fourier-like coefficients $\{\lambda_n\}$. As before, it is beneficial to combine the terms proportional to $x^2$ and $x$ into a single term, again retaining only terms linear in $\{\lambda_n\}$:

$$\phi_1(x) = \frac{\pi}{2} \left( \frac{x}{\sqrt{\pi}} \mp \frac{1}{2} \sum_n \frac{\lambda_n}{\sqrt{n}} \right)^2 \sum_n \frac{\lambda_n}{\sqrt{n}} \left[ \pi \left( \sqrt{n} \left[ \frac{x}{\sqrt{\pi}} \right] \right) \left( C \left( \sqrt{n} \left[ \frac{x}{\sqrt{\pi}} \right] \right) \pm \frac{1}{2} \right) \mp \sin \left[ \frac{\pi}{2} \left( \sqrt{n} \left[ \frac{x}{\sqrt{\pi}} \right] \right)^2 \right] \right). \quad (PH6)$$

The second-order correction to eq. (130) requires us to solve eq. (134). The argument of the trigonometric function on the right-hand side is given by the first-order correction, eq. (PH20) combined with the zeroth-order solution:

$$\phi''(2)(x) = \sum_n \lambda_n \cos \left[ \frac{n}{2} \left( \frac{x^2}{\sqrt{\pi}} \mp \frac{1}{m} \sum m \lambda_m \left( \frac{\sqrt{m} x}{\sqrt{\pi}} \right) \mp \frac{1}{2 m} \sum m \lambda_m \left( \frac{\sqrt{m} x}{\sqrt{\pi}} \right) \right) \mp \sin \left[ \frac{\pi}{2} \left( \sqrt{\frac{m}{\pi}} \right)^2 \right] \right]. \quad (214)$$

Even though the process is more involved than before, the method of solution here is the same: consecutively integrating the right-hand side twice, while observing the boundary conditions. After the first integration, we obtain

$$\phi'(2)(x) = \sqrt{\pi} \sum_n \lambda_n \left[ C \left( \frac{\sqrt{n} x}{\sqrt{\pi}} \pm \frac{\sqrt{n}}{2} \sum m \lambda_m \sqrt{m} \right) \mp \frac{\sqrt{n}}{2} \sum m \lambda_m \sqrt{m} \right]$$

$$+ \sqrt{\pi} \sum n, m \lambda_n \lambda_m \left[ \frac{1}{\sqrt{m}} \cos \left( \frac{nx^2}{2} \right) C \left( \frac{\sqrt{m} x}{\sqrt{\pi}} \right) \mp \frac{1}{2 \sqrt{m}} \cos \left( \frac{nx^2}{2} \right) \mp \frac{1}{2 \sqrt{m}} \right] \mp \frac{1}{2m} \frac{n - m}{\sqrt{n - m}} C \left( \frac{\sqrt{n - m} x}{\sqrt{\pi}} \right) \mp \frac{1}{2m} \frac{\sqrt{n + m} x}{\sqrt{\pi}} C \left( \frac{\sqrt{n + m} x}{\sqrt{\pi}} \right). \quad (215)$$
While performing this integration, we encounter some unusual integrals, hence we quote the results here:

\[
- \int_0^x dy \cos \left( \frac{ny^2}{2} \right) \cos \left( \frac{my^2}{2} \right) + \frac{n}{m} \int_0^x dy \sin \left( \frac{ny^2}{2} \right) \sin \left( \frac{my^2}{2} \right) = \\
= \frac{\sqrt{\pi}}{2} \left( \text{sgn}(n-m) \frac{\sqrt{|n-m|}}{m} C \left( \sqrt{\frac{|n-m|}{\sqrt{\pi}}} \right) - \frac{\sqrt{n+m}}{m} C \left( \sqrt{\frac{n+m}{\sqrt{\pi}}} \right) \right).
\]

Similarly, when we integrate the expression (215), we encounter the following integral, whose solution is made possible by the fact that we are summing over both indices \( n \) and \( m \), and hence we can re-label them interchangeably.

\[
\sqrt{\pi} \sum_{n,m} \frac{\lambda_n \lambda_m}{\sqrt{nm}} \int_0^x dy \cos \left( \frac{ny^2}{2} \right) C \left( \frac{\sqrt{m}x}{\sqrt{\pi}} \right) = \frac{\pi}{2} \sum_{n,m} \frac{\lambda_n \lambda_m}{\sqrt{nm}} C \left( \frac{\sqrt{n}x}{\sqrt{\pi}} \right) C \left( \frac{\sqrt{m}x}{\sqrt{\pi}} \right).
\]

Using this, the second-order correction is found to be as follows (remember that we are using \( \phi'(0) = \phi(0) = 0 \).

\[
\phi_{(2)}(x) = \pm \pi \left[ \frac{1}{2} \sum_n \frac{\lambda_n}{\sqrt{n}} + \frac{1}{8} \sum_{n,m} \frac{1}{(n-m)^{3/2} - (n+m)^{3/2}} \frac{\lambda_n \lambda_m}{n \cdot m} \right] \left( \frac{x}{\sqrt{\pi}} \right) + \frac{\pi}{8} \sum_{n,m} \frac{\lambda_n \lambda_m}{\sqrt{nm} \cdot \sqrt{m}} \\
+ \sum_n \frac{\lambda_n}{n} \left[ \pi \left( \sqrt{\pi} \left[ \frac{x}{\sqrt{\pi}} \pm \frac{1}{2} \sum_{m} \frac{\lambda_m}{\sqrt{m}} \right] \right) \left( C \left( \sqrt{\pi} \left[ \frac{x}{\sqrt{\pi}} \pm \frac{1}{2} \sum_{m} \frac{\lambda_m}{\sqrt{m}} \right] \right) \right] - \frac{1}{2} - \sin \left[ \frac{\pi}{2} \left( \sqrt{\pi} \left[ \frac{x}{\sqrt{\pi}} \pm \frac{1}{2} \sum_{m} \frac{\lambda_m}{\sqrt{m}} \right] \right) \right] \\
+ \sum_{n,m} \frac{\lambda_n \lambda_m}{\sqrt{nm}} \left[ \frac{\pi}{2} \left( C \left( \sqrt{\pi} \left[ \frac{x}{\sqrt{\pi}} \right] \right) \right) - \frac{1}{2} \right] \left( C \left( \sqrt{\pi} \left[ \frac{x}{\sqrt{\pi}} \right] \right) \right) \\
+ \frac{\pi}{2} \frac{\sqrt{n}}{\sqrt{m}} \text{sgn}(n-m) \left( \sqrt{n-m} \left[ \frac{x}{\sqrt{\pi}} \right] \right) \left( C \left( \sqrt{n-m} \left[ \frac{x}{\sqrt{\pi}} \right] \right) \right) - \frac{1}{2} \\
- \frac{1}{2} \frac{\sqrt{n}}{\sqrt{m}} \text{sgn}(n-m) \sin \left[ \frac{\pi}{2} \left( \sqrt{n-m} \left[ \frac{x}{\sqrt{\pi}} \right] \right) \right] - \sin \left[ \frac{\pi}{2} \left( \sqrt{n+m} \left[ \frac{x}{\sqrt{\pi}} \right] \right) \right] \right] \left( \text{PH21} \right)
\]

It is important to note that this is consistent with our previous results. For \( n = m = 1 \), we retrieve the second-order single-mode solution, eq. (PH12) while if we choose \( n, m = \{r, s\} \), we find the second-order solution for an equation with 2 distinct modes, namely the voluminous eq. (PH17). Moreover, we recognise that the oscillating terms here have similar form to the ones in the single-mode solution, hence we can introduce the notation \( \{\sigma_n\} \) and \( \{\rho_n^m(x)\} \).

To obtain the third-order correction, we need to solve the following multi-mode second-order differential equation:

\[
\phi_{(3)}(x) = \sum_n \lambda_n \cos \left[ \frac{\pi}{2} \left( \sqrt{\pi} \left[ \frac{x}{\sqrt{\pi}} + \sigma_2 \right] \right) \right] - \sum_{n,m} \frac{n}{m} \lambda_n \lambda_m \sin \left[ \frac{\pi}{2} \left( \sqrt{\pi} \left[ \frac{x}{\sqrt{\pi}} + \sigma_1 \right] \right) \right] \rho_1^m(x) \\
- \sum_{n,m,p} \lambda_n \lambda_m \lambda_p \left( \frac{1}{2 \cdot mp} \cos \left[ \frac{\pi}{2} \left( \sqrt{\pi} \left[ \frac{x}{\sqrt{\pi}} \right] \right) \right] \rho_1^m(x) \rho_1^p(x) + \frac{n}{\sqrt{m} \sqrt{p}} \sin \left[ \frac{\pi}{2} \left( \sqrt{\pi} \left[ \frac{x}{\sqrt{\pi}} \right] \right) \right] \rho_2^{mp}(x) \right) \left( \text{PH28} \right)
\]

Following through with two rounds of integration yields the following solution for the third-order correction:

\[
\phi_{(3)}(x) = \pm \pi \left[ \sum_n \frac{1}{2} \frac{\lambda_n}{\sqrt{n}} + \sum_{n,m} \frac{1}{8} \left( |n-m|^{3/2} - (n+m)^{3/2} \right) \frac{\lambda_n \lambda_m}{n \cdot m} \right] \\
- \sum_{n,m,p} \lambda_n \lambda_m \lambda_p \left( \frac{1}{2 \cdot mp} \cos \left[ \frac{\pi}{2} \left( \sqrt{\pi} \left[ \frac{x}{\sqrt{\pi}} \right] \right) \right] \rho_1^m(x) \rho_1^p(x) + \frac{n}{\sqrt{m} \sqrt{p}} \sin \left[ \frac{\pi}{2} \left( \sqrt{\pi} \left[ \frac{x}{\sqrt{\pi}} \right] \right) \right] \rho_2^{mp}(x) \right).
\]
\[
+ \sum_{n, m, p} \frac{1}{16} \left( (n + m + p)^{3/2} - |n - m + p|^{3/2} - |n + m - p|^{3/2} + |n - m - p|^{3/2} \right) \lambda_n \frac{\lambda_m \lambda_p}{m \ p} \left( \frac{x}{\sqrt{\pi}} \right)
\]

\[
+ \pi \left[ \sum_{n, m} \frac{1}{8} \sqrt{\frac{\lambda_n \lambda_m}{m \sqrt{m}}} \right] + \sum_{n, m, p} \frac{1}{16} \left( \text{sgn}(n - m) \sqrt{\frac{|n - m|}{\sqrt{m}}} + \text{sgn}(n - p) \sqrt{\frac{|n - p|}{\sqrt{p}}} - \sqrt{\frac{n + m}{\sqrt{m}}} - \sqrt{\frac{n + p}{\sqrt{p}}} \right) \lambda_n \frac{\lambda_m \lambda_p}{m \sqrt{m} \sqrt{p}} \left( \frac{x}{\sqrt{\pi}} \right)
\]

\[
+ \sum_n \frac{\lambda_n}{n} \left[ \pi \left( \sqrt{n} \left( \frac{x}{\sqrt{\pi}} \pm \sigma_2 \right) \right) \left( C \left( \sqrt{n} \left( \frac{x}{\sqrt{\pi}} \pm \sigma_2 \right) \right) + \frac{1}{2} \right) - \sin \left[ \frac{\pi}{2} \left( \sqrt{n} \left( \frac{x}{\sqrt{\pi}} \pm \sigma_2 \right) \right)^2 \right] \right]
\]

\[
+ \sum_{n, m} \frac{\lambda_n \lambda_m}{\sqrt{n} \sqrt{m}} \left[ \frac{\pi}{2} \left( C \left( \sqrt{n} \left( \frac{x}{\sqrt{\pi}} \pm \sigma_1 \right) \right) + \frac{1}{2} \right) \right] \left( C \left( \sqrt{m} \left( \frac{x}{\sqrt{\pi}} \pm \sigma_1 \right) \right) + \frac{1}{2} \right)
\]

\[
+ \frac{\pi}{2} \left( \sqrt{n} \left( \frac{x}{\sqrt{\pi}} \pm \sigma_1 \right) \right) \left( C \left( \sqrt{n} \left( \frac{x}{\sqrt{\pi}} \pm \sigma_1 \right) \right) + \frac{1}{2} \right) - \frac{\pi}{2} \left( \sqrt{m} \left( \frac{x}{\sqrt{\pi}} \pm \sigma_1 \right) \right) \left( C \left( \sqrt{m} \left( \frac{x}{\sqrt{\pi}} \pm \sigma_1 \right) \right) + \frac{1}{2} \right)
\]

\[
- \frac{\pi}{2} \left( \sqrt{n} \left( \frac{x}{\sqrt{\pi}} \pm \sigma_1 \right) \right) \left( C \left( \sqrt{n} \left( \frac{x}{\sqrt{\pi}} \pm \sigma_1 \right) \right) \right) - \frac{\pi}{2} \left( \sqrt{m} \left( \frac{x}{\sqrt{\pi}} \pm \sigma_1 \right) \right) \left( C \left( \sqrt{m} \left( \frac{x}{\sqrt{\pi}} \pm \sigma_1 \right) \right) + \frac{1}{2} \right)
\]

\[
+ \sum_{n, m, p} \frac{\lambda_n \lambda_m \lambda_p}{\sqrt{m} \sqrt{p}} \left[ \frac{1}{2} \cos \left( \frac{1}{2} \left( C \left( \sqrt{n} \left( \frac{x}{\sqrt{\pi}} \right) \right) + \frac{1}{2} \right) \right) \right] \left( C \left( \sqrt{m} \left( \frac{x}{\sqrt{\pi}} \right) \right) + \frac{1}{2} \right)
\]

\[
+ \frac{\pi}{4} \left( \text{sgn}(n - m) \sqrt{\frac{|n - m|}{\sqrt{m}}} \left( C \left( \sqrt{n - m} \left( \frac{x}{\sqrt{\pi}} \right) \right) + \frac{1}{2} \right) - \sqrt{\frac{n + m}{\sqrt{m}}} \left( C \left( \sqrt{n + m} \left( \frac{x}{\sqrt{\pi}} \right) + \frac{1}{2} \right) \right) \right) \left( C \left( \sqrt{p} \left( \frac{x}{\sqrt{\pi}} \right) \right) + \frac{1}{2} \right)
\]

\[
+ \frac{\pi}{4} \left( \text{sgn}(n - p) \sqrt{\frac{|n - p|}{\sqrt{p}}} \left( C \left( \sqrt{n - p} \left( \frac{x}{\sqrt{\pi}} \right) \right) + \frac{1}{2} \right) - \sqrt{\frac{n + p}{\sqrt{p}}} \left( C \left( \sqrt{n + p} \left( \frac{x}{\sqrt{\pi}} \right) + \frac{1}{2} \right) \right) \right) \left( C \left( \sqrt{m} \left( \frac{x}{\sqrt{\pi}} \right) \right) + \frac{1}{2} \right)
\]

\[
+ \frac{\pi}{8} \left( \sqrt{n + m + p} \left( \frac{x}{\sqrt{\pi}} \right) \left( C \left( \sqrt{n + m + p} \left( \frac{x}{\sqrt{\pi}} \right) \right) + \frac{1}{2} \right) \right) \left( C \left( \sqrt{m} \left( \frac{x}{\sqrt{\pi}} \right) \right) + \frac{1}{2} \right)
\]

\[
- \frac{\pi}{8} \left( \sqrt{n - m + p} \left( \frac{x}{\sqrt{\pi}} \right) \left( C \left( \sqrt{n - m + p} \left( \frac{x}{\sqrt{\pi}} \right) \right) + \frac{1}{2} \right) \right) \left( C \left( \sqrt{m} \left( \frac{x}{\sqrt{\pi}} \right) \right) + \frac{1}{2} \right)
\]

\[
- \frac{\pi}{8} \left( \sqrt{n + m - p} \left( \frac{x}{\sqrt{\pi}} \right) \left( C \left( \sqrt{n + m - p} \left( \frac{x}{\sqrt{\pi}} \right) \right) + \frac{1}{2} \right) \right) \left( C \left( \sqrt{m} \left( \frac{x}{\sqrt{\pi}} \right) \right) + \frac{1}{2} \right)
\]

\[
+ \frac{\pi}{8} \left( \sqrt{n - m - p} \left( \frac{x}{\sqrt{\pi}} \right) \left( C \left( \sqrt{n - m - p} \left( \frac{x}{\sqrt{\pi}} \right) \right) + \frac{1}{2} \right) \right)
\]
Having considered the multi-mode zero-phase equation, we revert back to the single mode case and introduce a non-zero phase \( \delta \psi \).

As with the second-order result, this one reduces to the appropriate previous expressions for \( n = m = p = 1 \), or for \( n = m = p = \{r, s\} \). Moreover, it is easy to recognise the generalised form of the terms proportional to \( \lambda^n \) and how they reduce to their single-mode counterparts. A more detailed discussion about the features and validity of these solutions for different mode counts is presented in the main text of this article.

### VI. Phase equation with a single mode and non-zero phase

Having considered the multi-mode zero-phase equation, we revert back to the single mode case and introduce a non-zero phase \( \delta \psi \):

\[
\varphi''(x) = 1 + \lambda \cos (\varphi(x) - \delta \psi).
\] (140)

The first-order solution is \( \varphi_0 = x^2/2 \), and we substitute it into eq. (140) to obtain the differential equation for \( \varphi_{(1)} \):

\[
\varphi''_{(1)}(x) = \lambda \cos (\varphi_0 - \delta \psi).
\] (219)

The method of solution is identical to expand the trigonometric function on the right-hand side:

\[
\varphi''_{(1)}(x) = \lambda \cos (\delta \psi) \cos (\varphi_0) + \lambda \sin (\delta \psi) \sin (\varphi_0).
\] (220)

We now proceed to integrate this exactly as before, only this time there are twice as many terms that need to be integrated. The final solution can be presented in a fashion similar to before, however this time we have \( \delta \psi \)-dependence both in the slope and in the oscillating terms.

\[
\varphi_1(x) = \frac{\pi}{2} \left( \frac{x}{\sqrt\pi} \pm \frac{1}{2} \left( \cos (\delta \psi) + \sin (\delta \psi) \right) \lambda \right)^2
\]

\[+ \lambda \left( \left( \frac{x}{\sqrt\pi} \pm \frac{1}{2} \left( \cos (\delta \psi) + \sin (\delta \psi) \right) \lambda \right) \right)^2 \sin (\delta \psi) - \sin \left( \frac{\pi}{2} \left( \frac{x}{\sqrt\pi} \pm \frac{1}{2} \left( \cos (\delta \psi) + \sin (\delta \psi) \right) \lambda \right)^2 \right) \] (PH23)

This solution can be used again in the source equation to find the second-order correction:

\[
\varphi_{(2)}(x) = \pm \pi \left[ \frac{1}{2} \left( \cos (\delta \psi) + \sin (\delta \psi) \right) \lambda - \left( \frac{\sqrt{2}}{4} \left( \cos (2 \delta \psi) + \sin (2 \delta \psi) \right) - \frac{1}{2} \left( \cos (\delta \psi) - \sin (\delta \psi) \right) \sin (\delta \psi) \right) \lambda^2 \right] \left( \frac{x}{\sqrt\pi} \right)
\]

\[+ \frac{\pi}{8} \left( \cos (\delta \psi) + \sin (\delta \psi) \right)^2 \lambda^2 + \lambda \left( \left( \frac{x}{\sqrt\pi} \pm \frac{1}{2} \left( \cos (\delta \psi) + \sin (\delta \psi) \right) \lambda \right) \right)^2 \sin (\delta \psi) - \sin \left( \frac{\pi}{2} \left( \frac{x}{\sqrt\pi} \pm \frac{1}{2} \left( \cos (\delta \psi) + \sin (\delta \psi) \right) \lambda \right)^2 \right) \]
We can apply the same technique to find the third-order solution. The third-order correction is given below.

\[ \varphi_{(3)}(x) = \pm \pi \left[ \frac{1}{2} \left( \cos(\delta \psi) + \sin(\delta \psi) \right) \lambda - \left( \frac{\sqrt{2}}{4} \left( \cos(2\delta \psi) + \sin(2\delta \psi) \right) - \frac{1}{2} \left( \cos(\delta \psi) - \sin(\delta \psi) \right) \sin(\delta \psi) \right) \lambda^2 + \left( \frac{3\sqrt{3}}{16} \left( \cos(3\delta \psi) + \sin(3\delta \psi) \right) - \frac{\sqrt{2}}{2} \sin(\delta \psi) \left( \cos(2\delta \psi) - \sin(2\delta \psi) \right) - \frac{3}{16} \left( \cos(\delta \psi) + \sin(\delta \psi) \right) \right] \left( \frac{x}{\sqrt{\pi}} \right)^2 + \lambda \left[ \left( \frac{x}{\sqrt{\pi}} \pm \varsigma_2 \right) \left( \cos(\delta \psi) \left( \frac{x}{\sqrt{\pi}} \pm \varsigma_2 \right) + \frac{1}{2} \right) + \sin(\delta \psi) \left( \frac{x}{\sqrt{\pi}} \pm \varsigma_2 \right) \left( \frac{1}{2} \right) \right) - \left( \sin \left( \frac{\pi}{2} \left( \frac{x}{\sqrt{\pi}} \pm \varsigma_2 \right) - \delta \psi \right) + \sin(\delta \psi) \right) \right] \]

\[ + \lambda^2 \left[ \frac{1}{2} \left( \cos(\delta \psi) \left( \frac{x}{\sqrt{\pi}} \pm \varsigma_1 \right) + \frac{1}{2} \right) + \sin(\delta \psi) \left( \frac{x}{\sqrt{\pi}} \pm \varsigma_1 \right) \left( \frac{1}{2} \right) \right)^2 - \left( \frac{\sqrt{2}}{2} \left( \cos(2\delta \psi) \left( \frac{x}{\sqrt{\pi}} \pm \varsigma_1 \right) + \frac{1}{2} \right) + \sin(2\delta \psi) \left( \frac{x}{\sqrt{\pi}} \pm \varsigma_1 \right) \left( \frac{1}{2} \right) \right) \]

\[ - \pi \left( \frac{x}{\sqrt{\pi}} \pm \varsigma_1 \right) \left( \sin(\delta \psi) \left( \frac{x}{\sqrt{\pi}} \pm \varsigma_1 \right) - \cos(\delta \psi) \left( \frac{x}{\sqrt{\pi}} \pm \varsigma_1 \right) \left( \frac{1}{2} \right) \right) \sin(\delta \psi) \]
Details about these solutions are discussed in the main text of the article. We can now address the final problem, namely that of a phase equation with many oscillating modes, each with an independent initial phase.

VII. Multi-mode phase equation with non-zero phase

The solutions to the phase resonance equation with an infinite number of modes and non-zero phases

\[
\varphi''(x) = 1 + \sum_{n>1} \lambda_n \cos(n \varphi(x) - \delta \psi_n).
\]

(19b)
The first-order correction to the zeroth-order solutions is given by the expression below.

\[
\varphi^{(1)}(x) = \pm \pi \left[ \sum_n \frac{1}{2} \left( \cos(\delta \psi_n) + \sin(\delta \psi_n) \right) \lambda_n \sqrt{n} \right] \left( \frac{x}{\sqrt{\pi}} \right)
+ \sum_n \frac{\lambda_n}{n} \left[ \pi \left( \sqrt{n} \left[ \frac{x}{\sqrt{\pi}} \right] \right) \left( \cos(\delta \psi_n) \left( C \left( \sqrt{n} \left[ \frac{x}{\sqrt{\pi}} \right] \right) \mp \frac{1}{2} \right) + \sin(\delta \psi_n) \left( S \left( \sqrt{n} \left[ \frac{x}{\sqrt{\pi}} \right] \right) \mp \frac{1}{2} \right) \right] + \left( \sin \left[ \frac{n}{2} \left( \sqrt{n} \left[ \frac{x}{\sqrt{\pi}} \right] \right)^2 - \delta \psi_n \right) + \sin(\delta \psi_n) \right]
\]

Similarly, we can find the second-order correction, given here.

\[
\varphi^{(2)}(x) = \pm \pi \left[ \sum_n \frac{1}{2} \left( \cos(\delta \psi_n) + \sin(\delta \psi_n) \right) \frac{\lambda_n}{\sqrt{n}} + \sum_{n,m} \left( \frac{1}{8} \frac{|n-m|^{3/2}}{\sqrt{n \sqrt{m}}} \left( \cos(\delta \psi_n - \delta \psi_m) + \text{sgn}(n-m) \sin(\delta \psi_n - \delta \psi_m) \right) - \frac{1}{8} \frac{(n+m)^{3/2}}{\sqrt{n \sqrt{m}}} \left( \cos(\delta \psi_n + \delta \psi_m) + \sin(\delta \psi_n + \delta \psi_m) \right) \right) \right]
+ \left( \frac{\pi}{8} \sum_{n,m} \left( \cos(\delta \psi_n) + \sin(\delta \psi_n) \right) \left( \cos(\delta \psi_m) + \sin(\delta \psi_m) \right) \right) \frac{\lambda_n \lambda_m}{\sqrt{n \sqrt{m}}} \right] \left( \frac{x}{\sqrt{\pi}} \right)
+ \sum_n \frac{\lambda_n}{n} \left[ \pi \left( \sqrt{n} \left[ \frac{x}{\sqrt{\pi}} \pm \xi_1 \right] \right) \left( \cos(\delta \psi_n) \left( C \left( \sqrt{n} \left[ \frac{x}{\sqrt{\pi}} \pm \xi_1 \right] \right) \mp \frac{1}{2} \right) + \sin(\delta \psi_n) \left( S \left( \sqrt{n} \left[ \frac{x}{\sqrt{\pi}} \pm \xi_1 \right] \right) \mp \frac{1}{2} \right) \right]
+ \left( \sin \left[ \frac{n}{2} \left( \sqrt{n} \left[ \frac{x}{\sqrt{\pi}} \right] \right)^2 - \delta \psi_n \right) + \sin(\delta \psi_n) \right]
\]
+ \sum_{n,m} \frac{\lambda_n \lambda_m}{\sqrt{n \sqrt{m}}} \left[ \frac{\pi}{2} \left( \cos(\delta \psi_n) \left( C \left( \sqrt{n} \left[ \frac{x}{\sqrt{\pi}} \right] \right) \mp \frac{1}{2} \right) + \sin(\delta \psi_n) \left( S \left( \sqrt{n} \left[ \frac{x}{\sqrt{\pi}} \right] \right) \mp \frac{1}{2} \right) \right]
\times \left( \cos(\delta \psi_m) \left( C \left( \sqrt{m} \left[ \frac{x}{\sqrt{\pi}} \right] \right) \mp \frac{1}{2} \right) + \sin(\delta \psi_m) \left( S \left( \sqrt{m} \left[ \frac{x}{\sqrt{\pi}} \right] \right) \mp \frac{1}{2} \right) \right)
+ \frac{\pi}{2} \sqrt{\frac{n}{m}} \left[ \frac{x}{\sqrt{\pi}} \right]\left[ \frac{x}{\sqrt{\pi}} \right] \right]
\times \left( \text{sgn}(n-m) \cos(\delta \psi_n - \delta \psi_m) \left( C \left( \sqrt{|n-m|} \left[ \frac{x}{\sqrt{\pi}} \right] \right) \mp \frac{1}{2} \right) + \sin(\delta \psi_n - \delta \psi_m) \left( S \left( \sqrt{|n-m|} \left[ \frac{x}{\sqrt{\pi}} \right] \right) \mp \frac{1}{2} \right) \right)
- \frac{\pi}{2} \sqrt{\frac{n-m}{m}} \left[ \frac{x}{\sqrt{\pi}} \right]\times
In this solution, the corrections \( \varsigma \) are given as part of the corrections \( \varphi_3 \). The third-order solution in this case is given by eq. (PH11).

\[
\varphi_3(x) = \frac{\pi}{2} \left( \frac{x}{\sqrt{\pi}} \pm \varsigma_3 \right)^2 + \sum_n \frac{\mu_n}{\nu \sqrt{n}} \left( \frac{x}{\sqrt{\pi}} \pm \varsigma_2 \right) + \sum_{n,m} \frac{\mu_n}{\nu \sqrt{m}} \left( \frac{x}{\sqrt{\pi}} \pm \varsigma_1 \right) + \sum_{n,m,p} \frac{\mu_n}{\nu \sqrt{m \sqrt{p}}} \left( \frac{x}{\sqrt{\pi}} \right) \tag{PH11}
\]

Finally, we get to the point where we can derive the most complete solution to the problem we are considering in this article. The third-order solution in this case is given by eq. (PH11).

\[
\varphi_3(x) = \frac{\pi}{2} \left( \frac{x}{\sqrt{\pi}} \pm \varsigma_3 \right)^2 + \sum_n \frac{\mu_n}{\nu \sqrt{n}} \left( \frac{x}{\sqrt{\pi}} \pm \varsigma_2 \right) + \sum_{n,m} \frac{\mu_n}{\nu \sqrt{m}} \left( \frac{x}{\sqrt{\pi}} \pm \varsigma_1 \right) + \sum_{n,m,p} \frac{\mu_n}{\nu \sqrt{m \sqrt{p}}} \left( \frac{x}{\sqrt{\pi}} \right) \tag{PH11}
\]

In this solution, \( \varsigma_3 \) is the third-order slope function, dependent on the resonance flux parameters \( \{\nu_n\} \) and the mode numbers \( \{n\} \) (this solutions does not require the mode numbers to be consecutive). The lower-order functions \( \varsigma_1 \) and \( \varsigma_2 \) are given as part of the corrections \( \varphi_1 \) and \( \varphi_2 \), respectively.
\[- \frac{1}{8} \frac{(n + p)^{3/2}}{\sqrt{m^2} \lambda_p^p} (\cos(\delta \psi_n + \delta \psi_p) - \sin(\delta \psi_n + \delta \psi_p)) \sin(\delta \psi_m) \]

\[- \frac{1}{8} \frac{(n - m)}{\sqrt{m^2}} \cos(\delta \psi_n - \delta \psi_m)(\cos(\delta \psi_p) + \sin(\delta \psi_p)) \]

\[+ \frac{1}{8} \frac{(n + m)}{\sqrt{m^2}} \cos(\delta \psi_n + \delta \psi_m)(\cos(\delta \psi_p) + \sin(\delta \psi_p)) \]

\[- \frac{1}{8} \frac{(n - p)}{\sqrt{p^2}} \cos(\delta \psi_n - \delta \psi_p)(\cos(\delta \psi_m) + \sin(\delta \psi_m)) \]

\[+ \frac{1}{8} \frac{(n + p)}{\sqrt{p^2}} \cos(\delta \psi_n + \delta \psi_p)(\cos(\delta \psi_m) + \sin(\delta \psi_m)) \]

\[- \frac{1}{4} \frac{n^{3/2}}{\sqrt{m^2} \sqrt{p^2}} (\cos(\delta \psi_n) + \sin(\delta \psi_n)) \sin(\delta \psi_m) \sin(\delta \psi_p) \]

\[+ \frac{1}{4} \frac{n}{\sqrt{m^2}} \sin(\delta \psi_n) \sin(\delta \psi_m)(\cos(\delta \psi_p) + \sin(\delta \psi_p)) \]

\[+ \frac{1}{4} \frac{n}{\sqrt{p^2}} \sin(\delta \psi_n)(\cos(\delta \psi_m) + \sin(\delta \psi_m)) \sin(\delta \psi_p) \]

\[- \frac{1}{4} \sqrt{m} \cos(\delta \psi_n) \cos(\delta \psi_m)(\cos(\delta \psi_p) + \sin(\delta \psi_p)) \]

\[- \frac{1}{4} \sqrt{p} \cos(\delta \psi_n)(\cos(\delta \psi_m) + \sin(\delta \psi_m)) \cos(\delta \psi_p) \]

\[\lambda_n \frac{\lambda_m}{\sqrt{m}} \frac{\lambda_p}{\sqrt{p}} \tag{221} \]

The three oscillating functions \( \{ \varphi_i \} \) are given below.

\[\varphi_1^n(x) = \pi \left( \sqrt{n} \left[ \frac{x}{\sqrt{\pi}} \pm \varsigma_2 \right] \right) \left( \cos(\delta \psi_n) \left( C \left( \sqrt{n} \left[ \frac{x}{\sqrt{\pi}} \pm \varsigma_2 \right] \right) \mp \frac{1}{2} \right) \right) + \sin(\delta \psi_n) \left( S \left( \sqrt{n} \left[ \frac{x}{\sqrt{\pi}} \pm \varsigma_2 \right] \right) \mp \frac{1}{2} \right) \right) \times \]

\[- \left( \sin \left( \frac{\pi}{2} \left( \sqrt{n} \left[ \frac{x}{\sqrt{\pi}} \pm \varsigma_2 \right] \right)^2 - \delta \psi_n \right) \right) + \sin(\delta \psi_n), \tag{222} \]

\[\varphi_2^m(x) = \frac{\pi}{2} \left( \cos(\delta \psi_n) \left( C \left( \sqrt{n} \left[ \frac{x}{\sqrt{\pi}} \pm \varsigma_1 \right] \right) \mp \frac{1}{2} \right) \right) \times \]

\[\times \left( \cos(\delta \psi_m) \left( C \left( \sqrt{m} \left[ \frac{x}{\sqrt{\pi}} \pm \varsigma_1 \right] \right) \mp \frac{1}{2} \right) \right) + \sin(\delta \psi_n) \left( S \left( \sqrt{n} \left[ \frac{x}{\sqrt{\pi}} \pm \varsigma_2 \right] \right) \mp \frac{1}{2} \right) \right) \times \]

\[\left( \cos(\delta \psi_m) \left( C \left( \sqrt{m} \left[ \frac{x}{\sqrt{\pi}} \pm \varsigma_1 \right] \right) \mp \frac{1}{2} \right) \right) \times \]

\[\times \left( \sin \left( \frac{\pi}{2} \left( \sqrt{n} \left[ \frac{x}{\sqrt{\pi}} \pm \varsigma_2 \right] \right)^2 - \delta \psi_n \right) \right) + \sin(\delta \psi_m), \]

\[- \frac{\pi}{2} \frac{\sqrt{n}}{\sqrt{m}} \left( \sqrt{|n - m|} \left[ \frac{x}{\sqrt{\pi}} \pm \varsigma_1 \right] \right) \times \]

\[\times \left( \text{sgn}(n - m) \cos(\delta \psi_n - \delta \psi_m) \left( C \left( \sqrt{|n - m|} \left[ \frac{x}{\sqrt{\pi}} \pm \varsigma_1 \right] \right) \mp \frac{1}{2} \right) + \sin(\delta \psi_n - \delta \psi_m) \left( S \left( \sqrt{|n - m|} \left[ \frac{x}{\sqrt{\pi}} \pm \varsigma_1 \right] \right) \mp \frac{1}{2} \right) \right) \]

\[- \frac{\pi}{2} \frac{\sqrt{n}}{\sqrt{m}} \left( \sqrt{|n + m|} \left[ \frac{x}{\sqrt{\pi}} \pm \varsigma_1 \right] \right) \times \]

\[\times \left( \cos(\delta \psi_n + \delta \psi_m) \left( C \left( \sqrt{n + m} \left[ \frac{x}{\sqrt{\pi}} \pm \varsigma_1 \right] \right) \mp \frac{1}{2} \right) + \sin(\delta \psi_n + \delta \psi_m) \left( S \left( \sqrt{n + m} \left[ \frac{x}{\sqrt{\pi}} \pm \varsigma_1 \right] \right) \mp \frac{1}{2} \right) \right) \]}
\begin{align*}
& \quad + \frac{\sqrt{n}}{\sqrt{m}} \left( \sqrt{\frac{x}{\sqrt{\pi}}} \pm \varsigma_1 \right) \left( \cos(\delta \psi_n) \left( S \left( \sqrt{\frac{x}{\sqrt{\pi}}} \pm \frac{1}{2} \right) \right) - \sin(\delta \psi_n) \left( C \left( \sqrt{\frac{x}{\sqrt{\pi}}} \pm \frac{1}{2} \right) \right) \right) \sin(\delta \psi_m) \\
& \quad - \frac{\sqrt{n}}{2 \sqrt{m}} \sin \left( \frac{\pi}{2} \text{sgn}(n - m) \left( \sqrt{\frac{n - m}{\sqrt{\pi}}} \pm \varsigma_1 \right)^2 \right) - (\delta \psi_n - \delta \psi_m) \\
& \quad + \frac{\sqrt{n}}{2 \sqrt{m}} \sin \left( \frac{\pi}{2} \left( \sqrt{\frac{n + m}{\sqrt{\pi}}} \pm \varsigma_1 \right)^2 \right) - (\delta \psi_n + \delta \psi_m) \\
& \quad + \sqrt{n} \cos \left( \frac{\pi}{2} \left( \sqrt{\frac{x}{\sqrt{\pi}}} \pm \varsigma_1 \right)^2 - \delta \psi_n \right) \sin(\delta \psi_m), \tag{223}
\end{align*}

and

\begin{align*}
& \quad \varrho_3^{nmp}(x) = \frac{\pi}{2} \cos \left( \frac{\pi}{2} \left( \sqrt{\frac{x}{\sqrt{\pi}}} \right)^2 - \delta \psi_n \right) \left( \cos(\delta \psi_m) \left( C \left( \sqrt{\frac{x}{\sqrt{\pi}}} \pm \frac{1}{2} \right) \right) + \sin(\delta \psi_m) \left( S \left( \sqrt{\frac{x}{\sqrt{\pi}}} \pm \frac{1}{2} \right) \right) \right) \times \\
& \quad \times \left( \cos(\delta \psi_p) \left( C \left( \sqrt{\frac{x}{\sqrt{\pi}}} \pm \frac{1}{2} \right) \right) + \sin(\delta \psi_p) \left( S \left( \sqrt{\frac{x}{\sqrt{\pi}}} \pm \frac{1}{2} \right) \right) \right)
\end{align*}

\begin{align*}
& \quad + \frac{\sqrt{n} - m}{\sqrt{m}} \left( \text{sgn}(n - m) \cos(\delta \psi_n - \delta \psi_m) \left( C \left( \sqrt{\frac{n - m}{\sqrt{\pi}}} \right) \pm \frac{1}{2} \right) \right) \times \\
& \quad \times \left( \cos(\delta \psi_p) \left( C \left( \sqrt{\frac{n - m}{\sqrt{\pi}}} \right) \right) + \sin(\delta \psi_p) \left( S \left( \sqrt{\frac{n - m}{\sqrt{\pi}}} \right) \pm \frac{1}{2} \right) \right)
\end{align*}

\begin{align*}
& \quad - \frac{\sqrt{n + m}}{\sqrt{m}} \left( \cos(\delta \psi_n + \delta \psi_m) \left( C \left( \sqrt{\frac{n + m}{\sqrt{\pi}}} \right) \pm \frac{1}{2} \right) \right) \times \\
& \quad \times \left( \cos(\delta \psi_p) \left( C \left( \sqrt{\frac{n + m}{\sqrt{\pi}}} \pm \frac{1}{2} \right) \right) + \sin(\delta \psi_p) \left( S \left( \sqrt{\frac{n + m}{\sqrt{\pi}}} \pm \frac{1}{2} \right) \right) \right)
\end{align*}

\begin{align*}
& \quad + \frac{\sqrt{|n - p|}}{\sqrt{p}} \left( \text{sgn}(n - p) \cos(\delta \psi_n - \delta \psi_p) \left( C \left( \sqrt{|n - p|} \right) \pm \frac{1}{2} \right) \right) \times \\
& \quad \times \left( \cos(\delta \psi_m) \left( C \left( \sqrt{|n - p|} \pm \frac{1}{2} \right) \right) + \sin(\delta \psi_m) \left( S \left( \sqrt{|n - p|} \pm \frac{1}{2} \right) \right) \right)
\end{align*}

\begin{align*}
& \quad - \frac{\sqrt{n + p}}{\sqrt{p}} \left( \cos(\delta \psi_n + \delta \psi_p) \left( C \left( \sqrt{n + p} \right) \pm \frac{1}{2} \right) \right) \times \\
& \quad \times \left( \cos(\delta \psi_m) \left( C \left( \sqrt{n + p} \pm \frac{1}{2} \right) \right) + \sin(\delta \psi_m) \left( S \left( \sqrt{n + p} \pm \frac{1}{2} \right) \right) \right)
\end{align*}
\[
\begin{align*}
&+ \frac{\pi}{2} \frac{\sqrt{n}}{\sqrt{m}} \left( \cos(\delta \psi_n) \left( S \left( \sqrt{n} \left[ \frac{x}{\sqrt{\pi}} \right] \mp \frac{1}{2} \right) - \sin(\delta \psi_n) \left( C \left( \sqrt{n} \left[ \frac{x}{\sqrt{\pi}} \right] \mp \frac{1}{2} \right) \right) \right) \sin(\delta \psi_m) \times \right. \\
&\quad \times \left( \cos(\delta \psi_p) \left( C \left( \sqrt{p} \left[ \frac{x}{\sqrt{\pi}} \right] \mp \frac{1}{2} \right) \right) + \sin(\delta \psi_p) \left( S \left( \sqrt{p} \left[ \frac{x}{\sqrt{\pi}} \right] \mp \frac{1}{2} \right) \right) \right) \\
&+ \frac{\pi}{2} \frac{\sqrt{n}}{\sqrt{p}} \left( \cos(\delta \psi_n) \left( S \left( \sqrt{n} \left[ \frac{x}{\sqrt{\pi}} \right] \mp \frac{1}{2} \right) - \sin(\delta \psi_n) \left( C \left( \sqrt{n} \left[ \frac{x}{\sqrt{\pi}} \right] \mp \frac{1}{2} \right) \right) \right) \times \right. \\
&\quad \times \left( \cos(\delta \psi_m) \left( C \left( \sqrt{m} \left[ \frac{x}{\sqrt{\pi}} \right] \mp \frac{1}{2} \right) \right) + \sin(\delta \psi_m) \left( S \left( \sqrt{m} \left[ \frac{x}{\sqrt{\pi}} \right] \mp \frac{1}{2} \right) \right) \right) \sin(\delta \psi_p) \\
&+ \frac{\pi}{8} \frac{(n + m + p)}{\sqrt{m} \sqrt{p}} \left( \sqrt{n + m + p} \left[ \frac{x}{\sqrt{\pi}} \right] \right) \times \\
&\quad \times \left( \cos(\delta \psi_n + \delta \psi_m + \delta \psi_p) \left( C \left( \sqrt{n + m + p} \left[ \frac{x}{\sqrt{\pi}} \right] \mp \frac{1}{2} \right) \right) \right. \\
&\quad \left. + \sin(\delta \psi_n + \delta \psi_m + \delta \psi_p) \left( S \left( \sqrt{n + m + p} \left[ \frac{x}{\sqrt{\pi}} \right] \mp \frac{1}{2} \right) \right) \right)
\end{align*}
\]
\[-\frac{\pi}{4} \frac{|n-m|}{\sqrt{m}} \left( \sqrt{|n-m|} \left[ \frac{x}{\sqrt{\pi}} \right] \right) \sin(\delta_p) \times \]
\[\times \left( \sin(\delta_n - \delta_m) \left( C \left( \sqrt{|n-m|} \left[ \frac{x}{\sqrt{\pi}} \right] \right) \pm \frac{1}{2} \right) - \text{sgn}(n-m) \cos(\delta_n - \delta_m) \left( S \left( \sqrt{|n-m|} \left[ \frac{x}{\sqrt{\pi}} \right] \right) \mp \frac{1}{2} \right) \right) \]
\[+ \frac{\pi}{4} \frac{(n+p)}{\sqrt{m-p}} \left( \sqrt{n+p} \left[ \frac{x}{\sqrt{\pi}} \right] \right) \sin(\delta_p) \times \]
\[\times \left( \sin(\delta_n + \delta_m) \left( C \left( \sqrt{n+p} \left[ \frac{x}{\sqrt{\pi}} \right] \right) \pm \frac{1}{2} \right) - \cos(\delta_n + \delta_m) \left( S \left( \sqrt{n+p} \left[ \frac{x}{\sqrt{\pi}} \right] \right) \mp \frac{1}{2} \right) \right) \]
\[-\frac{\pi}{4} \frac{|n-p|}{\sqrt{m}} \left( \sqrt{|n-p|} \left[ \frac{x}{\sqrt{\pi}} \right] \right) \sin(\delta_m) \times \]
\[\times \left( \sin(\delta_n - \delta_p) \left( C \left( \sqrt{|n-p|} \left[ \frac{x}{\sqrt{\pi}} \right] \right) \pm \frac{1}{2} \right) - \text{sgn}(n-p) \cos(\delta_n - \delta_p) \left( S \left( \sqrt{|n-p|} \left[ \frac{x}{\sqrt{\pi}} \right] \right) \mp \frac{1}{2} \right) \right) \]
\[+ \frac{\pi}{4} \frac{(n+p)}{\sqrt{m}} \left( \sqrt{n+p} \left[ \frac{x}{\sqrt{\pi}} \right] \right) \sin(\delta_m) \times \]
\[\times \left( \sin(\delta_n + \delta_p) \left( C \left( \sqrt{n+p} \left[ \frac{x}{\sqrt{\pi}} \right] \right) \pm \frac{1}{2} \right) - \cos(\delta_n + \delta_p) \left( S \left( \sqrt{n+p} \left[ \frac{x}{\sqrt{\pi}} \right] \right) \mp \frac{1}{2} \right) \right) \]
\[-\frac{\pi}{2} \frac{n}{\sqrt{m}} \left( \sqrt{n} \left[ \frac{x}{\sqrt{\pi}} \right] \right) \cos(\delta_n) \left( C \left( \sqrt{n} \left[ \frac{x}{\sqrt{\pi}} \right] \right) \pm \frac{1}{2} \right) \sin(\delta_n) \left( S \left( \sqrt{n} \left[ \frac{x}{\sqrt{\pi}} \right] \right) \mp \frac{1}{2} \right) \sin(\delta_m) \sin(\delta_p) \]
\[-\frac{1}{8} \frac{(n+m+p)}{\sqrt{m}} \sin \left( \frac{\pi}{2} \left( \sqrt{n+m+p} \left[ \frac{x}{\sqrt{\pi}} \right] \right)^2 - (\delta_n + \delta_m + \delta_p) \right) \]
\[+ \frac{1}{8} \frac{(n-m+p)}{\sqrt{m}} \sin \left( \frac{\pi}{2} \text{sgn}(n-m+p) \left( \sqrt{n-m+p} \left[ \frac{x}{\sqrt{\pi}} \right] \right)^2 - (\delta_n - \delta_m + \delta_p) \right) \]
\[+ \frac{1}{8} \frac{(n+m-p)}{\sqrt{m}} \sin \left( \frac{\pi}{2} \text{sgn}(n+m-p) \left( \sqrt{n+m-p} \left[ \frac{x}{\sqrt{\pi}} \right] \right)^2 - (\delta_n + \delta_m - \delta_p) \right) \]
\[+ \frac{1}{8} \frac{(n-m-p)}{\sqrt{m}} \sin \left( \frac{\pi}{2} \text{sgn}(n-m-p) \left( \sqrt{n-m-p} \left[ \frac{x}{\sqrt{\pi}} \right] \right)^2 - (\delta_n - \delta_m - \delta_p) \right) \]
\[+ \frac{1}{4} \frac{(n-m)}{\sqrt{m}} \cos \left( \frac{\pi}{2} \text{sgn}(n-m) \left( \sqrt{|n-m|} \left[ \frac{x}{\sqrt{\pi}} \right] \right)^2 - (\delta_n - \delta_m) \right) \sin(\delta_p) \]
\[- \frac{1}{4} \frac{(n+m)}{\sqrt{m}} \cos \left( \frac{\pi}{2} \left( \sqrt{n+m} \left[ \frac{x}{\sqrt{\pi}} \right] \right)^2 - (\delta_n + \delta_m) \right) \sin(\delta_p) \]
\[+ \frac{1}{4} \frac{(n-p)}{\sqrt{m}} \cos \left( \frac{\pi}{2} \text{sgn}(n-p) \left( \sqrt{|n-p|} \left[ \frac{x}{\sqrt{\pi}} \right] \right)^2 - (\delta_n - \delta_p) \right) \sin(\delta_m) \]
\[- \frac{1}{4} \frac{(n+p)}{\sqrt{m}} \cos \left( \frac{\pi}{2} \left( \sqrt{n+p} \left[ \frac{x}{\sqrt{\pi}} \right] \right)^2 - (\delta_n + \delta_p) \right) \sin(\delta_m) \]
\[ + \frac{1}{2} \frac{n}{\sqrt{m} \sqrt{p}} \sin \left[ \frac{\pi}{2} \left( \sqrt{n} \left\lfloor \frac{x}{\sqrt{\pi}} \right\rfloor^2 - (\delta \psi_n) \right) \right] \sin(\delta \psi_m) \sin(\delta \psi_p) \]
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