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Abstract

Metabolic imaging with hyperpolarized $^{13}$C-labeled cell substrates is a promising technique for imaging tissue metabolism in vivo. However, the transient nature of the hyperpolarization - and its depletion following excitation - limits the imaging time and the number of excitation pulses that can be used. A single-shot 3D imaging sequence has been developed and it is shown in this thesis to generate $^{13}$C MR images in tumour-bearing mice injected with hyperpolarized [1-$^{13}$C]pyruvate. The pulse sequence acquires a stack-of-spirals at two spin echoes after a single excitation pulse and encodes the kz-dimension in an interleaved manner to enhance robustness to $B_0$ inhomogeneity. Spectral-spatial pulses are used to acquire dynamic 3D images from selected hyperpolarized $^{13}$C-labeled metabolites. A nominal spatial/temporal resolution of $1.25 \times 1.25 \times 2.5 \text{ mm}^3 \times 2 \text{s}$ was achieved in tumour images of hyperpolarized [1-$^{13}$C]pyruvate and [1-$^{13}$C]lactate acquired in vivo. An advanced sequence is also described in this thesis in a later study to acquire higher resolution images with isotropic voxels ($1.25 \times 1.25 \times 1.25 \text{ mm}^3$) at no cost of temporal resolution.

EPI is a sequence widely used in hyperpolarized $^{13}$C MRI because images can be acquired rapidly with limited RF exposure. However, EPI suffers from Nyquist ghosting, which is normally corrected for by acquiring a reference scan. In this thesis a workflow for hyperpolarized $^{13}$C EPI is proposed that requires no reference scan and, therefore, that does not sacrifice a time point in the dynamic monitoring of tissue metabolism.

To date, most of the hyperpolarized MRI on metabolism are based on $^{13}$C imaging, while $^1$H is a better imaging target for its 4 times higher gyromagnetic ratio and hence 16 times signal. In this thesis the world’s first dynamic $^1$H imaging in vivo of hyperpolarized [1-$^{13}$C]lactate is presented, via a novel double-dual-spin-echo INEPT sequence that transfers the hyperpolarization from $^{13}$C to $^1$H, achieving a spatial resolution of $1.25 \times 1.25 \text{ mm}^2$. 
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DSE Dual Spin Echo
dDNP dissolution Dynamic Nuclear Polarization
EPI Echo Planar Imaging
EPSI Echo Planar Spectroscopic Imaging
FDG Fluorodeoxyglucose
FOV Field of View
FSE Fast Spin Echo
FWHM Full Width at Half Maximum
GRE Gradient Echo
HS Hyperbolic-Secant
HSQC Heteronuclear Single Quantum Coherence
IDH Isocitrate Dehydrogenase
INEPT Insensitive Nuclei Enhanced by Polarization Transfer
<table>
<thead>
<tr>
<th>Acronym</th>
<th>Abbreviation</th>
<th>Description</th>
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<tr>
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<td></td>
</tr>
<tr>
<td>NAD+</td>
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<td></td>
</tr>
<tr>
<td>NADH</td>
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<td></td>
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<tr>
<td>PDH</td>
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<td></td>
</tr>
<tr>
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<tr>
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<td>SAR</td>
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<tr>
<td>SE</td>
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<td></td>
</tr>
<tr>
<td>SNR</td>
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<td></td>
</tr>
<tr>
<td>SpSp</td>
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<td></td>
</tr>
<tr>
<td>SSIM</td>
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<td></td>
</tr>
<tr>
<td>TCA</td>
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</tr>
<tr>
<td>TE</td>
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</tr>
</tbody>
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1. **General Introduction**

1.1. **Background**

Cancer is amongst the leading causes of mortality in the developed world. In 2012 there were more than 14 million new cancer cases diagnosed worldwide, and about 8.2 million people died, more than the total number of deaths caused by coronary heart disease [1]. Cancer is difficult to treat because it is very heterogeneous both inter-tumourally [2] and intra-tumourally [3]. Different patients with similar cancer types can respond very differently to the same therapy [4], and even within the same tumour different regions can show different responses [5]. A common goal in cancer research and clinical cancer treatment is to detect early the efficacy of cancer drugs and treatments, which can then be targeted at those that would benefit the most [6].

In the clinic the effects of tumour treatment are usually assessed by medical imaging techniques, such as computed tomography (CT), magnetic resonance imaging (MRI), and ultrasound, where the aim is to look for changes in tumour size post treatment [7]. However, morphological changes in tumours can take weeks or even months to occur, and therefore ineffective treatments may be given over prolonged periods at the cost of patient suffering and unnecessary costs to the healthcare system [8]. This limitation of anatomical imaging has led to a search for new imaging methods that can give a more rapid evaluation of the effect of treatment. Tumours are known to possess altered metabolism [9], which for a long time has been known to show early changes after treatment. For example, in 1989 Rozental and colleagues noted acute changes in glucose uptake after treating gliomas with chemotherapy [10], and 2 years later a similar phenomenon was observed in gliomas treated with radiotherapy [11].

MRI is among the most promising candidates for early assessment of tumour treatment response because, in principle, it is capable of simultaneously monitoring numerous metabolites in cells by exploiting their different chemical shifts. Magnetic resonance spectroscopy (MRS) studies of tissue metabolism have been conducted since the late 1970s, especially $^{31}$P MRS studies of tissue energetics in normal, stress, and pathological
conditions [12]. Metabolites such as lactate and cholines have been identified as biomarkers for tumour diagnosis and treatment monitoring and have been translated into clinical use [13]. The clinical use of MRS is limited primarily by its lack of spatial resolution, which is not ideal considering the heterogeneity present in the tumours. MRI, on the other hand, has not been used routinely as a functional imaging tool at molecular level, despite the extensive studies imaging brain function. MRI as a molecular imaging tool is limited by its low sensitivity and the relatively low concentrations of metabolites when compared to tissue water. Routine clinical MRI detects the magnetic resonance signal of water and lipid protons and benefits from their abundance throughout the human body. In contrast, cell metabolites are usually present at about 10000 times lower concentration than water [8]. As a result, it is impossible to acquire images of metabolites at a useful resolution and in a clinically acceptable period of time. However, high resolution is needed to reveal the heterogeneous nature of tumour metabolism. For example, an individual lung tumour can have regions that show either anaerobic or aerobic glucose metabolism [14], and can be either glucose avid or glutamine avid [15], depending on the local environment. Low sensitivity and low metabolite concentrations also limit the acquisition of dynamic information, which is important for kinetic analyses of metabolism. The pioneering research of Golman, Ardenkjaer-Larsen and colleagues in 2003 showed that the sensitivity of the magnetic resonance experiment could be enhanced by more than 10000 times after tens-of-minutes of dynamic nuclear polarization (DNP). In this process nuclear spins in the solid state are hyperpolarized, followed by a dissolution process that can then allow observation of the hyperpolarized molecules in vivo [16]. Dissolution Dynamic Nuclear Polarization (dDNP or simply DNP in the context of this thesis) has made possible the imaging of cell metabolites as well as dynamic analysis of their metabolism. This has been exploited to monitor tumour treatment response by probing the changes in cell metabolism before and after treatment.

My PhD research has focused on developing imaging techniques for hyperpolarized MRI that can be used to image tumour metabolism in vivo. Chapter 1 introduces the motivations behind the study, outlines the basic physics of DNP and MRI, and provides an overview of the possible hyperpolarized imaging agents and the prior-art imaging
techniques that have been described in the literature. Chapter 2 proposes a new imaging sequence for hyperpolarized MRI, where the aim was to achieve high signal-to-noise ratio (SNR) and high spatial and temporal resolutions with the minimum number of excitation pulses. Chapter 3 describes an enhanced version of the sequence described in Chapter 2 that doubles the spatial resolution at no cost of temporal resolution and minimises loss of SNR. Chapter 4 describes adaptation of a technique used in water proton imaging to $^{13}$C imaging that can be used to remove Nyquist ghosting in echo planar imaging (EPI) without additional data acquisition. Chapter 5 shows how hyperpolarized $^1$H imaging could be realized in vivo by transferring hyperpolarization from $^{13}$C to $^1$H. Chapter 6 includes a general discussion of the studies presented in Chapters 2 to 5 and proposes the subjects for future research.

1.2. DNP

Magnetic resonance experiments study the microenvironment and properties of the nuclei through their interactions with magnetic fields. Most elementary particles possess intrinsic angular momentum, known as spin. Quantum mechanics describes a spin system with two quantum numbers, the spin quantum number, and the azimuthal quantum number, which describes the number of sub energy levels with a certain spin quantum number. $^1$H and $^{13}$C nuclei, the principal nuclei studied using MRI and hyperpolarized MRI, both have spin number 1/2 and are known as spin-1/2 systems. In the presence of an external magnetic field, $B_0$, the spin-1/2 system splits into two sub energy levels (Zeeman Splitting), as shown in Figure 1.1A. Since one of the energy levels (the $|\alpha\rangle$ state) has slightly lower energy than the other ($|\beta\rangle$ state), it is slightly more energetically favourable and is therefore slightly more populated. The spin population difference between these two quantum states builds up a polarization, which at thermal equilibrium is dependent on the Boltzmann distribution, where the lower energy population is only about $\left(\frac{1}{2} + \frac{1}{4} B\right)$ and the higher energy population is $\left(\frac{1}{2} - \frac{1}{4} B\right)$. $B$ is the Boltzmann factor, defined as:

$$B = \frac{\hbar \gamma B_0}{k_B T}$$  \hspace{1cm} 1.1
where $\hbar$ is Planck’s constant (in J·s/rad), $\gamma$ is the gyromagnetic ratio, $B_0$ is the magnetic field strength, $k_B$ is the Boltzmann constant, and $T$ is the absolute temperature [17]. For $^1$H spins at a magnetic field strength of 3 T and room temperature, this equation gives approximately 10 more lower energy spins per million, which are the only spins that can contribute to the MR signal, leading to the intrinsic low sensitivity of the MR experiment. If we define the polarization as the excess number of spins at the lower energy level as a percentage of the total number of spins, then at thermal equilibrium:

$$\text{Thermal Polarization} = \frac{1}{2}B$$  \hspace{1cm} (1.2)

The thermal polarization of $^1$H at 3 T and room temperature is then 0.001%.

The maximal possible signal in a MR experiment is determined not only by the polarization but also by the total spin population. The key factor behind the success of clinical MRI is that water protons, the signal source for the clinical MRI, have a concentration of approximately 80 M in human tissues [8]. Therefore, about 0.08 mmol spins contribute to the signal in a 1 mm$^3$ voxel in the MRI scan. In contrast, metabolites usually have a concentration in the millimolar range [18], so that the number of MR-detectable spins is only on the nanomol scale in a 1 mm$^3$ voxel.

Since metabolite concentrations could not be increased globally in the human body, it is desirable to enhance the spin polarization when performing MR experiments, which is conventionally achieved by increasing the magnetic field strength. Electrons have much higher polarization than nuclear spins due to their much larger gyromagnetic ratio (the electron gyromagnetic ratio is about 650 times the proton gyromagnetic ratio). This means that at low temperature (~ 1-2K) and high magnetic field, such as 3 T, the electrons have almost 100% polarization. DNP technique makes use of this high electron spin polarization and transfers it to the nuclear spins [19]. In the DNP process, molecules with the target nuclei (e.g. $^{13}$C) are mixed with a source of unpaired electrons (a stable radical) and then placed in a magnetic field at low temperature. In the simplest case where one electron spin couples with only one nuclear spin, four Zeeman energy levels are formed within this two spin system (Figure 1.1B). Microwave irradiation that matches the energy difference
between electron and nuclear spins is then used to force the spin transition from the lower energy spin state to the higher energy spin state via the dipole coupling between the electron and the nuclear spins [20], as illustrated in Figure 1.1C. In addition to microwaves at the right frequency, another factor that leads to highly polarized nuclear spins is very short spin-lattice relaxation (or, $T_1$ relaxation) time of the electrons. Spin-lattice relaxation is a process where the spin populations recover to their Boltzmann distribution from an excited state (for example, the hyperpolarized state) [21]. At the operating temperature of DNP, electrons possess $T_1$s in the millisecond range, while the nuclear spin $T_1$s are usually in the 1000 seconds range. This dramatic difference in $T_1$ means that the DNP process is so fast that the hyperpolarized nuclear spins preferentially remain in the excited state instead of quickly relaxing back to thermal equilibrium. Depending on the radical used as the source of the unpaired electrons and its concentration relative to the target molecule, the DNP process is more complex and involves thermal mixing effects, where one electron spin interacts with multiple nuclear spins [22]. For the DNP process described in this thesis, thermal mixing is the dominant mechanism since the electron absorption spectrum line width of the radical used is much broader than the nuclear spin resonance frequency. Therefore, it is difficult to cover all electron spins with a single frequency microwave irradiation, leading to a relatively long hyperpolarization time.

The dissolution DNP technique uses superheated water (~$180^\circ$C at ~10 bar) to melt the hyperpolarized sample from the solid state in less than a second. The hyperpolarized sample shows almost no polarization loss during the dissolution process and could enhance the MR signal by more than 10000 times when used for imaging of cell metabolism in vivo [23].
Figure 1.1: Spin system in DNP
(A) Zeeman splitting of a single spin system, where $|\alpha\rangle$ state possesses slightly lower energy than $|\beta\rangle$ state and is hence slightly more populated. (B) Two spin system (an electron spin and a nuclear spin) where four sub-energy levels are present. (C) Microwave irradiation at a certain frequency enhances the nuclear polarization through the dipole coupling between the electron and nuclear spins.

1.3. Hyperpolarized imaging agents

This section gives an overview of the possible imaging agents, and a brief introduction to the MRI techniques will be covered in the following two sections.

Selection of imaging agents

For a substrate to be used clinically for imaging tumour metabolism it must satisfy several conditions [24]. The substrate should be able to form a glass in the solid state, it should play an important role in tumour metabolism, and its metabolism should be fast enough to be observed before complete decay of the polarization. Thus the observed nucleus in the substrate should have a relatively long $T_1$, since the slower the $T_1$ relaxation the longer the signal will be available for MR observation. Significant chemical shift differences should exist between the substrate and its metabolic products to allow observation of separable MRI signals. Other requirements include fast transport across a cell’s plasma membrane and lack of toxicity. In summary, a potential candidate for a hyperpolarized imaging agent needs to provide information of biological importance within a feasible imaging time.

The hyperpolarization process described above naturally excludes the use of macromolecules such as proteins, because the extremely low temperature during the
polarization transfer and the high temperature during the dissolution process can denature these molecules. This is not a concern for small molecules, such as metabolites in the glycolytic pathway and tricarboxylic acid (TCA) cycle. Despite its abundance in these metabolites, $^1$H is not a good target for hyperpolarization because of its relatively short $T_1$ when compared to other nuclei, such as $^{13}$C. A shorter $T_1$ means more polarization loss during dissolution as well as during the transfer and perfusion processes, where the hyperpolarized agent is relocated to the imaging object, injected, brought to the target region by the circulation, and taken up by the cells. Carbon is the second most abundant element in human body. $^{12}$C, the dominant isotope of carbon, does not possess spin and therefore does not give rise to an MR signal, whereas $^{13}$C, a spin-$1/2$ nucleus, has a natural abundance of only $\sim 1\%$. The relatively long $^{13}$C $T_1$ in many important metabolites allows for efficient hyperpolarization of $^{13}$C-labeled metabolites and has made possible imaging of relatively low concentrations of these molecules in vivo with sufficient SNR at a sub-second frame rate. Most of the dissolution DNP based MRI experiments have been performed with the $^{13}$C nucleus, although a study has also been conducted with hyperpolarized H$_2$O [25]. This thesis focuses on the studies with [1-13C]pyruvate, but many other possible imaging agents for hyperpolarized $^{13}$C MRI have also been introduced and are described in the following.

[1-13C]pyruvate

The most widely used agent so far has been [1-13C]pyruvate [26], which has already been used in clinical experiments [27-29]. Pyruvate plays an active role in the hyperpolarized MRI field because it is the end product of glucose metabolism, and glucose metabolism in tumours is usually altered such that a large proportion of the pyruvate is converted into lactate, even in the presence of oxygen [9], rather than entering the TCA cycle, as in most normal tissues. This phenomenon is known as the Warburg effect or aerobic glycolysis [30]. This altered pathway, provides a large pool of glycolytic intermediates for biosynthetic purposes, which can be used to drive tumour cell proliferation, and it also regenerates NAD+ from NADH through the conversion of pyruvate to lactate, which allows continued operation of the glycolytic pathway [31]. Aerobic glycolysis also contributes, via the pentose phosphate pathway, to the production of NADPH,
which is a reducing equivalent for anabolic reactions and which maintains redox balance in
tumour cells [32]. Aerobic glycolysis results from the upregulation of many of the glycolytic
enzymes [33], including lactate dehydrogenase (LDH), which catalyses the exchange of
hyperpolarized $^{13}$C label between pyruvate and lactate, as well as a decrease in the rate of
entry of pyruvate into the TCA cycle via pyruvate dehydrogenase (PDH). PDH activity is
suppressed by pyruvate dehydrogenase kinase, whose expression is promoted by HIF-1,
otherwise PDH would divert pyruvate into the TCA cycle [34].

Brindle and colleagues showed that MRI measurements of the exchange of
hyperpolarized $^{13}$C label between injected $[1-^{13}$C$]$pyruvate and the endogenous lactate pool
enabled immediate monitoring of changes in LDH activity after tumour treatment with
etoposide [35]. Later studies by the same group [36] and Saito et al [37] demonstrated
similar results with hyperpolarized $[1-^{13}$C$]$pyruvate imaging in different tumour models
treated with radiotherapy. Treatments targeting phosphatidylinositol 3-kinase (PI3K), which
lowers LDH activity, have been shown to be assessable using hyperpolarized $[1-^{13}$C$]$pyruvate
MRI [38,39] and Bohndiek et al [40] and Park et al [41] showed that hyperpolarized $[1-
^{13}$C$]$pyruvate could also be used to detect early response to anti-vascular treatments.
Imaging with hyperpolarized $[1-^{13}$C$]$pyruvate has also been shown capable of detecting
occult lesions [27] and for monitoring tumour progression [42,43]. In addition to these
applications in tumour imaging, $[1-^{13}$C$]$pyruvate has also been used to assess diabetic heart
[44] and kidney [45], to measure pH in heart [46], as well as acute changes in renal
metabolism induced by soft drinks [47].

Other $^{13}$C labelled imaging agents

Numerous hyperpolarized$^{13}$C labelled imaging agents have been developed. Brindle
and colleagues suggested that hyperpolarized $[5-^{13}$C$]$glutamine could be used to detect
hepatocellular carcinoma detection because its rapid consumption in proliferating tumour
cells [48]. They also showed that hyperpolarized $^{13}$C bicarbonate could be used for pH
mapping, which is important in studies of the tumour microenvironment [49,50], $[1,4-
^{13}$C$_2$]fumarate can be used for imaging cell death, providing an immediate metric of tumour
treatment response [51,52], $^{13}$C vitamin C has been used to probe tumour cell redox status
[53,54], [1-13C]glutamate to study tumour energy and amino acid metabolism [55], and 13C labelled glucose to study glycolytic flux and pentose phosphate pathway (PPP) activity in tumours [56,57]. Chaumeil et al studied the isocitrate dehydrogenase 1 (IDH1) mutation in glioma with hyperpolarized [1-13C]α-ketoglutarate, which can be converted into [1-13C]2-hydroxyglutarate and [1-13C]glutamate in IDH1 mutated glioma cells [58,59]. Mzauel et al demonstrated the intracerebral synthesis of [1-13C]glutamine from [1-13C]glutamate when the blood-brain-barrier was compromised [60]. Hyperpolarized [1-13C]acetate, the precursor of acetylCoA, was used by Koellisch et al as a probe of carnitine acetyltransferase activity in diabetic rat heart [61]. [U-13C]α-ketobutyrate has been proposed as a probe to image LDH-B activity in heart [62]. Hyperpolarized [2-13C]pyruvate provides information on TCA cycle activity in addition to LDH activity [63], although it suffers from a shorter T1. Recently, Marco-Rius et al studied glucose and fructose loading effects in the liver using hyperpolarized [2-13C]dihydroxyacetone [64].

### 1.4. MRI

MR experiments manipulate magnetization, the macroscopic overall net magnetic moment of nuclear spins in a given volume. The original magnetization $M_0$ is determined by the spin density in the volume and the polarization and is given by [65]:

$$M_0 = \rho \left(\frac{\gamma h}{2}\right) \text{Polarization} \quad 1.3$$

$M_0$ points along the $B_0$ field direction (the longitudinal direction, or z direction in the context of this thesis). Here $\rho$ is the number of spins per unit volume, $\gamma$ is the gyromagnetic ratio and $h$ is the Planck constant (in J-s/rad). When a radio frequency (RF) oscillating magnetic field is applied in the form of a pulse (producing a $B_1$ field), the original z magnetization is tipped into the transverse $xy$ plane, which is perpendicular to the $B_0$ field, as illustrated in Figure 1.2.
Figure 1.2: Excitation and reception of MR signal

In the presence of a static external magnetic field $B_0$, the original magnetization $M_0$ is along the $B_0$ field direction. An instantaneous additional $B_1$ field (from the RF pulse) flips the original magnetization $M_0$ into the transverse plane. The transversal magnetization $M_{xy}$ then rotates about $B_0$ at its resonance frequency (~75 MHz for $^{13}$C at 7T, for example) and generates an electric current in the receiver coil, which is positioned perpendicular to the transverse plane. The figures are plotted in the rotating frame for simplicity, which rotates about the $B_0$ field at the same frequency as the observed magnetization. The $B_1$ field should be applied at the same frequency (on-resonance with the target magnetization) to achieve an efficient flip. The figure is plotted following the right-hand rotation tradition in NMR.

Due to the fluctuation of the local field experienced by each spin, several phenomena affect the observed magnetization immediately after the excitation pulse, including spin-lattice relaxation ($T_1$ relaxation), spin-spin relaxation ($T_2$ relaxation), $T_2^*$ decay, chemical shift, and J-coupling. MRS and MRI exploit these processes to produce signal contrast.

$T_1$ and $T_2$ relaxation

The spin-lattice relaxation, as introduced in Section 1.2, brings the longitudinal magnetization back to its thermal equilibrium value. The cause of spin-lattice relaxation is the fluctuating magnetic fields generated by the thermal motion of the molecules, which induces transitions between the spin energy states [21]. In the non-hyperpolarized case, spin-lattice relaxation means recovery of the longitudinal magnetization back to $M_0$, as shown in Figure 1.3A. For a hyperpolarized spin system, spin-lattice relaxation leads to decay of the hyperpolarized magnetization back to its thermal equilibrium value, as shown in Figure 1.3B. Spin-spin relaxation describes decay of the transverse plane magnetization (Figure 1.3C) due to the spins becoming out-of-phase as a result of the oscillating fields experienced by each spin, which is also the cause of the spin-lattice relaxation, and by
inhomogeneous local fields [66]. The time constants used to describe the spin-lattice and spin-spin relaxations are \( T_1 \) and \( T_2 \) respectively. Note that \( T_1 \) is determined by the transition probability between the two spin energy levels and is the same for the thermal equilibrium and hyperpolarized MRI experiments. \( T_1 \) relaxation is one of the key factors in the design of hyperpolarized MRI experiments because all the images need to be acquired before the polarization decays back to its thermal equilibrium value.

\[ \text{Figure 1.3: } T_1 \text{ and } T_2 \text{ Relaxations} \]
\( (A) \) \( T_1 \) relaxation leads to the return of the longitudinal magnetization back to \( M_0 \) in the thermal equilibrium MR experiment. \( (B) \) \( T_1 \) relaxation leads to polarization decay to \( M_0 \) in the hyperpolarized MR experiment. \( (C) \) Decay of transverse magnetization due to \( T_2 \) relaxation.

\( T_2^* \) decay

In addition to \( T_2 \) decay, transverse magnetization can be lost by a more macroscopic field inhomogeneity across an image voxel [67]. Clusters of spins experiencing slightly different magnetic fields can gradually become out of phase and signals from different clusters cancel each other. The overall magnetization decay, including the \( T_2 \) contribution, is termed \( T_2^* \) decay (\( T_2^* < T_2 \)). Note that the macroscopic field inhomogeneity contribution to \( T_2^* \) decay could be refocused by a refocusing RF pulse. In MRI experiments, the signals are usually acquired as soon as possible after the excitation pulse in order to reduce signal loss due to \( T_2 \) or \( T_2^* \) decay.

Chemical shift

In the presence of an external magnetic field, electron currents are induced in the molecule, resulting in a change in the local field experienced by the nucleus. The same nuclei in different compounds, or at different positions in the same compound, have different local electronic environments and thus experience slightly different microscopic
local magnetic fields [21]. In a spectrum this is represented as more than one peak at different frequencies. This phenomenon is termed chemical shift. For example, in a 7 T magnetic field, the $^{13}$C nucleus in [1-$^{13}$C]lactate is about 916 Hz from the $^{13}$C nucleus in [1-$^{13}$C]pyruvate due to the differences in the chemical structure of these molecules. Since chemical shift is induced by the external field, it is linearly proportional to the external field strength [68]. Chemical shift is widely used to separate the signals from different molecules in MRI (for example, water and fat separation in clinical MRI [69]).

**J-coupling**

J-coupling describes indirect spin-spin coupling via the electrons in covalent bonds between nuclei [70]. While chemical shift is influenced by the overall local electronic microenvironment, J-coupling exists only intramolecularly, independent of the external field, but depends on the presence of other nuclear spins in the same molecule. J-coupling splits the peak of an affected nucleus and modifies its phase evolution in a MR experiment. For example, J-coupling alters the $^{13}$C spectrum of [1-$^{13}$C]lactate, as shown in Figure 1.4.

![Figure 1.4: Heteronuclear J-coupling between $^{13}$C and C2 position $^1$H in [1-$^{13}$C]lactate](image)

Coupling between the $^{13}$C and C2 position $^1$H splits the $^{13}$C resonance into two peaks that are 3.2 Hz apart.

**MRS, MRI, and MRSI**

MR Spectroscopy (Figure 1.5A) acquires a spectrum from a localized volume in the study object, and the main resolution in the spectrum comes from the chemical shift. J-coupling may or may not be observed in the MRS experiment, depending on how large the J-coupling is compared to the $B_0$ field inhomogeneity. The MRS experiment is usually conducted in a magnetic with relatively wide bore (~12 cm for small animals and ~50 cm for human), where the $B_0$ field may not be very homogeneous. In MRS experiments the effects
of J-coupling can be eliminated by using decoupling pulses, which refocus the phase evolution due to J-coupling while leaving untouched the chemical shift phase evolution. MR imaging (Figure 1.5B), in contrast, acquires spatial information. MR Spectroscopic Imaging (MRSI, Figure 1.5C) maps the spatial volume into multiple voxels and acquires a spectrum at each of the voxels. The difference in these three MR techniques is in the use of magnetic field gradients, which are magnetic fields with spatially varying strength in different directions.

Gradients are generally used for three different purposes. The gradient in the slice direction, which is applied together with the RF pulse, is used to selectively excite spins in a slice and is thus termed a slice selection gradient. The gradient in a second spatial dimension applied during signal acquisition is termed the frequency-encoding gradient. The gradient used to encode the spins in the third spatial dimension, which is applied and varied between different acquisitions, is termed the phase encoding gradient. The frequency and phase encoding gradients induce different phases for spins at different spatial positions in the gradient and hence the spatial resolution of the spins arises from their spatially varying phases. In contrast, chemical shift encoding induces different phase evolutions for spins at different resonances and hence the spectral resolution of chemical shifts.

**Figure 1.5: MRS, MRI, and MRSI**

(A) MR spectroscopy explores the inherent chemical shift information of the study object. (B) MR imaging exploits additional spatially-varying magnetic fields to obtain spatial information from the study object. (C) A combination of chemical-shift encoding and gradient field encoding leads to MR spectroscopic imaging, providing both chemical-shift and spatial information.

For MRS the spin phase evolution is driven by the chemical shift (neglecting $B_0$ field inhomogeneity and J-coupling) and is given by:
where $s(t)$ is the acquired signal at time $t$ and $\rho(f)$ is a resonance from the imaging object at frequency $f$ (relative to the acquisition central frequency). The exponential term describes the phase evolution caused by the offset from the central frequency. For MRI, where the frequency offset caused by the magnetic field gradient is much greater than that caused by chemical shift, the acquired signal is given by:

$$s(t) = \int \rho(f) e^{-i2\pi ft} df$$ \hspace{1cm} (1.4)$$

where $s(t)$ is the acquired signal at time $t$ and $\rho(f)$ is a resonance from the imaging object at frequency $f$. $\tilde{G}$ is a vector describing the magnetic field gradients in different spatial directions. The exponential term describes the phase evolution, which is dominated in this case by the applied gradients. Signal in the MRSI experiment is given by:

$$s(t) = \int \rho(\vec{r}, f) e^{-i(\gamma \vec{r} \cdot \vec{G} + 2\pi f t)} d\vec{r} df$$ \hspace{1cm} (1.6)$$

where the phase of a cluster of spins depends on both its spatial location and its chemical shift.

In MRS, MRI, and MRSI, the signals $s(t)$ are sampled in k-space. It is intuitively obvious from Equations 1.4-1.6 that the imaging object, $\rho$, could be recovered from k-space via a Fourier transform and the resulting image or spectrum has a resolution determined by the encoding scheme. The signal with a zero phase term is at the centre of k-space, which represents the time when all the spins are in-phase, and hence contributes the largest signal in k-space.

In reality, zero phase signal could only be acquired when a refocusing RF pulse is used because of the multiple frequency components in the imaging object. The refocusing RF
pulse flips the spins in the transverse plane about the B₁ field direction and hence reverses the phase evolution that takes place before the pulse. At the time when the phase evolution is fully reversed a spin echo is formed, and this time point is termed the Echo Time (TE). Since T₂* decay is a result of phase evolution under the influence of an inhomogeneous B₀ field, this process could be reversed by a refocusing pulse. T₂ decay, however, cannot be reversed as it involves transitions in spin energy states. In the absence of a refocusing pulse, a truly refocused echo can never be formed, and only the phase induced by gradients can be re-wound by another set of gradients, to form a gradient echo.

1.5. MR pulse sequences

A MR pulse sequence (or simply sequence in this thesis) is a series of RF pulses and gradient waveforms that excite and encode the magnetization and are used to acquire data. The sequence determines the k-space trajectory, which describes how the k-space is filled. Some sequences widely used in clinical MRI include Spin Echo (SE) [71], Fast Spin Echo (FSE) [72], Gradient Echo (GRE) [73], and Echo Planar Imaging (EPI) [74]. All these sequences acquire Cartesian k-spaces, where only a simple Fourier transform is needed for image reconstruction. Some less widely used sequences include spiral [75], radial [76], and half-radial [77], all acquiring non-Cartesian k-spaces, which are relatively computationally intensive in image reconstruction and are prone to blurring and artefacts in the reconstructed images due to the non-uniformity of k-space sampling [78-80].
Figure 1.6: RF depletion of hyperpolarization

Each RF pulse turns part of the unobservable magnetization into observable magnetization, reducing the available hyperpolarization.

Not all clinical sequences used to image protons at thermal equilibrium are suitable for hyperpolarized MRI. A first concern in sequence design for hyperpolarized MRI is RF exposure [24]. A common workflow for all clinical sequences is that the proton magnetization is excited from its thermal equilibrium value, rotates at its Larmor frequency in the transverse plane and induces signal, while, at the same time, recovering to its thermal equilibrium value in a reasonably short period of time when it is ready for the next excitation. This is however not the case for hyperpolarized imaging, where the signal is dominated by the hyperpolarization. Hyperpolarization, as introduced in Section 1.2, is an excited state built up outside the imaging object before imaging commences. During the imaging process the polarization decays to its thermal equilibrium value in a $T_1$-dependent process, where it is >10000-fold smaller, yielding effectively no signal at the end of this period. In addition to $T_1$ decay, each excitation pulse consumes some hyperpolarization, as shown in Figure 1.6, and a 90° flip angle RF pulse depletes all the hyperpolarization. Refocusing pulses with a 180° flip angle are widely used in clinical imaging sequences to eliminate $T_2^*$ decay, but their use in hyperpolarized MRI needs particular caution. While a perfect 180° pulse only inverts the polarity of the polarization, the transition bands in the frequency response of the 180° pulse can flip the polarization with any angle and hence quickly deplete the polarization. Moreover, since the $B_1$ field is inhomogeneous, it is
challenging to achieve a 180° flip covering all the hyperpolarized spins in the sample. Another concern in sequence design for hyperpolarized MRI is the requirement for high temporal resolution. Altered metabolism in cancer is controlled by abnormal enzyme activity, changes in which before and after treatment can be used in assessment of treatment response. A study of enzyme kinetics requires acquisition of dynamic information on metabolite labelling, which, in our case, relies on fast acquisition of metabolite images at a series of time points within a very tight imaging window that is determined by the metabolites’ T1s [24]. High spatial resolution is also needed because the heterogeneous nature of tumour metabolism means that metabolite changes may vary spatially within the tumour. The fourth concern in imaging the metabolism of hyperpolarized labelled metabolites is the need for sufficient spectral resolution. Signals from different metabolites need to be separated in the resulting images. The acquisition or excitation components of the sequence should be designed to resolve the metabolite chemical shifts. The techniques described below have been designed to match the requirements listed above.

Chemical Shift Imaging (CSI)

Chemical shift imaging [81] can be used to acquire a 2D image with a spectrum at each pixel and has been used in many hyperpolarized 13C imaging studies [35,49,51,52,82]. There is no frequency encoding gradient, instead both two spatial dimensions are phase encoded, followed by signal acquisition when the spins are allowed to precess at their own frequencies in the absence of a magnetic field gradient. The main drawbacks of CSI are the slow imaging speed and the need for a relatively large number of excitations. These problems persist even if a compressed sensing technique is used [83]. Compressed sensing recovers an image from a k-space that is pseudo-randomly encoded with a reduced sampling rate [84]. Parallel imaging techniques could also be used to reduce the number of excitations by reducing the number of phase encode steps [85]. Parallel imaging replaces part of the phase encoding with the spatial encoding that is inherent in a multichannel phased array receive coil [86-88]. The CSI sequence is depicted in Figure 1.7.
Figure 1.7: Schematic plot of CSI sequence
A representative CSI sequence. Phase encoding gradients on both X and Y axes are used, following excitation with a slice selective sinc pulse.

Echo Planar Imaging

Echo planar imaging is widely used in clinical proton imaging because it is fast, acquiring a 2D k-space in a fraction of second. A consequent benefit is its insensitivity to motion. Both benefits can be exploited in hyperpolarized $^{13}$C imaging, where high speed imaging is needed to achieve a high temporal resolution and motion insensitivity is desirable as it suppresses the potential imaging artefacts arising from perfusion of the injected imaging agent. Another property of EPI is the low RF pulse exposure, the acquisition of a 2D image requiring only a single RF pulse, which is beneficial for preservation of the polarization.

MRI needs to balance imaging time and image quality. The EPI sequence, as a fast imaging technique, suffers from two major problems. One concern with EPI is image distortion in the phase encoding direction, resulting from a low sampling rate in the presence of $B_0$ field inhomogeneity [89]. The same kx position in each ky line is sampled every echo, where adjacent echoes are usually a few milliseconds apart. $B_0$ field inhomogeneity, either endogenous or from eddy currents [90], induces extra phase accumulation during each echo spacing, leading to mis-encoding of the spin locations and
hence image distortion. For hyperpolarized MRI, an intuitive workaround to limit image distortion is to reduce the echo spacing. Alternatively, Geraghty et al used a dual-echo EPI sequence where a phase error map could be calculated to correct for image distortion [91]. Cunningham et al, on the other hand, removed image distortion with two acquisitions where blipped gradients were of opposite polarity and where the resulting distortions were in opposite directions [92].

Another major concern in EPI is Nyquist ghosting. The bi-polar readout gradients result in bi-polar eddy currents and hence opposite phase errors in odd and even k-space lines, leading to Nyquist ghosts in the result image [93]. Nyquist ghosting is also called a FOV/2 ghost because it appears as the imaging object shifted by FOV/2, in addition to the object at its original position. In proton imaging at thermal equilibrium, this ghosting is usually corrected by acquiring a separate reference scan, where the phase encoding gradients are turned off [94,95]. This approach, however, is less preferable in the case of hyperpolarized MRI as it sacrifices a time point for either one or more of the metabolites, which is particularly undesirable for metabolites with short $T_1$ and hence limited imaging window. A workaround is to acquire a few reference echoes in the same imaging sequence before the regular readout train [96,97]. However, this may decrease the SNR as a result of the prolonged TE and hence is less preferable for metabolites with short $T_2$s. Cunningham et al proposed an asymmetric design for the readout gradient [98,99], where all the signals are acquired with the same gradient polarity and ghosting is naturally avoided [100]. This method was also adopted by Koelsch et al [101] and Marco-Rius I et al [102] in their studies. By doing this, however, the echo spacing is prolonged as the signal is now acquired at every two gradient lobes, introducing extra image distortion. Due to this decrease in imaging efficiency, the SNR is also reduced with an extended length of the readout train. In light of this, Gordon et al acquired the reference scan on the $^1$H signals at thermal equilibrium, calculated the phase correction coefficients, and then applied them to the correction of the hyperpolarized $^{13}$C images [103].

EPI can also suffer from image blurring due to signal decay throughout the echo train, which is equivalent to low-pass windowing in k-space [104]. This is fortunately less of a concern in hyperpolarized MRI as the echo train is usually shorter than in regular MRI.
EPI is usually used together with Spectral-Spatial (SpSp) selective pulses to selectively excite a specific spectral component in a specific slice [105], otherwise components with different chemical shifts can lead to their mis-position in the resulting images, as was explained above in the introduction to distortion artefacts. However, sometimes hyperpolarized $^{13}$C EPI has also been used with multiband SpSp pulses, which can simultaneously excite metabolites with different resonance frequencies [106]. For example, Geed et al simultaneously imaged $[1-^{13}$C]pyruvate and $[1-^{13}$C]lactate using EPI and then separated the two metabolites by exploiting their different locations in the resulting image resulting from their different chemical shifts [107]. This method was extended by Shin et al to incorporate parallel imaging algorithms in the separation of multiple metabolites signals [108].

A typical 2D EPI sequence is depicted in Figure 1.8 below, and this could be extended into a 3D sequence by adding extra phase encoding in the Z direction [97].

**Figure 1.8: Schematic plot of EPI sequence**
A representative 2D EPI sequence. A SpSp pulse is used to excite the target metabolite resonances, and the excited magnetizations are then encoded in two dimensions after a single excitation.

**Echo Planar Spectroscopic Imaging (EPSI)**

While EPI acquires an image with only spatial dimensions, EPSI acquires an image with a spectrum in each voxel [109]. The EPSI sequence was introduced by Sir Peter Mansfield
and his colleagues, originally named as PEEP (Phase-Encoded Echo-Planar) [110], together with two forerunners of this sequence that were proposed earlier by the same group [111]. Blipped gradients in the Y direction are replaced with regular phase encoding gradients before the readout gradient train, leaving signals in the latter encoded by their chemical shifts. EPSI has been used in hyperpolarized MRI to simultaneously map the signals from multiple metabolites [98,106,112-114]. The benefit of this technique over EPI with SpSp pulses is that it does not require prior knowledge of the metabolites, as all the resonances in the spectrum can be resolved. However, this benefit is degraded by the bandwidth of the acquired spectrum, which is usually a few hundred Hertz and is limited by the echo spacing in the readout train. This could result in a folded spectrum, where metabolites with relatively large chemical shifts are wrapped around to give an incorrect location. In addition, regular phase encoding in the Y direction leads to multiple excitations to cover a full k-space in that direction, which makes it less desirable as each excitation consumes hyperpolarization. This problem is exacerbated when the technique is extended to 3D EPSI (3D spatial 1D spectral imaging), where another set of phase encoding gradients are required in the 3rd spatial dimension. Hence, compressed sensing is usually used in conjunction with 3D EPSI [115-117] to reduce the number of excitations and further accelerate imaging speed. Another solution to the demanding number of excitations is to use parallel imaging, where the number of phase encode steps could be reduced based on the number of receiver channels present [118-120]. Parallel imaging with EPSI may further benefit from a calibrationless technique described by Shin et al [121]. Calibration information is difficult to acquire in hyperpolarized $^{13}$C MRI due to the sparse nature of the signal. Although it has been proposed [122], parallel imaging may not be of significant benefit to hyperpolarized EPI, because phase encoding in EPI can be achieved with a train of blipped gradients following a single excitation pulse. EPSI sequences have already been applied in clinical experiments with hyperpolarized [1-$^{13}$C]pyruvate in prostate [27,29]. A typical 2D EPSI sequence is illustrated in Figure 1.9.
Figure 1.9: Schematic plot of EPSI sequence
A representative 2D EPSI sequence. Compared to EPI, a blipped gradient train on the Y axis is replaced with a set of step-wise phase encode gradients, each step requiring an extra excitation. Similar phase encoding could be added to the Z axis to acquire a 3 dimensional image. Chemical shift encoding takes place in the readout gradient train on the X axis.

Spiral based sequences

While all the sequences above acquire a Cartesian k-space, the spiral based sequences acquire signal to fill a spiral k-space [123]. Spiral trajectories cover k-space in a more SNR efficient way when compared to EPI because they sample the centre of k-space more densely, where most of the signal is located [124]. This benefit can be further enhanced by using a variable density spiral trajectory [125-128]. Compared to EPI, spiral trajectories have even faster switched gradients. The resulting eddy currents, together with B₀ field inhomogeneity, can result in image rotation and blurring. However, these can usually be corrected retrospectively using measured B₀ maps or k-space trajectories [129-131]. Variable density spirals, when under-sampled in outer k-space, can introduce aliasing artefacts that appear as streaks and swirls in the image [124], which are different from the wrap-around artefacts observed when a Cartesian k-space is acquired.

Since a 2D k-space can be covered after a single excitation, spiral sequences are also widely used in hyperpolarized MRI. Lau et al used a single-shot spiral acquisition to image [1-¹³C]pyruvate and ¹³C bicarbonate in the heart, where the metabolites were excited
alternately using SpSp pulses [132]. Spiral readouts preceded by motion-sensing gradients can be used to image metabolites within target tissues while suppressing signals from blood vessels [133-135]. The single-shot 2D spiral acquisition can be extended to 3D imaging by phase encoding on the third dimension, one excitation per phase encoding step [46]. A spiral CSI sequence [136] can be used to acquire spectra at each image voxel, where a train of spirals is acquired after a single excitation, such that each spiral encodes a 2D image and all the spirals in total are chemical shift encoded. A similar sequence has been used extensively by Meyer and colleagues for hyperpolarized $^{13}$C MRI as a 2D spatial and 1D spectral dataset could be acquired in less than a second following a single excitation [137-142]. The benefit of spiral CSI over EPSI is that there is no need for multiple excitations, while the drawback is a narrower spectral bandwidth, which is limited by the duration of each spiral. Another way of acquiring spectral information is to use the Dixon method [143-145], where, instead of acquiring a full spectrum, a few echoes (spirals) are acquired at different echo times to resolve a known number of resonances. This method has been adopted in hyperpolarized $^{13}$C MRI to acquire extremely simplified spectra for known metabolites [61,146-148]. A potential problem is signal contamination from unexpected metabolites that were not included in the image reconstruction. Outlines of the spiral and spiral CSI sequences are depicted in Figure 1.10.
Figure 1.10: Schematic plot of spiral and spiral-CSI sequences
Spiral sequence families. (A) Spiral sequence for single metabolite with spectral-spatial excitation. (B) Spiral CSI sequence to map multiple metabolites with spectral resolution. A Spiral Dixon sequence could simply replace the slice-selective excitation in (B) with a multi-band SpSp pulse and add the desired delays between the subsequent spiral readouts in order to obtain chemical shift information.

Other imaging trajectories

Although less popular, some other imaging sequences have also been used for hyperpolarized $^{13}$C MRI experiments, including the examples given below. Leupold et al exploited the balanced Steady-State Free Precession (bSSFP) sequence to image the hyperpolarized $^{13}$C metabolites based on their chemical shifts [149]. This technique was expanded to 3D fast mapping by Shang et al [150]. The principle behind these techniques is that a train of RF excitation pulses excite resonances at certain frequencies while others are saturated. A drawback is the possibility of excitation of unwanted metabolite resonances by the replicating excitation bands as well as the transition bands, as the frequency response profile of the RF train is much worse than for a regular SpSp pulse. Another concern is the large number of excitation pulses used to build up the pseudo-steady state signals as well as to acquire the 2D and 3D images. Laustsen et al used a radial FSE sequence with sinc refocusing pulses for T$_2$ mapping of $^{13}$C urea in diabetic kidney [151]. Although a radial FSE sequence enables fast T$_2$ mapping [152], the imperfect refocusing pulses may deplete the polarization very quickly. Ramirez et al modified EPSI to cover k-space with a radial trajectory [153]. This design has higher SNR efficiency when compared to Cartesian k-space EPSI because each excitation leads to an acquisition that crosses the centre of k-space. The downside is that each radial spoke requires an excitation, resulting in considerable RF
exposure. To minimize RF exposure, Frydman and colleagues acquired 2D spatial and 1D spectral information after a single excitation [154] using spatiotemporal encoding, however this naturally resulted in a low SNR.

1.6. Aim

The fundamental challenge in hyperpolarized $^{13}$C MRI is to obtain high spatial and temporal resolution from a signal that decays relatively rapidly and is depleted by excitation. The aim of my PhD project was to develop imaging techniques for hyperpolarized $^{13}$C-labeled metabolites that can improve on the current state-of-the-art in one or more of these aspects.
2. A single shot 3D sequence for hyperpolarized $^{13}$C MRI

2.1. Introduction

As introduced in Chapter 1, the enormous gain in spin polarization afforded by dissolution Dynamic Nuclear Polarization has enabled dynamic measurements of tissue metabolism in vivo using $^{13}$C magnetic resonance spectroscopic imaging following intravenous injection of hyperpolarized $^{13}$C-labeled substrates. Measurements of the labeled substrates and their products can be used to measure various metabolic fluxes and enzymatic processes. However, this is demanding in terms of imaging speed due to the short lifetime of the hyperpolarization. In addition, heterogeneity is an intrinsic property of tumours [155], and can be directly correlated with the effectiveness of treatment [156]. Three-dimensional imaging is desirable, therefore, both to investigate tumour heterogeneity and to fully monitor the response of a tumour to treatment. In Chapter 1 I reviewed the fast imaging techniques in the literature for hyperpolarized $^{13}$C MRI. An inherent limitation of the imaging techniques described above is that, for full 3D coverage, they require several excitations for each image, which will deplete the polarization and thus accelerate signal decay. This is the case for 3D imaging techniques, where an extra excitation is required for each phase encoding step in the slice direction and is also true for 2D imaging techniques, where slice cross-talk, due to an imperfect excitation profile, can accelerate polarization decay. I have developed a novel single-shot 3D imaging sequence with SpSp excitation and a hybrid dual-spin-echo-spiral readout. The sequence was designed to minimize loss of polarization by reducing the number of excitation pulses required, while maintaining high spatial and temporal resolutions. The sequence was demonstrated on both phantoms and mice and its robustness to $B_0$ field inhomogeneity, a common challenge for fast imaging techniques, was also demonstrated theoretically.

2.2. Methods

Tumour model

Animal experiments were performed in compliance with a project license issued under the Animals (Scientific Procedures) Act of 1986. Protocols were approved by the Cancer
Research UK, Cambridge Institute Animal Welfare and Ethical Review Body. Female C57BL/6J mice were injected subcutaneously in the lower flank with $5 \times 10^5$ EL4 lymphoma cells. The tumours were allowed to grow for 8-11 days, when they achieved a size of 1-1.7 cm in diameter. The mice were fasted for 6-8 hours before imaging [157]. Tumour-bearing animals were prepared by Richard L. Hesketh and De-en Hu.

**Hyperpolarized [1-$^{13}$C]pyruvate**

The sample contained 44 mg [1-$^{13}$C]pyruvic acid (CIL, Tewksbury, MA, USA), 15 mM OXØ63 (GE Healthcare, Amersham, UK) and 1.4 mM gadoterate meglumine (Dotarem; Guerbet, Roissy, France) and was hyperpolarized using a Hypersense Polarizer (Oxford Instruments, Abingdon, UK) at 1.2 K in a magnetic field of 3.35 T, with microwave irradiation at 94.126 GHz. The sample was then rapidly dissolved in 6 mL buffer containing 40 mM Tris, 185 mM NaOH and 100 mg/L EDTA heated to 180 °C and pressurized to 10 bar.

**MRI scanner**

Experiments were performed at 7 T (Agilent, Palo Alto, CA). The maximum gradient strength was 0.4 T/m and slew rate 3000 T/m/s. A 42 mm diameter bird-cage volume coil for $^1$H transmission and , with an integrated quadrature-bird-cage (42mm) volume coil for $^{13}$C detection were used (Rapid Biomedical GMBH, Rimpar, Germany).

**Spectral-spatial pulse**

The SpSp pulse (Figure 2.1A) was designed to detect [1-$^{13}$C]pyruvate and [1-$^{13}$C]lactate, without disturbing the polarization of alanine and pyruvate-hydrate. The pulse had a bandwidth at half maximum of 350 Hz and the centre-centre distance between the excitation bands of 1645 Hz (Figure 2.1B). The pulse design followed the small tip-angle approximation [158] to give a flip angle of 15° with a peak $B_1$ of 21.85 µT. The flip angle could be increased to 90° when a peak $B_1$ of 131.11 µT was used (Figure 2.1C). The RF profiles in the spectral and the spatial dimensions were designed using the SLR algorithm [159]. The pulse duration was 10.056 ms and the sampling time for both RF and gradient waveforms was 4 µs. Since the pulse was designed for 3D imaging, it relaxed the design demands on minimum slice thickness, which was set to 1.2 cm to leave more flexibility in
other parameters, such as sub pulse excitation profiles and spectral stopband width. Simulations showed a full width at half maximum (FWHM) for the RF response of 1.3 cm. A fly-back design enhanced the pulse’s robustness to system imperfections, where only the positive gradient lobes, at maximally 0.19 T/m, were accompanied by the RF sub pulses. The negative gradient lobes were designed to have the smallest duration, with a maximal gradient strength of -0.29925 T/m. The sub pulse had a time-bandwidth product of 6. For the spectrally selective pulse this was 3.52. The RF pulse and gradient waveforms were generated using custom-written Matlab (The Math Works, Natick, MA, USA) scripts.
Figure 2.1: SpSp pulse design

Spectral-Spatial excitation pulse to excite alternately the [1-13C]pyruvate and [1-13C]lactate resonances. (A) RF profile (in $\mu$T) and oscillating slice selection gradient (in T/m). (B) Frequency response ($15^\circ$ at 0Hz). (C) Slice profiles for $15^\circ$ and $90^\circ$ flip angles. Note that although the design target of the pulse was $15^\circ$, the quality of the excitation profile was maintained for the $90^\circ$ flip angle pulse.
Figure 2.2: Single-shot 3D sequence
The pulse sequence (A) and its 3D k-space trajectory (B). The pulse sequence includes a spectral-spatial excitation pulse and two pairs of adiabatic inversion pulses. All phase encoding steps in the z-direction were completed after a single excitation by using blipped gradients. Two spin echoes were acquired in two groups of spiral readouts, resulting in dual-$T_2$ weighted contrast. The gradients within each acquisition interval were self-refocused, and the sequence ends with spoiler gradients along all three axes. The whole of k-space was acquired as a stack of interleaved spirals. The 1st, 3rd, 5th, and 7th spirals were acquired in the first group, while the 8th, 6th, 4th, and 2nd spirals were acquired in the second group. The kx-ky matrix size is larger in the centre of the kz-direction and smaller in the peripheral planes, resulting in a spherical 3D k-space.
Pulse sequence

The pulse sequence (Figure 2A) acquires a spherical stack of spirals in 3D k-space (Figure 2B), such that each kx-ky plane has a spiral-out trajectory. Two groups of 4 spirals are acquired, where the 4 spirals in the first group acquire data for the 1st, 3rd, 5th, and 7th positions in the kz-direction, while the second group acquires the 8th, 6th, 4th, and 2nd positions. For spirals 1 to 8, the corresponding Cartesian matrix sizes were 4 x 4, 8 x 8, 16 x 16, 32 x 32, 32 x 32, 16 x 16, 8 x 8, and 4 x 4, respectively. The duration of the 4 x 4, 8 x 8, 16 x 16, and 32 x 32 spirals (including the rewinding gradients) were 0.656, 1.344, 3.240, and 8.580 ms respectively and were designed to achieve the same field-of-view (FOV) [160]. To encode spatial information in the slice direction, each blip between spirals traverses two steps in the kz-direction. There are pre- and re-phasing gradients so that the z-axis gradient, in each acquisition interval, is self-refocused. Since each spiral is also self-refocused on the x and y axes, the encoding gradients on all 3 axes are fully balanced in each acquisition interval.

Imperfect refocusing pulses, due to $B_0$ and $B_1$ field inhomogeneity, can deplete the polarization very quickly. Therefore adiabatic pulses with a Hyperbolic-Secant (HS) profile were used. Since a single HS adiabatic inversion pulse would leave a non-linear phase across the swept frequency band, this requires the HS pulse to be played out in pairs, hence the sequence shown in Figure 2A. For the spiral trajectory in Figure 2B, $\tau_1$ was 10 ms and $\tau_2$ was 15 ms. The two central spirals (4th and 5th) were acquired at the time of the spin-echo so that the centre of k-space was free from the effects of $B_0$ field inhomogeneity. This resulted in 2 TE times, where $TE_1$ was 50.6 ms and $TE_2$ was 110.504 ms. Spoiling gradients on all three axes at the end of the sequence de-phase residual transverse magnetization.

The pulse sequence can be adapted to other k-space trajectories, depending on the required resolutions in the xy plane and z-direction. Two alternative designs were tested. A 16x16x8 design (compared to the original 32x32x8 design) consisted of 8 spirals (again 2 sets of 4) where each had a 16x16 matrix in the xy plane. In the second design (16x16x12), 12 spirals were divided into 2 groups to achieve 12 phase encoding steps in the z-direction, while each spiral encoded a 16x16 matrix in the xy plane. In these alternative designs the
overall 3D k-spaces are cylindrical, in contrast to the more-spherical k-space in the original sequence.

Theoretical Point Spread Functions (PSF), ignoring relaxation, were simulated as described by Durst et al [161]. A constant k-space was sampled by each of the proposed acquisition schemes and a 3D Fourier transform was performed to yield the PSFs. The sampled k-spaces were zero-filled (32x32x8 to 512x512x128, 16x16x8 to 512x512x256, 16x16x12 to 512x512x384) before Fourier transform.

**Phantom imaging**

All three sequences were tested on a cylindrical phantom (7 mm inner-diameter) filled with thermally polarized 8.5M [1-13C]lactate. For each design, a series of FOVs in the z-direction (16 mm, 20 mm, 24 mm, 32 mm, and 40 mm) were acquired to determine the slab profile. The nominal in-plane resolutions were 1.25 mm, 2.5 mm, and 2.5 mm for the 32x32x8, 16x16x8 and 16x16x12 designs, respectively. The nominal slice thickness could be calculated as the z-direction FOV divided by the number of phase encoding steps. The SpSp pulse was increased to a flip angle of 90° to excite a slab of 13 mm in all phantom experiments. Each acquisition was accompanied by a reference image in which the encoding gradients on the z axis were turned off.

T2 weighted proton images were acquired with a FSE sequence, to provide a positional frame of reference, with a FOV of 40 mm and matrix size 256 x 256, with 8 slices covering 20 mm in the z-direction.

**Dynamic imaging in vivo**

Pyruvate and lactate images were acquired in alternating order and 30 pairs of images were acquired in total (60 s total acquisition time). The excitation pulse was set alternately at the pyruvate and lactate resonance frequencies. Each pair of acquisitions were 1 second apart, to give a ‘frame rate’ of one every 2 s per metabolite. The z-axis blipped gradients and their pre-phasing and rewinding gradients were turned off for the 8th pair of acquisitions and the data used as a phase-reference. Hyperpolarized [1-13C]pyruvate was injected after the first image was acquired. A flip angle of 15° was used for pyruvate and 90° for lactate so
that the lactate acquisition followed a saturation-recovery scheme [162]. The FOV in the xy plane was 40 mm, with a matrix size of 32 x 32. The FOV in the z-direction was 20 mm, resolved into 8 pixels. The nominal spatial resolution was therefore 1.25 x 1.25 x 2.5 mm³. The nominal excitation slab thickness was 13 mm, smaller than the z-direction FOV, in order to avoid image wrap-around in the z-direction. The frequencies of the selective excitation pulses were calculated from the measured water proton frequency, based on prior measurements of the [1-13C]lactate, [1-13C]pyruvate and water proton resonance frequencies. The [1-13C]pyruvate resonance frequency was at -916 Hz from the [1-13C]lactate resonance frequency.

T2 weighted proton images were acquired for positional reference. These were 40 x 40 mm² (256 x 256) FSE images with a slice thickness of 2.5 mm. 2D spoiled gradient echo proton images with varying TEs (1.6, 1.7, 1.8, and 1.9 ms, respectively) were also acquired with the same FOV and slice thickness, and a matrix size of 32 x 32. A 3D phase unwrap was applied across the xy plane and the slice axis and the phase maps converted to a ΔB₀ map based on the differences in TE. These were used to estimate the B₀ field homogeneity in the imaging volume of the hyperpolarized 13C experiment.

**Image reconstruction**

A phase correction was performed, similar to that described in [163]. Inter-spiral phase variations were measured by comparing the leading data points between spirals in the reference scan. The measured phase variations were then subtracted from the regular imaging spirals. Corrected data for each spiral were gridded onto a Cartesian plane [79], and a 3D Fourier transform was applied. Phase correction and image reconstruction were performed in Matlab.

2.3. Results

Proton images, and 13C images acquired using the pulse sequence designs described in the methods section, of a [1-13C]lactate-containing phantom, are shown in Figure 2.3. The 13C images appear less homogeneous due to the use of a surface receive coil. Since the 13C
excitation slice thickness was only 13 mm, smaller than the 20 mm FOV in the z-direction, the signal drops off towards the ends of the phantom.

The slab profiles for a series of FOVs in the z-direction, for all three spiral trajectory designs, are presented in Figure 2.4. These represent the combined effects of the excitation pulse, receive coil sensitivity profile, and the encoding schemes in both the xy plane and z direction. While both the 16x16x8 and 16x16x12 designs more closely resemble the excitation profile than the 32x32x8 design, the difference is small and is probably due to the more spherical shape of the 3D k-space in the 32x32x8 design. All three acquisition schemes produced an acceptably accurate image of the excited signal in the z-direction. The theoretical point spread functions are shown in Figure 2.5.

Dynamic hyperpolarized $^{13}$C images were acquired from three tumour-bearing mice using the 32x32x8 design. Figure 2.6A shows representative $[1^{-13}\text{C}]$pyruvate images of the 4$^{\text{th}}$ slice overlaid on a $T_2$ weighted $^1\text{H}$ image; Figure 2.6B shows the corresponding $[1^{-13}\text{C}]$lactate image. The $[1^{-13}\text{C}]$pyruvate and $[1^{-13}\text{C}]$lactate images from all the slices at 6 s and 7 s are shown in Figures 2.6C and 2.6D, respectively. The artefacts in the lactate images at 1 and 3 s were due to some excitation of the very intense pyruvate signal in the aorta of this animal (Figure 2.6B). These artefacts were not observed in the images from the other two mice.
Figure 2.3: Phantom images with single-shot 3D sequence

$^1$H and $^{13}$C images (FOV of 40 x 40 x 20 mm$^3$) acquired from a cylindrical phantom (inner diameter 7 mm) containing 8.5 M [1-$^{13}$C]lactate. Proton $T_2$ weighted images (A). $^{13}$C images acquired using the 32x32x8 sequence (B), 16x16x8 sequence (C), and 16x16x12 sequence (D). The white bars at the periphery of the images relate the position of the sagittal and coronal slices to the displayed axial slice. The white curves in the sagittal and coronal views of the $^{13}$C images indicate the excitation profile and its location.
Figure 2.4: Measured slab profile

Slab profiles for a series of FOVs in the z-direction for the three k-space trajectory designs, compared to the simulated excitation pulse response. The slab profiles were obtained by summing signal intensities over the xy plane for images at each z position for each 3D dataset. For each subplot, the horizontal axis represents position in the z-direction, in centimetres, and the y axis represents the signal intensity normalized to the maximum value.
Figure 2.5: PSFs of different trajectory designs
3D point spread functions for sagittal, coronal and axial views for the 32x32x8 (A), 16x16x8 (B) and 16x16x12 (C) designs. The PSF of the 16x16x12 design shows a sharp improvement in the z-direction when compared to the 32x32x8 design, at the expense of reduced xy plane resolution.
Figure 2.6: In vivo images with single-shot 3D sequence
Representative dynamic hyperpolarized $[1^{13}C]$pyruvate (A) and $[1^{13}C]$lactate images (B) acquired using the 32x32x8 design from a single slice (4th), overlaid on the corresponding $T_2$ weighted $^1H$ image. The $^{13}C$ images were interpolated to give a 256x256 in-plane matrix, which was then overlaid on the $^1H$ image, which had the same matrix size. The tumour
The signal time courses for all three mice are shown in Figure 2.7. These were calculated by summing the signals from all the pixels in all the slices at each time point. The profile for the lactate signal was different from those widely reported in the literature because the 90° flip angle pulse on the [1-13C]lactate resonance prevented accumulation of hyperpolarized 13C signal. The first two time points were discarded from the lactate time course for the 3rd mouse because of contamination with signal from [1-13C]pyruvate and [1-13C]pyruvate-hydrate (see Figure 2.6b). The quality of the three dimensional 13C images is dependent on B0 homogeneity over the tumour region. B0 maps, expressed as 13C frequency variations (in Hz), are shown in Figures 2.8a and 2.8b. Frequency variations in the 3D FOV covering the whole animal are shown in Figure 2.8c. These frequency variations are relatively small and consistent with the quality of the images shown in Figure 2.6. The change in B0 with z position, averaged over each slice, for all three mice, is shown in Figure 2.9.
Figure 2.7: Time courses of the in vivo data
Time course of the hyperpolarized $^{13}$C signals from pyruvate and lactate in the tumours of three EL4 tumour-bearing mice. The signals were summed across all the slices, for both pyruvate (solid line) and lactate (dashed line).
Figure 2.8: B₀ maps in in vivo experiments
Analysis of B₀ homogeneity. A) Representative B₀ maps, expressed as ¹³C frequency variations, of the tumour region in a single mouse at all 8 slice positions. The frequencies varied from -10 Hz to +5 Hz, which is well below the limit of ±77.16Hz (see the Discussion section). B) Histogram analysis of the B₀ maps in the tumour regions from all three mice and for all 8 slice positions. C) Histogram analysis of the B₀ maps for regions of the whole animal covered by the 3D FOV. The B₀ maps were acquired using the water proton resonance and then converted to ¹³C frequency variations based on the ¹H and ¹³C gyromagnetic ratios.
Figure 2.9: Cross-slice $B_0$ variations
Averaged $\Delta B_0$ variation in the z-direction, for all three mice. The $\Delta B_0$ values were averaged within the tumour region for each slice. These curves show a smooth transition of $\Delta B_0$ between adjacent slices and thus minimal signal modulation in the z-direction.

2.4. Discussion

The pulse sequence is capable of capturing three-dimensional information in hyperpolarized MRI experiments, after a single excitation. Compared to multi-shot 3D imaging techniques for hyperpolarized MRI, it minimizes the number of excitation pulses, which helps preserve polarization, and gives a 3D image in less than 125 ms, which is faster than two previously published 3D sequences that used similarly high gradient strengths (780 ms/3D image in [97], 2.78 s/3D image in [142]). With the sequence described here the pyruvate and lactate polarizations can be sampled every second, which is beyond the capability of these other sequences. The sequence described here also provides comparable spatial resolution. While the nominal spatial resolutions in Ref [97] and Ref [142] were 2 x 2 x 3.8 mm$^3$ (matrix size 32 x 32 x 12) and 5 x 5 x 5 mm$^3$ (16 x 16 x 12) respectively, the 32 x 32 x 8 design used here achieved a resolution of 1.25 x 1.25 x 2.5 mm$^3$, with the 16 x 16 x 12 design achieving 2.5 x 2.5 x 1.6 mm$^3$. When compared to multi-slice 2D imaging methods, this 3D sequence benefits from fewer excitation pulses. Although excitation pulses in 2D imaging sequences selectively excite specific slices, imperfect excitation profiles can lead to slice-cross-talk which further reduces the polarization in adjacent slices. Given the same flip
angles, this single shot 3D imaging sequence also provides an SNR benefit over multi-slice 2D methods by a factor of $\sqrt{N}$ (where $N$ is the number of phase encode steps in the z-direction) [164], although signal decay due to $T_2 / T_{2*}$ will compromise this benefit to some extent. This is unlike multi-shot 3D techniques [97], where the main SNR limitation comes from the flip angles used for each excitation. The SNR of this single shot 3D sequence could potentially be further enhanced when used with multiple averages, reduced flip angles and short TRs. The SNR enhancement in the latter case will be approximately $\sqrt{N} \times \sqrt{M} \times \frac{\sin \vartheta}{\sin \theta}$, where $\vartheta$ is the flip angle for each average in the 3D experiment, $\theta$ is the flip angle for the 2D experiment, and $M$ is the number of averages. If $(\cos \vartheta)^M \approx \cos \theta$ then depletion of the polarization will be similar in the two experiments. A single-shot 3D technique has been proposed previously that exploits a hybrid acquisition scheme employing both fast spin echoes and an echo planar readout [165]. However, when compared with the technique described here, it can have a prolonged acquisition train, due to the less efficient echo-planar readout, and a hybrid phase error, where the stimulated echoes are mixed with the echo planar readout train.

**$B_0$ inhomogeneity**

Spiral readouts can suffer from off-resonance effects. Since different z-direction phase encoding information is involved in different spiral planes, there is no straightforward way to perform a self-navigated spiral phase correction. The reference scan data with z-direction phase encoding turned off was used here to correct for phase variations between spirals, and may also help to correct for off-resonance effects within each spiral. However, all the spirals used here were very short and therefore accumulate only a small phase error. These ultra-short spiral readouts make off-resonance effects less of a problem in the resulting images.

The second potential image quality problem resulting from $B_0$ inhomogeneity is unique to the sequence described here. Traverses between kz steps are separated by spirals, which gives a low sampling bandwidth in the kz-direction and can make the sequence prone to image distortions in the z-direction. Moreover, since the spirals are of different durations, the phase errors accumulated between kz steps are different, resulting in varying distortion
effects in the final image. The image distortion problem is relieved in two ways. The kz acquisition is split into two interleaved groups, which doubles the bandwidth in the kz-direction and thus halves potential image distortions. Secondly, the central two spiral planes are acquired at the spin echoes, which eliminates the phase error at the centre of k-space in the kz-direction. At the same time, the variable duration design for the spirals in the 32 x 32 x 8 sequence keeps approximately the same image distortion, while maximizing image resolution in the xy plane. Nevertheless, B₀ inhomogeneity is still a potential concern but can be analyzed quantitatively as follows.

Assume that the average phase error accumulated during a spiral due to B₀ inhomogeneity is \( \theta(x, y, z) \), where \( x, y, \) and \( z \) specify spatial positions (in cm) with a certain B₀ shift. We need to ensure that image distortion lies within a single pixel such that image splitting is not observable. For this sequence, the presence of B₀ inhomogeneity (\( \theta(x, y, z) \neq 0 \)) causes a division in the z-direction to give two images distorted by (see Section 2.6)

\[
\pm \frac{\text{FOV}_z}{2\pi} \ast \frac{\theta(x, y, z)}{2}
\]

where FOVz is the field-of-view in the z direction. If this difference in position is less than a single pixel then splitting will not be observed. There is therefore a requirement that

\[
\left| \frac{\text{FOV}_z}{2\pi} \ast \frac{\theta}{2} \right| < \frac{\text{FOV}_z}{L}
\]

where the right hand side is the pixel size in the z-direction (L is the total number of encoding steps in the z-direction – here 8 or 12 spirals). This requirement translates to

\[
\left| \frac{\theta}{2} \right| < \frac{\pi}{L}, \text{ or, } |\theta| < \frac{4\pi}{L}; \text{ when } L = 8, \text{ as was used in the mouse images, this becomes}
\]

\[
|\theta| < \frac{\pi}{2}
\]
As the largest spirals in the kz-direction, the 4th and 5th, are acquired close to the spin echoes, and because the spiral durations vary, then it is reasonable to assume that the phase errors accumulated during the 3rd or the 6th spiral, both of which are 3.24 ms in duration, will be the most likely source of this z-dimension artefact. This then puts a limit on the acceptable B₀ shift in each single voxel

\[ |\Delta B_0(x, y, z)| < \frac{\pi}{2 \cdot 3.24 \text{ ms}} = 77.16 \text{ Hz} \]  

To check whether this condition was satisfied, spoiled gradient echo images were acquired with varying TEs and B₀ maps calculated. The B₀ maps of the tumour region of one mouse (Figure 2.8A) showed that the B₀ field was generally homogeneous and the variation was well under 77 Hz. This was the case for all three mice, as illustrated by histograms of the B₀ field distributions (Figure 2.8B). When moving to the clinic, with systems with more moderate gradient strengths, the sequence will need to be used with techniques such as a restricted excitation volumes to improve B₀ homogeneity.

While image distortion and ghosting are determined by the absolute value of B₀, the signal will also be modulated by the gradient of B₀ inhomogeneity in the z-direction. Figure 2.9 shows the through-slice changes of ΔB₀ in the tumour regions, where ΔB₀ was averaged within each slice. The overall through slice ΔB₀ was less than 5 Hz, which the equations given in Section 2.6 show would give a per pixel signal modulation of less than 5%.

**Point spread function**

For a single shot 3D sequence, the PSF in the z-direction determines the slice profile of the final image. A finite number of phase encoding steps in the z-direction leads to signal leakage across the slices, and this phenomenon is exaggerated when the number of phase encoding steps is small [163]. In the sequence described here the PSF is determined not only by the number of phase encoding steps but also by the spherical shape of 3D k-space. The gridding process used in image reconstruction can also alter the PSF. Overall, the 3D PSF resulting from the acquisition and reconstruction schemes used in the 32x32x8 implementation is shown in Figure 2.5A, for the sagittal, coronal, and axial views. The
FWHM of the PSF in the z-direction was approximately 7 mm, implying that for each slice there was significant signal contribution from other slices. In the xy plane, the PSF has a FWHM of about 1.8 mm, which is similar to other sequences in the literature [161]. Despite the compromised slice profile, the spherical-shaped 3D k-space has been widely used in the literature because of its high imaging efficiency [166-171], especially in cases where ultra-fast imaging is required.

The PSF in the z-direction could be improved by trading-off resolution in the xy plane. Figures 2.5B and 5c show the PSF of the cylindrical stack of spiral trajectory designs, with a matrix size of 16x16 in all kx-ky planes and 8 or 12 phase encoding steps in the kz-direction. The FWHMs of the PSFs are sharply truncated to about 3 mm and 2mm in the z-direction for the 16x16x8 and 16x16x12 designs respectively, while in the xy plane the FWHMs of the PSFs are more than 3 mm. The blurring of the signal in the z-direction for each acquisition scheme can be seen in the z-axis profiles shown in Figure 2.4. Each profile is principally the result of convolution of the experimental PSF, which depends on the ordering of the k-space acquisitions in the kz-direction, T2 and T2* decays and B0 inhomogeneity, with the RF excitation profile. Ideally, an acquisition scheme will result in a z-axis profile that mimics the RF excitation profile. However, in practice all these factors will affect the experimental PSF along the z-axis leading to a stretched z-axis profile. In the sequence implemented here Figure 2.3 shows a comparable z-axis resolution for all three acquisition schemes, with minimal broadening resulting from their different theoretical PSFs. Therefore the acquisition scheme selected here for mouse imaging provides a practical compromise for acquiring dynamic 3D images from subcutaneous tumour models in mice.

Limitation of the excitation pulse

The water proton resonance frequency was used to set the central frequencies of the 13C SpSp pulses. The wide spectral bandwidth (350 Hz) and the response profile of these excitation pulses enabled robust excitation of [1-13C]lactate and [1-13C]pyruvate. For example, a 50 Hz error in the central frequency of the [1-13C]pyruvate excitation pulse will lead to only a 0.1% signal loss. However, if excitation pulses with smaller bandwidths were used, a real time frequency measurement may be needed to achieve the desired flip angle.
A problem of using SpSp pulses to image different metabolites alternately is cross contamination of signal between the metabolites. This phenomenon is more obvious when a spiral trajectory is used for signal acquisition, as can be seen from the lactate images acquired at 1 and 3 s (Figure 2.6B). The artefact in these two images, which has been observed previously [162], is the result of the SpSp pulse at the lactate resonance frequency also causing some excitation of the much more intense resonance from pyruvate (and probably from pyruvate-hydrate as well) in the aorta. This is despite the fact that excitation of the [1-\(^{13}\)C]pyruvate and [1-\(^{13}\)C]pyruvate-hydrate resonances is only 1% of that of the [1-\(^{13}\)C]lactate resonance. The [1-\(^{13}\)C]pyruvate signal in the aorta in this particular mouse was between 3 and 10 times more intense than the pyruvate signal in the other two mice, and hence this artefact was not observed in these other mice. The artefact was only observed in the early images, when the pyruvate signal in the aorta was much more intense than the lactate signal. However, it could be avoided altogether by using a coronal imaging slice or an excitation pulse with restricted FOV. The SpSp pulse could also be modified to further reduce cross-talk between the pyruvate and lactate resonances, however this could come at the expense of wider transition bands and the pulse would be less robust to the effects of \(B_0\) offset.

**Effects of relaxation**

For the three sequence designs, the second echo is delayed by 46 - 59 ms compared to the first echo. In the [1-\(^{13}\)C]lactate phantom this resulted in an approximately 5% signal decrease in the second echo. In the images acquired in vivo the intensity of the second echo for pyruvate was 28.1±8.7% lower than that of the first echo; for lactate the decrease was 12.1±5.9%. These decreases in echo intensity are in agreement with the reported \(T_2\) values for \(^{13}\)C-labelled pyruvate (~170 ms) and lactate (~210 ms) in vivo [172]. If necessary, this signal loss in the second echo can be corrected for in the image reconstruction or signal analysis stages, since the echo intensities can be measured from the reference scan. As with other multi-echo sequences, \(T_2\) and \(T_2^*\)-dependent decay of the metabolite resonances broaden the PSF [104] by modulating the acquired signal in the \(k_z\) direction, which is also determined by the ordering of the \(k\)-space acquisitions. This resulted in the signal leakage observed in Figures 2.6C and 2.6D, where signal from a central slice was observed in a
peripheral slice, which was evident from the presence of signal outside of the body of the animal in the peripheral slices. Although T2* for each metabolite resonance could be estimated from the reference image this may be smaller than the true T2* because of the effects of noise, eddy currents, and gradient/RF delays and therefore I did not include relaxation in calculation of the theoretical PSFs. The sequence will give higher slice resolution when used to image metabolites with longer T2 and T2*.

Translation to clinical imaging

The sequence was designed for pre-clinical imaging. However, it may also find clinical applications provided that the spirals can be kept short enough to avoid image distortion in the z-direction. With the much lower gradient strengths and slew rates used on clinical systems, this may require excitation pulses with a restricted FOV in the xy-plane so that the desired FOV can still be fully covered by short-duration spirals. This could be used, for example, to monitor tumour responses to treatment, where the location(s) of the tumours are already known and the excitation pulses could be focused at these sites. Spiral durations could also be kept short by extending the technique into a multi-shot sequence. This would still require far fewer excitations when compared to published multi-shot methods.

2.5. Conclusion

I have developed a single-shot 3-dimensional pulse sequence, based on spatial spectral pulse excitation and a stack-of-spirals acquisition in a multi spin echo train, for hyperpolarized 13C MRI. The sequence was capable of imaging exchange of hyperpolarized 13C label between injected hyperpolarized [1-13C]pyruvate and endogenous lactate in a subcutaneous tumour model with a temporal resolution of up to 250 ms and a spatial resolution of up to 1.25 mm (32x32x8 design) in the xy plane and up to 1.7 mm (16x16x12 design) in the z-direction, given a 4 cm FOV in xy plane and 2 cm FOV in z direction. The sequence was robust to moderate B0 field inhomogeneity. The use of a single excitation pulse allowed for a more efficient use of the hyperpolarized magnetization. Since the sequence length was much shorter than the TR there is a possibility for further optimization. Although the sequence was developed for pre-clinical imaging it nevertheless has the
potential to be used on clinical systems when the parameters are optimized for the lower gradient capabilities of these systems.

2.6. Appendix

In this section I give an analysis of the sequence’s tolerance to $B_0$ inhomogeneity.

Define:

\[
\begin{align*}
E_x & \text{ the phase accumulated by encoding in } x \text{ direction} \\
E_y & \text{ the phase accumulated by encoding in } y \text{ direction} \\
E_z & \text{ the phase accumulated by encoding in } z \text{ direction}
\end{align*}
\]

where

\[
E_z = e^{-i \frac{\pi}{\text{FOV}_z} z}
\]

and FOV$_z$ is the FOV in the $z$-direction. $l$ denotes the phase encoding index in this dimension.

\[
l = -\frac{L-1}{2}, -\frac{L-3}{2}, ..., \frac{L-1}{2}
\]

The division by 2 in Equation 2.6 comes from the fact that the $k_x$-$k_y$ plane at $k_z = 0$ is not acquired. Instead, the $k_x$-$k_y$ planes at $k_z = -0.5\Delta k_z$ and $0.5\Delta k_z$ are covered by the central two longest spirals.

For $\rho(x, y, z)$, which represents the ideal image, the acquired signal in this sequence (without phase error) can be written as

\[
S(m, n, l) = 0.5 \left[ \iint \{ \rho(x, y, z) \ast E_x \ast E_y \ast E_z \} dx dy dz \right] \ast \left[ 1 + e^{-i \pi \ast (l-0.5)} \right]
\]

\[
+ 0.5 \left[ \iint \{ \rho(x, y, z) \ast E_x \ast E_y \ast E_z \} dx dy dz \right] \ast \left[ 1 - e^{-i \pi \ast (l-0.5)} \right]
\]
where \( m \) and \( n \) denote the encoding index in the \( x \) and \( y \) directions, respectively. The two terms to sum in the equation above come from the two interleaved groups of spirals. In an acquisition with \( B_0 \) inhomogeneity, the acquired signal becomes

\[
S'(m, n, l) = \\
0.5 \left[ \iiint \left\{ \rho(x, y, z) * E_x * E_y \right\} dx dy dz \right] \ast [1 + e^{-i\pi(l-0.5)}] \\
+0.5 \left[ \iiint \left\{ \rho(x, y, z) * E_x * E_y \right\} dx dy dz \right] \ast [1 - e^{-i\pi(l-0.5)}]
\]

The average phase error \( \theta(x, y, z) \) is divided by 2 because of the interleaved \( k_z \)-dimension acquisition. In Equation 2.8, the phase error accumulation for the first group of spirals (\( l = -3.5, -1.5, 0.5, 2.5 \)) is maximum for the 1st spiral, less for the 2nd spiral, fully refocused at the 3rd spiral (where the spin echo is formed), and greater again for the 4th spiral. The same trend is maintained for the second group of spirals (\( l = 3.5, 1.5, -0.5, -2.5 \)). Equation 2.8 can be rewritten as the summation of 4 terms

\[
S'(m, n, l) = \\
0.5 \left[ \iiint \left\{ \rho(x, y, z) * E_x * E_y \right\} dx dy dz \right] \ast \left\{ e^{-i2\pi\frac{l}{\text{FOV}_x}} \left( z-\frac{\theta}{2\pi} \right \} \ast e^{-i\frac{\theta}{2}} \right\} \\
+0.5 \left[ \iiint \left\{ \rho(x, y, z) * E_x * E_y \right\} dx dy dz \right] \ast \left\{ e^{-i2\pi\frac{l}{\text{FOV}_x}} \left( z+\frac{\theta}{2\pi} \right \} \ast e^{-i\frac{\theta}{2}} \right\} \\
+0.5 \left[ \iiint \left\{ \rho(x, y, z) * E_x * E_y \right\} dx dy dz \right] \ast \left\{ e^{-i2\pi\frac{l}{\text{FOV}_x}} \left( z-\frac{\theta}{2\pi} \right \} \ast e^{-i\frac{\theta}{2}} \right\} \\
-0.5 \left[ \iiint \left\{ \rho(x, y, z) * E_x * E_y \right\} dx dy dz \right] \ast \left\{ e^{-i2\pi\frac{l}{\text{FOV}_x}} \left( z+\frac{\theta}{2\pi} \right \} \ast e^{-i\frac{\theta}{2}} \right\}
\]
Each term in Equation 2.9 can be reconstructed into a separate image modulated from the ideal image, similar to the analysis in Xu et al [173]. For the first term of the four terms in Equation 2.9, let

$$ z' = z - \frac{\theta / 2}{2\pi} \cdot \text{FOV} z = \beta(z) \quad 2.10 $$

we then have

$$ z = \beta^{-1}(z') \quad 2.11 $$

Let $S'_1(m, n, l)$ represent the first term in Equation 2.9. We can now rewrite this first term as a function of $z'$

$$ S'_1(m, n, l) = \iiint \{ \rho[x, y, \beta^{-1}(z')] \cdot E_x \cdot E_y \cdot e^{-i2\pi \frac{l}{2\pi}z'} \cdot e^{-i\frac{\theta}{4} \cdot \frac{\partial \beta^{-1}(z')}{\partial z'}} \} \, dz' \, dy \, dx \quad 2.12 $$

A 3D Fourier Transform of $S'_1(m, n, l)$ yields the first separate reconstructed image

$$ \rho'_1(x, y, z') = \rho[x, y, \beta^{-1}(z')] \cdot \frac{\partial \beta^{-1}(z')}{\partial z'} \cdot e^{-i\frac{\theta}{4}} \quad 2.13 $$

By substituting variable $z$ (Equations 2.10 and 2.11) back into Equation 2.13 we get

$$ \rho'_1 \left( x, y, z - \frac{\text{FOV} z}{2\pi} \cdot \frac{\theta}{2} \right) = \rho(x, y, z) / \left[ 1 - \frac{\text{FOV} z}{2\pi} \cdot \frac{\partial \theta(x, y, z) / 2}{\partial z} \right] \cdot e^{-i\frac{\theta}{4}} \quad 2.14 $$

Similar operations can be performed on the rest of the three terms in Equation 2.9, giving Equation 2.15.
\[
\begin{align*}
\rho'_1 (x, y, z - \frac{\text{FOV} z}{2 \pi} \ast \frac{\theta}{2}) &= \rho(x, y, z) \left[ 1 - \frac{\text{FOV} z}{2 \pi} \ast \frac{\partial \theta(x, y, z)/2}{\partial z} \right] \ast e^{-i \frac{\theta}{4}} \\
\rho'_2 (x, y, z - \frac{\text{FOV} z}{2 \pi} \ast \frac{\theta}{2} + \frac{\text{FOV} z}{2}) &= \rho(x, y, z) \left[ 1 - \frac{\text{FOV} z}{2 \pi} \ast \frac{\partial \theta(x, y, z)/2}{\partial z} \right] \ast e^{-i \frac{\theta}{4} + e^{i \frac{\pi}{2}}} \\
\rho'_3 (x, y, z + \frac{\text{FOV} z}{2 \pi} \ast \frac{\theta}{2}) &= \rho(x, y, z) \left[ 1 + \frac{\text{FOV} z}{2 \pi} \ast \frac{\partial \theta(x, y, z)/2}{\partial z} \right] \ast e^{-i \frac{\theta}{4}} \\
\rho'_4 (x, y, z + \frac{\text{FOV} z}{2 \pi} \ast \frac{\theta}{2} + \frac{\text{FOV} z}{2}) &= -\rho(x, y, z) \left[ 1 + \frac{\text{FOV} z}{2 \pi} \ast \frac{\partial \theta(x, y, z)/2}{\partial z} \right] \ast e^{-i \frac{\theta}{4} + e^{i \frac{\pi}{2}}}
\end{align*}
\]

Equation 2.15

The overall reconstructed image (or, observed image) \(\rho'(x, y, z)\) is the summation of the four separately reconstructed images

\[
\rho'(x, y, z) = 0.5 \ast [\rho'_1 (x, y, z) + \rho'_2 (x, y, z) + \rho'_3 (x, y, z) + \rho'_4 (x, y, z)]
\]

Equation 2.16

In an ideal case, where the \(B_0\) field is absolutely homogeneous (\(\theta(x, y, z) = 0\) for any \(x, y,\) and \(z\)), the observed image is identical to the ideal image (or, \(\rho'(x, y, z) = \rho(x, y, z)\)). This can be proved by substituting Equation 2.15 into Equation 2.16 with \(\theta = 0\). In the presence of \(B_0\) inhomogeneity (\(\theta(x, y, z) \neq 0\) and \(\theta\) varies with \(x, y,\) and \(z\)), the observed image is split (in the \(z\)-direction) into two images, distorted by the term given in Equation 2.1 in the main text and each has a ghost at the \(\frac{\text{FOV} z}{2}\) position in the \(z\) direction. Note that the ghostings from the split images have opposite signs. As long as the condition in Equation 2.4 is met, the image distortion is within a single pixel such that the image splitting is unobservable and the ghosts from the split images will cancel each other.
3. Single shot 3D sequence with doubled resolution

3.1. Introduction

In Chapter 2 I proposed a single-shot 3D sequence that makes efficient use of the transverse magnetization after each excitation. The sequence exploits the $B_1$-insensitivity of adiabatic pulses, following a dual-spin-echo (DSE) scheme that is widely used in other hyperpolarized MRI applications [101,106,108,112,115,174]. Although this sequence provided relatively high spatial resolution, further increases in resolution are desirable in view of the considerable metabolic heterogeneity displayed by tumours. Combined PET (positron emission tomography) and hyperpolarized $^{13}$C MRI measurements can provide complementary information on tumour metabolism and could enrich significantly the information content of the imaging exam [175-177]. However, preclinical PET studies typically produce images with isotropic image resolutions of less than 2 mm, whereas the best resolution of the DSE scheme used previously was anisotropic (nominally 1.25x1.25x2.5 mm$^3$), and therefore requires image reformatting to co-register with a PET image. The DSE design could be modified to provide isotropic voxels [178], but at the cost of lower overall spatial resolution. Here I describe an enhanced single-shot 3D sequence that uses the hyperpolarization more efficiently, doubling resolution in the phase encode dimension and producing image voxels with nominally isotropic resolution. I also describe an alternative design that can significantly enhance the SNR, at the expense of a shorter imaging time window.

3.2. Methods

Tumour imaging

Tumours were obtained by subcutaneous implantation of EL4 murine lymphoma cells, as described in Section 2.2. Mice were fasted for 6-8 hours before imaging [157]. Images were acquired at 7T and the $[1^{13}$C$]$pyruvate was hyperpolarized as described previously.
**Pulse sequence**

Target metabolite resonances were excited using the same 10.016 ms Spectral-Spatial (SpSp) pulse as in Chapter 2, with a bandwidth of 350 Hz and 1645 Hz (centre-to-centre) between replicate excitation bands. A 90° pulse required a $B_1$ field of 131.11 µT and used a fly-back trajectory to reduce vulnerability to eddy currents, with maximum gradient strengths of 0.19 and 0.2993 T/m at positive and negative polarities, giving a 1.2 cm minimum slab thickness. A fast spin echo train, with 4 refocusing pulses (Hyperbolic-Secant adiabatic pulse), followed the excitation pulse, with a stack of 4 spiral acquisitions during each spin echo (Figure 3.1A). Removal of slice selection gradients from the refocusing pulses used previously in Chapter 2 allowed signal acquisition from both even and odd echoes. Previously spirals were not acquired from odd echoes because a fully refocused spin echo, in the presence of slice selection gradients, requires a pair of HS adiabatic pulses [179], otherwise a quadratic phase is left across the swept frequency range, as illustrated in Figure 3.2C. This non-linear phase generated by an unpaired HS pulse results in signal loss as each k-space point is the summation of signals from a range of frequencies. When this range of frequencies is large, as is the case when a slice selection gradient is used, then signal loss is considerable. In the absence of a slice selection gradient the frequency range over which there is phase variation depends only on local $B_0$ field variation. In a reasonably well-shimmed $B_0$ field this frequency range is much smaller (of the order of ±50 Hz as compared to ±5 kHz when a slice selection gradient is present) and moreover shows a smooth variation leading to only mild signal loss (Figure 3.2D). Each spiral is encoded in the xy plane, and each stack of spirals is phase encoded in the z direction with blipped gradients such that a 3D k-space is acquired. The z dimension information is phase encoded in an interleaved manner and the kz index of each spiral (Figure 3.1C) in each stack is given in the following:

Stack 1: 15, 11, 7, 3

Stack 2: 16, 12, 8, 4

Stack 3: 2, 6, 10, 14
Stack 4: 1, 5, 9, 13

The phase encoding gradients on the z axis are self-refocusing in each acquisition interval in order to comply with the Carr-Purcell-Meiboom-Gill (CPMG) condition. In each acquisition interval the spiral dimensions in the kxy plane are 4x4, 16x16, 32x32, 8x8, in the order as displayed in Figure 3.1A, and the spiral dimensions for the 3D k-space are thus (Figure 3.1B, from kz1 to kz16): 4x4, 4x4, 8x8, 8x8, 16x16, 16x16, 32x32, 32x32, 32x32, 16x16, 16x16, 8x8, 8x8, 4x4, 4x4. The durations for the 4x4, 8x8, 16x16, 32x32 spirals are 0.552, 1.216, 3.120, and 8.500 ms respectively. Each spiral encodes a FOV of 4x4 cm in the xy plane. This sequence is referred to as FSE-I hereafter. An alternative sequence (hereafter referred to as FSE-II) can be constructed such that the same z dimension phase encoding as in Figure 3.1A is repeated in additional stacks 5 to 8 and the sampled points are averaged with the datasets acquired through stacks 1 to 4 (see Figure 3.1B).

Imperfect refocusing pulses can dramatically deplete the polarization, especially within their transition bands. Therefore adiabatic inversion pulses with hyperbolic-secant modulation (HSn, n = 8) [180] were used for refocusing, where each had a duration of 10 ms (Figure 3.2A) and a bandwidth of 10000 Hz (Figure 3.2B shows the effect of the pulse on the longitudinal magnetization at a B1 field strength of 100 \( \mu \)T). The pulses were designed to achieve perfect inversion (>99.9% of the longitudinal magnetization inverted) when the B1 field was between 100 to 6400 \( \mu \)T. The large time-bandwidth product also ensured insensitivity to B0 inhomogeneity and that there was only a small and smooth phase variation in the frequency response so that signal loss was minimized. The phase response of the pulse, when applied along the y axis, on the y magnetization is shown in Figure 3.2C. The central part of this phase response is expanded in Figure 3.2D.

To preserve the CPMG condition, the delay \( \tau \) in Figure 3.1A was 15.284 ms, which was determined by the durations of the excitation and inversion pulses and the spirals. Since there are two spirals (8th and 9th) acquired at the centre of the kz direction, the resulting contrast is contributed by two different TEs (61.136 and 122.272 ms), which, in the FSE-II sequence, are averaged with another two echoes at 183.408 and 244.544 ms.
Figure 3.1: Single-shot 3D sequences with doubled resolution

The proposed pulse sequences and their k-space trajectories in the kz direction. (A) FSE-I pulse sequence, which starts with a spectral-spatial excitation pulse and a train of 4 adiabatic refocusing pulses. A stack of 4 spiral acquisitions is acquired after each refocusing pulse, and each spiral is phase encoded in the z direction by blipped gradients on the z axis. (B) FSE-II pulse sequence. Four extra stacks of spiral acquisitions are acquired following an extra 4 adiabatic refocusing pulses. These 4 extra stacks of spiral acquisitions have the same phase encodings in the z direction as in the first 4 stacks and the signals are then averaged in order to improve SNR. The FSE-II sequence hence shares the same k-space trajectories as the FSE-I pulse sequence. (C) k-space trajectory in the kz direction. Each spiral index in the sequences in (A) and (B) corresponds to a kz position in (C).
Figure 3.2: Adiabatic inversion pulse design

Adiabatic pulse design. (A) $B_1$ (solid line) and phase (dashed line) waveforms. (B) Simulation of the inversion profile. The pulse was designed to have a bandwidth of 10 kHz and to achieve >99.9% inversion over a frequency band of ±4 kHz at a $B_1$ field strength between 100 to 6400 µT. (C) The quadratic phase induced in transverse magnetization when the pulse is applied to magnetization lying on the y axis. The same quadratic phase could be observed across the whole slice when a slice selection gradient was applied. (D) The quadratic phase variation is small within a frequency band of ± 50 Hz of the frequency offset of the pulse.

Simulations

The PSF of the acquisition trajectory was simulated for the proposed sequences, where a constant k-space was sampled by the proposed k-space trajectory and 3D Fourier transformed into the image domain [161]. This was then compared with the PSF obtained using the forerunner of these sequences, the DSE sequence. When relaxation was taken into account, the k-space points of each spiral were weighted by the $T_2$ or $T_2^*$ decay at the centre of each kxy plane and then 3D Fourier transformed. Despite additional signal obtained from the later echoes, the FSE-II sequence has the same k-space trajectory and hence the same PSF as the FSE-I sequence when relaxation is ignored.
Pulse calibration

The adiabatic pulse was calibrated on a cylindrical phantom (7 mm inner-diameter) filled with 5 M [1-13C]lactate at thermal equilibrium. A pulse-acquire sequence without any gradients was used, where 2048 data points were acquired at 4 µs intervals immediately after the pulse. The sequence swept a range of frequencies (from 0 Hz to 4500 Hz offset, with 300 Hz step size) and B1 field strengths (from 40 to 470 µT). The inversion pulses were also tested on a cylindrical phantom of the same size injected with hyperpolarized [1-13C]pyruvate and imaged using both the FSE-I and FSE-II sequences. All the gradients were turned off except for the slice selection gradient for the SpSp excitation pulse. To mimic the RF exposure in experiments in vivo, the SpSp pulse was targeted alternately to the [1-13C]pyruvate and [1-13C]lactate resonance frequencies, with flip angles of 7° and 45° respectively, a slice thickness of 20 mm, and a TR of 1 s (hence 2 s TR at each frequency). The whole acquisition lasted for 90 s.

Phantom imaging

The DSE sequence and the FSE-I sequence were tested on the cylindrical phantom containing thermally polarized [1-13C]lactate. One end of the phantom was positioned at the iso-centre (also the centre of the FOV in the z direction) to examine the definition of the resulting images. The FOVs for both sequences were 4x4x2 cm³ in x, y, and z dimensions, acquiring a 32x32x8 matrix with the original DSE sequence and a 32x32x16 matrix with the FSE-I sequence. Identical spiral designs were used for the DSE sequence, which were the same as those described in Chapter 2, except for the optimized refocusing lobe at the end of each spiral. The flip angle was 90° for both sequences, exciting a slab of 12 mm. The excited slab was thinner than the z direction FOV to avoid wrap-around artefacts from both the transition band of the excitation pulse and the side lobes of the PSF in the z direction. The phantom was then repositioned with the centre of the phantom at the iso-centre in order to compare the SNR between the three sequences. To investigate signal loss caused by the quadratic phase imparted by unpaired adiabatic pulses, signal was acquired using the DSE and FSE-I sequences with the encoding gradients turned off on all three axes. The PSFs of the FSE-I and FSE-II sequences were simulated again by adding a weighting factor for signal
decay to each kz plane using the measured signal loss due to unpaired adiabatic pulses, the
$[1^{-13}C]$lactate $T_2$ value measured in the phantom (1 s), and a $T_2$ value (300 ms) estimated in
vivo at 7 T [174]. The simulation was then repeated using a $T_2^*$ decay of 12 ms measured at
7 T [153].

FSE proton images were acquired as 16 slices to cover the same volume as the $^{13}$C
images, with a 4x4 cm$^2$ FOV, 1.25 mm slice thickness, and 256x256 matrix size.

**Imaging of hyperpolarized $[1^{-13}C]$pyruvate and $[1^{-13}C]$lactate in vivo**

Acquisition of $[1^{-13}C]$pyruvate images (FSE-I was used with 2 mice and FSE-II with 3
mice) started 2 s after tail vein injection of hyperpolarized $[1^{-13}C]$pyruvate. Five $[1-
^{13}C]$pyruvate images were acquired at a 2 s frame rate before the first $[1^{-13}C]$lactate image
was acquired, 1 s after the 5$^{th}$ $[1^{-13}C]$pyruvate image. $[1^{-13}C]$pyruvate and $[1^{-13}C]$lactate
images were acquired in alternate order thereafter, hence there was a temporal resolution
of 2 s/frame for each metabolite. The flip angles on $[1^{-13}C]$pyruvate and $[1^{-13}C]$lactate were
7° and 45° respectively. For $[1^{-13}C]$pyruvate this helps to preserve the polarization and for
$[1^{-13}C]$lactate enhances the image SNR. The 8$^{th}$ pair of acquisitions was used as a reference
scan, where the z-axis gradients were turned off except for the slice selection gradient and
the spoiler. The FOVs in all 3 dimensions were 4x4x2 cm$^3$ and the acquisition matrix was
32x32x16, giving a nominal resolution of 1.25x1.25x1.25 mm$^3$. The excitation bandwidth
was 12 mm at half maximum to avoid wrap-around artefacts in the z direction. The total
acquisition window was 90 s. The water proton frequency was used to estimate the $^{13}$C $[1^{-
13}C]$pyruvate and $[1^{-13}C]$lactate resonance frequencies. $T_2$ weighted proton images (FSE,
128x128 matrix, 16 slices, 1.25 mm slice thickness) were acquired for positional reference.

**Image reconstruction**

$^{13}$C MRI images were reconstructed in Matlab (The Math Works, Natick, MA), as
described in Section 2.2.
3.3. Results

The adiabatic pulses achieved almost complete inversion at ±3500 Hz when the $B_1$ field was greater than 120 $\mu$T, matching their expected performance (Figure 3.3A). Signals acquired from a phantom injected with hyperpolarized [1-13C]pyruvate, using both the FSE-I and FSE-II sequences, are shown in Figure 3.3B. Fitting the time course of signal decay gave a $T_1$ of 50 s for the FSE-I sequence and 48 s for the FSE-II sequence, indicating that additional polarization depletion, incurred by doubling the number of inversion pulses in the FSE-II sequence, was negligible.

![Figure 3.3: Calibration of adiabatic inversion pulse](image)

**Figure 3.3: Calibration of adiabatic inversion pulse**

Adiabatic pulse calibration. (A) A pulse-acquire sequence was used to calibrate the adiabatic pulse on a phantom filled with 5 M thermally polarized [1-13C]lactate. The pulse was applied over a range of frequency offsets (0 to 4500 Hz) with varying $B_1$ field strengths (40 to 470 $\mu$T). Higher signal indicates worse inversion performance of the pulse. The signals were normalized to the maximum. (B) The FSE-I and II pulse sequences, which use 4 and 8 refocusing pulses respectively, were used to acquire signal from a phantom injected with hyperpolarized [1-13C]pyruvate, where the pulses were set at the [1-13C]pyruvate and [1-13C]lactate resonance frequencies in alternate acquisitions, which were 1 s apart. The gradients were turned off except for the slice-selection gradient accompanying the excitation pulse.

The simulated PSFs in the xy plane (Figure 3.4A) for the DSE and FSE sequences were slightly different because of differences in the 3D k-space trajectories. However the FSE sequences halved the bandwidth in the z direction when compared to the DSE sequence (Figure 3.4B), which doubled the z direction resolution in the resulting image. This improved
resolution on the z axis was confirmed experimentally with images acquired from a phantom containing 5 M [1-\textsuperscript{13}C]lactate at thermal equilibrium (Figure 3.5). There was almost no signal outside the excited slab in the FSE-II image, whereas signal could be observed in the DSE image. Axial images acquired using the DSE and FSE-II sequences, when the centre of the phantom was at magnet centre (Figure 3.6A), showed that the SNRs of the two central z slices acquired using the FSE-I sequence were 0.86 and 0.83 times the SNRs acquired using the DSE sequence, reflecting the improved resolution, while the SNRs in slices acquired using the FSE-II sequence were 1.12 and 1.07 times the DSE SNRs (Figure 3.6B). Expressing the SNR per unit volume, the FSE-I SNRs were 1.72 and 1.66 times the DSE SNRs and the FSE-II SNRs were 2.25 and 2.13 times greater. The SNR curves in Figure 3.6B show the slab profile for each sequence, which was in agreement with convolution of the slice response of the excitation pulse (Figure 1.1C) with the PSFs in the z direction for each sequence.

Phantom data were also acquired with encoding gradients on all three axes turned off. The two acquired echoes in the DSE sequence and the four acquired echoes in the FSE-I sequence are shown in Figure 3.7A. The $T_2$ decay curve was obtained by fitting to the amplitude of the even echoes in the FSE-I sequence, as these were formed with paired adiabatic pulses and hence free of a quadratic phase twist and thus loss of signal. Signals from the odd echoes in the FSE sequence were approximately 10% lower than expected from signal decay due to $T_2$ relaxation, due to the nonlinear phase shift imparted by the adiabatic pulses (Figure 3.7A) as well as imperfections in local $B_0$ and $B_1$ fields. As shown in Figure 3.7B, signal loss due to unpaired adiabatic pulse increases slightly the width of the main lobe of the PSF by 2.3% while reducing the amplitude and bandwidth of the side lobes by 12.3% and 5.5% respectively. However, these effects disappear when $T_2$ decay is taken into account for both FSE-I (Figure 3.7B) and FSE-II sequences (Figure 3.7C). When $T_2^*$ decay was considered, the main lobe of the PSF was increased by 2.9% and the side lobe by 3.2%, compared to the $T_2$ decay only case, for both FSE-I and FSE-II sequences. The echoes from the central k-space in the FSE sequence were smaller in amplitude than their counterparts in the DSE sequence because the timing of the pulse train in the FSE sequence is different from that in the DSE sequence. In the DSE sequence, the minimum interval between the
excitation pulse and the first refocusing pulse is determined solely by the pulse durations, while in the FSE sequence this interval also depends on the durations of the 1\textsuperscript{st} and 2\textsuperscript{nd} spirals.

\textbf{Figure 3.4: PSFs of the improved single-shot 3D sequence}
Comparison of the PSFs of the proposed FSE sequences and a dual spin echo (DSE) sequence described previously. (A) PSFs in XY, XZ, and YZ planes. (B) PSF in the z direction.
Figure 3.5: High definition in z-direction
The proposed FSE sequences enhance resolution in the z direction from a phantom (7 mm inner diameter) filled with thermally polarized [1-\textsuperscript{13}C]lactate. The dashed lines indicate the position of the excited slab and the solid lines indicate the edge of the phantom in the z direction. The phantom edges in the other dimension are marked by dotted lines. A high-resolution proton image is shown for positional reference.
Figure 3.6: Measured slab profile

(A) Images acquired with the DSE and FSE-II pulse sequences from a cylindrical phantom containing 5 M [1-13C]lactate at thermal equilibrium. (B) Signal from the first 4 echoes in the FSE-II pulse sequence (equivalent to the FSE-I pulse sequence) and signal obtained by averaging the signal from the first 4 echoes with the last 4 echoes in the FSE-II pulse sequence.
Figure 3.7: PSFs with relaxations and odd echo signal loss
(A) Signal loss in echoes formed with unpaired adiabatic refocusing pulses. DSE and FSE-I sequences were used to acquire signal from the lactate phantom shown in Figure 3.6, with
all encoding gradients turned off. The 2nd and 4th echoes acquired with FSE-I were fitted to give a curve that shows $T_2$ relaxation. The fitted curve matched well with the echoes acquired using the DSE pulse sequence. The 1st and 3rd echoes in the FSE-I sequence, which were formed by unpaired adiabatic pulses, were 9.8% smaller than the echoes that would have been formed had there been no adiabatic phase twist (as indicated by the curve showing signal loss due to $T_2$ relaxation). (B) Simulated PSFs for FSE-I sequence, showing the theoretical case (solid line), the effects of signal loss at odd echoes (dashed line) and the effects of $T_2$ relaxation, as measured in the phantom (dotted line), and in vivo (dash-dotted line). (C) Simulated PSFs for FSE-II sequence.

Representative $[1^{-13}C]$pyruvate and $[1^{-13}C]$lactate images acquired using the FSE-II sequence following i.v. injection of hyperpolarized $[1^{-13}C]$pyruvate in a tumour-bearing mouse are shown in Figure 3.8. $[1^{-13}C]$lactate images in all 3 planes (axial, sagittal, coronal) show considerable heterogeneity (Figure 3.9). Only the central 10 slices (in the z direction) are displayed in the sagittal and coronal images as the excitation slab was 12 mm. Representative time courses of signal intensities from the whole image and from the tumour region, acquired with the FSE-I and FSE-II sequences from the central 10 slices, are shown in Figure 3.10. The SNR enhancements for lactate in the FSE-II sequence, obtained by averaging signal from the earlier echoes with the later echoes, for the central 4 slices in frames 5 to 9, which were the frames with the highest SNR, were $32\pm8\%$, $19\pm2\%$, and $1.8\pm13.7\%$ for the three animals imaged.
Figure 3.8: In vivo images with improved single-shot 3D sequence
Representative [1-^{13}C]pyruvate and [1-^{13}C]lactate images acquired in vivo using the FSE-II pulse sequence. All 16 z axis slices from a single frame (the 5th pair of lactate and pyruvate images) are shown. The slices are indexed in the tail to head direction. Unwanted signals were observed in slices at both ends in the z direction, due to ripples in the z direction PSF. The location of the tumour is indicated by a dashed white line.
Figure 3.9: Heterogeneity observed in all three dimensions
Sagittal and coronal views reconstructed from the central 10 slices from the [1-13C]lactate images shown in Figure 3.8. The 9th slice is shown as a representative axial plane image. The white bars indicate the positions of each displayed image in the 3D volume. (A) Axial plane, position indicated by bars 5 and 6 in (B) and 7 and 8 in (C). (B) Sagittal plane, position indicated by bars 3 and 4 in (A). (C) Coronal plane, position indicated by bars 1 and 2 in (A). Heterogeneity could be observed in both the xy plane and the z direction.
3.4. Discussion

While the previous DSE sequence provided high temporal and spatial resolution, the FSE sequences described here doubled the spatial resolution in the z direction at no sacrifice of temporal resolution. Although the FSE-II sequence doubled the sequence length from 125 ms to 247 ms, in practice the frame rate is rarely set to below 250 ms/frame as this would lead to fast depletion of the polarization. The doubled spatial resolution in the z direction, which gave nominally isotropic image voxels, could potentially enhance co-registration with PET images, which are naturally isotropic. ¹⁸FDG-PET is well established in clinical practice for tumour detection and treatment response monitoring. However, ¹⁸FDG shows enhanced uptake in any glucose avid tissue, such as the central nervous system and inflammatory lesions, as well as in tumours. The production of [¹⁻¹³C]lactate after injection of hyperpolarized [¹⁻¹³C]pyruvate may provide better specificity for tumour detection by exploiting a characteristic frequently displayed by tumours i.e. a propensity to reduce
pyruvate to lactate rather than oxidize it in the mitochondria, even in the presence of oxygen (known as the Warburg effect). Indeed, spatial discrepancies between the two techniques have already been observed [176]. The $[1-^{13}C]$lactate/$^{18}$FDG ratio may, therefore, enable improved detection of tumours in glucose avid tissues such as the brain and better discriminate between inflammation and disease.

Although PSF of the FSE sequences is much sharper in the z direction, it has a pair of side lobes toward the ends of the z direction FOV, which may result in image artefacts. Such artefacts can be observed in Figure 3.8. The slices at both ends of the z direction FOV (20 mm) should show no signal due to the limited thickness of the excitation slab (12 mm). These artefacts are less obvious in images acquired with the DSE sequence as they appear as image blur in the z direction. A window function could be applied to the k-space in the k$_z$ direction to reduce these artefacts, but this will render a PSF more similar to that of the DSE sequence and compromise the enhancement in image definition. Alternatively, the end slices could be discarded from the final set of images. Simulations of the PSF in the phantom experiments showed that modulation, caused by both T$_2$ decay and signal loss in odd echoes, was negligible (Figure 3.7B). Faster T$_2$ decay in vivo may result in greater modulation of the PSF, which is a common concern for FSE sequences, while the effects of signal acquisition from odd echoes should be relatively minor as the B$_0$ field is usually well shimmed on pre-clinical systems. In further simulations, the widths of the main lobes of the PSFs of the FSE sequences at a T$_2$ of 50 ms were half way between the widths in the FSE and DSE sequences when relaxation was ignored, demonstrating a resolution benefit for the FSE over the DSE sequence, even for metabolites with very short T$_2$s. T$_2^*$ decay during each acquisition interval can cause signal variations between the four spirals in each interval, which in general suppresses signals from the edge spirals in the 3D k-space and hence blurring in the z direction. However, the short durations of each spiral reduce this effect considerably. Moreover, simulations with T$_2^*$ = 12 ms, which was measured for [1-^{13}C]pyruvate at 7T [153], showed that the effect of a short T$_2^*$ on the PSF was negligible. The PSF of the proposed k-space design has a relatively broad FWHM, which is approximately 3 times the nominal resolution of the image. This could be improved, as discussed in Section 2.4, by adopting other 3D k-space shapes. For example, simply replacing all the spirals with the
16x16 spiral results in a 16x16x16 cylindrical k-space with 1.5 mm FWHM in the z direction PSF, which is very close to the nominal z-direction resolution of 1.25 mm, at the cost of a two-fold decrease in resolution in the xy-plane.

The key to implementation of these FSE sequences was the removal of the slice-selection gradients from the adiabatic refocusing pulses. The phantom experiments showed that signal loss caused by residual quadratic phase variation was <10% for both the 1st and 3rd echoes (Figure 3.7). However, this requires that the central frequencies of the adiabatic pulses closely match the resonance frequencies of the target metabolites in order to ensure that the majority of the resonance frequencies fall into the bottom of the phase variation well (Figure 3.2D). Dynamic measurements of the metabolite frequencies would be desirable and these could be embedded between the excitation pulse and the first refocusing pulse.

A concern for these FSE sequences is that off-resonance polarizations, for example, from untargeted metabolites or metabolites located in regions where their frequencies are off-resonance, may be depleted by the transition bands of the inversion pulses. This could be avoided by using adiabatic pulses with larger bandwidths. Initial experiments using adiabatic pulses with a 1.5 kHz bandwidth were much less successful than those using pulses with a 10 kHz bandwidth. The lifetime of the observable signal with a 1.5 kHz bandwidth pulse was only half of that with 10 kHz pulses. Another potential problem is the fringe-field effect [139,181], where the B1 field drops rapidly at the ends of the transmit coil and results in imperfect adiabatic pulses that quickly deplete spin polarization in these areas. This phenomenon was observed in the experiments performed in vivo (Figure 3.10), where signals acquired using the FSE-I sequence persisted for much longer (60 s as compared to 30 s) than those acquired using the FSE-II sequence, which used double the number of inversion pulses. In contrast, in the phantom experiment, where the hyperpolarized [1-13C]pyruvate remained at the iso-centre, both sequences resulted in signals that decayed at the same rate (Figure 3.3B). The fringe-field effect could again be relieved by using pulses with a wider bandwidth, which would result in greater tolerance to B1 field inhomogeneity. A representative B1 map acquired using a Bloch-Siegert sequence [182], with the same coil setup as used for the phantom and in vivo experiments, is shown in Figure 3.11. A larger
bandwidth requires increased RF power and while this was not a problem in our preclinical system, where the $B_1$ field can go beyond 500 $\mu$T, on a clinical system pulse bandwidth may be limited by the available $B_1$ field.

Figure 3.11: Measured excitation $B_1$ map
$B_1$ map acquired at the iso-centre in the $z$ direction from a 20 mm slice. The same coil setup was used to acquire the $B_1$ map as used in the phantom and in vivo experiments. A sphere phantom (17.2 mm inner diameter) filled with thermally polarized 2 M $[1^{-13}C]$lactate was used. To cover a larger region in $y$ direction, two $B_1$ maps were acquired when the phantom was positioned in two different locations along the $y$ axis (-2.5 mm and 7.5 mm) and then combined into the displayed one. A RF power of 0.25 W was used for the Bloch-Siegert pulse.

Spiral-based trajectories are relatively insensitive to motion artefacts because of rapid traversal of $k$-space and dense sampling of the centre but are prone to off-resonance effects. These can arise from $B_0$ field inhomogeneity and eddy currents and usually lead to blurred and rotated images as a result of phase error accumulation during a single spiral [183]. Moreover, with blipped $z$ gradients, phase error accumulations within each stack of spirals can lead to gross image shifts and distortions. Reference scans [163], where the $z$ encoding gradients were turned off, were used to correct phase errors between spirals in the acquisition train, while the phase error accumulation within each spiral was ignored as all the spirals were very short in duration. Calculations, similar to those used in Chapter 2, showed that the sequences described here are immune to $B_0$ field inhomogeneity within $\pm \frac{\pi/2}{3.12 \text{ ms}} = \pm 80.12$ Hz (3.12 ms is the duration of spirals 5 and 12 in Figure 3.1A, which contribute most to the phase error accumulated at the centre of $k$-space). Usually a water
proton line width in vivo of 40–70 Hz could be achieved on our system when a spectrum is acquired from the imaging volume, therefore $^{13}$C off-resonance frequencies should be much less than ±80 Hz. In addition, eddy current effects could be measured separately and removed retrospectively in the reconstruction process [129].

The lower SNR for the FSE-I pulse sequence, when compared to the DSE sequence, reflects its better resolution (Figure 3.6B). Theoretically the DSE sequence should give an SNR that is $\sqrt{2}$ times that of the FSE-I SNR, if signal loss due to $T_2$ and $T_2^*$-dependent relaxation is neglected and rectangular slice profiles are assumed. However, the DSE SNR for the central slices was only ~1.2 times that of FSE-I sequence. This is because the signals are also weighted by the PSFs of the two sequences. The DSE/FSE-I signal ratio for the central slice, calculated from the areas under the simulated PSFs, was ~1.7, which is less than the value of 2 expected from the lower nominal spatial resolution. Since twice the number of echoes were acquired in the FSE-I sequence and $\sqrt{2}$ times the noise, the DSE/FSE-I SNR ratio should be $\frac{1.7}{\sqrt{2}} \approx 1.2$, in good agreement with what I observed experimentally. Other factors can also contribute to the SNR differences, including the non-linear phase in the FSE-I sequence and imperfect slice selection in the DSE sequence. The FSE-II sequence can be used to further improve the SNR of the FSE-I sequence, although there may be faster polarization decay if there is significant $B_1$ field inhomogeneity. This need not be a problem for a kinetic analysis if the extra polarization loss due to imperfect refocusing pulses is incorporated into a general RF depletion term in the modified Bloch-equations [184]. The FSE-II sequence improved the SNR substantially in phantom experiments and in two out of the three experiments performed in vivo with hyperpolarized $[1-^{13}$C]pyruvate. The reason that I failed to see an SNR improvement in the third mouse was not clear but implies that in this animal the $T_2$ of the $[1-^{13}$C]lactate resonance was shorter. Faster decaying signals during the echo train may eliminate the benefit of acquiring signal from later echoes in the FSE-II sequence, where the first echo in the repeated echo train appears at 152.84 ms after the excitation pulse. Assuming an echo train with perfectly refocused spin echoes, the $T_2$ will need to be at least 140 ms for there to be a gain in SNR by averaging signal from the later echoes. A $T_2$ for $[1-^{13}$C]lactate in this tumour model was measured to be 170 ms [172].
These pulse sequences have the potential for clinical translation, where they would benefit from the longer $T_2$ at lower fields. Specific absorption rate (SAR) is a potential problem, however the pulse bandwidth could be reduced and the adiabatic refocusing pulses could be replaced with non-selective composite pulses [185], although obtaining phase uniformity and refocusing performance in inhomogeneous $B_0$ fields would be challenging [186]. The number of pulses in these sequences is already much smaller when compared to clinical FSE sequences, such as single-shot FSE [187] and CUBE [188]. The repetition rate could also be reduced, for example in a clinical study, where 2D imaging was used, the TR was 5 s [27]. Clinical scanners are usually limited to much lower gradient strengths and slew rates than those used here, which may lead to long spiral durations and hence unacceptable image distortion in the $z$-direction. However, translation could be still possible if the FOV was kept small to cover a restricted region of interest so that short spirals could be used.

### 3.5. Conclusion

I have described a single-shot 3D fast spin echo pulse sequence that doubles the $z$ direction resolution achieved by a similar sequence employing a dual spin echo design. An alternative sequence was described that regained the SNR lost due to the improved spatial resolution. Both sequences depend on the use of echoes formed by unpaired adiabatic refocusing pulses, where the quadratic phase twist was minimized by removing slice-selection gradients from the refocusing pulses. Although the primary applications of these sequences will be in pre-clinical studies, unpaired adiabatic pulses have the potential to be used for $^{13}$C MRSI measurements in the clinic.
4. Referenceless workflow for Nyquist ghost removal in $^{13}$C EPI

4.1. Introduction

As introduced in Section 1.5, echo planar imaging is widely used in hyperpolarized $^{13}$C MRI since it is fast (sub-second), minimizes RF pulse exposure (only a single shot is required for a 2D image), produces artefacts that are easier to correct because of the Cartesian k-space, and there are well established methods for image reconstruction. However, a drawback of EPI is Nyquist ghosting in the phase encode direction, caused mainly by eddy currents [93], which result in accumulation of opposite phase errors in odd and even k-space lines [94]. Fly-back designs avoid bi-polar readout gradients and misalignment between alternate k-space lines [99], however they are more prone to geometric distortions and give a lower SNR [103].

EPI Nyquist ghosting can be removed by phase correction using a reference scan. In proton MRI this can be achieved by acquiring a reference data set with the phase encoding gradients turned off [94]. This method, however, is less desirable for hyperpolarized $^{13}$C MRI because a time point is sacrificed in the acquisition of a full EPI reference scan. Alternatively a $^{1}$H reference image can be acquired before the hyperpolarized $^{13}$C image [103] or integrated $^{13}$C reference echoes can be acquired by acquiring extra k space lines without phase encoding [97]. I describe here a workflow for Nyquist ghost correction that requires no additional reference acquisition and compare it with these other methods using both phantom and in vivo images.

4.2. Methods

Half-FOV ghosting in EPI images is mainly induced by: 1) group delays between readout gradients and signal acquisition; and 2) eddy currents in the readout direction [94]. These result in a $0^{th}$ order phase error and a phase error that depends on position in the readout direction (X axis). The overall phase error is:

$$\theta(x) = \alpha + \beta x$$  \hspace{1cm} (4.1)
where $\alpha$ is the phase error caused by a 0th order eddy current (e.g. a $B_0$ shift induced by a gradient pulse), and $\beta$ is the linear phase error caused by the 1st order eddy current in the X direction. The phase error accumulated due to a group delay is equivalent to the effect of a 1st order short time constant eddy current in the readout gradient and is also included in Eq 4.1. The phase error $\theta$ has alternating polarities in even and odd k-space lines, resulting in Nyquist ghosting [94]:

$$\hat{\rho} = \rho(x, y) \cos[\theta(x)] + i\rho \left(x, y - \frac{N}{2}\right) \sin[\theta(x)]$$ \hspace{1cm} 4.2

where $\rho$ is the ideal image, $\hat{\rho}$ is the reconstructed image, $N$ is the number of phase encoding steps, and $x / y$ are the coordinates in the ideal image in the frequency and phase encoding directions respectively. In short, the ideal image splits into a real one, at the original location, and an imaginary one, half a FOV away. This model typically holds for images acquired from non-oblique planes on modern MRI systems where cross-term and higher order term eddy currents are limited.

A reference scan can be used to estimate $\alpha$ and $\beta$. Alternatively an exhaustive search for the 0th and 1st order coefficients can be used, which renders a reference scan unnecessary. This concept was proposed initially for proton EPI [189], and then expanded [190] to include a search in the phase encoding direction. My search criterion was to minimize signal intensity in the ghost-containing background. This was identified based on prior knowledge of the location of the majority of the $^{13}$C signal, which was obtainable from the proton image. The proposed workflow is illustrated in Figure 4.1A.

**Pulse sequences**

The proposed workflow was compared to 3 other phase correction methods: 1) direct $^{13}$C reference scan [94], 2) integrated $^{13}$C reference echoes [96], and 3) $^1$H reference scan [103]. The pulse sequences used in these experiments are shown in Figures 4.1B and 4.1C. The $^{13}$C imaging sequence acquired a 2D EPI k-space, starting with an excitation pulse and slice selection gradient, followed by a train of 20 bipolar readout gradients and, simultaneously, a train of 19 blipped phase encoding gradients. The acquisition matrix was
32 x 32, but only 4 k-space lines were acquired before the centre of k-space in order to minimize TE and enhance SNR, hence only 20 bipolar readout gradients were used (acquiring 62.5% of k-space). For the images acquired in vivo, a 15.936 ms spectral-spatial pulse (200 Hz excitation bandwidth, 1412 Hz between replicate bands) was used for excitation, while for imaging phantoms a 4 ms sinc excitation pulse with a 1600 Hz bandwidth was used. The sinc pulse was designed in Matlab (The Math Works, Natick, MA) using the SLR algorithm [159] with the rtools toolbox (available online at http://rsl.stanford.edu/research/software.html). The envelope-pulse and sub-pulses in the SpSp pulse were also generated using this toolbox and the envelope-pulse was then discretely sampled by the sub-pulse to achieve the desired stopbands between replicated excitation bands. The $^{13}$C reference scan was acquired with the same imaging parameters but with the phase encoding gradients turned off. For $^{13}$C imaging with integrated $^{13}$C reference echoes, 3 extra readout lobes, with no phase encoding gradients, were inserted in front of the regular readout train. Each of the inserted lobes had the same shape as the regular readout lobe. For the $^1$H reference scan, the same excitation pulse (same pulse width and flip angle) and the same readout gradient train (same amplitude and timing) were used as for $^{13}$C imaging but with the phase encoding gradients turned off. The FOV in the readout direction of the $^1$H reference scan was therefore approximately $1/4 (\gamma_{13C}/\gamma_{1H})$ of that in the $^{13}$C image. The slice selection gradient for the $^1$H reference scan was reduced from that used for $^{13}$C imaging to ensure selection of the same slice.
Figure 4.1: The referenceless workflow for Nyquist ghost correction
(A) Flow diagram outlining the proposed workflow for hyperpolarized $^{13}$C dynamic MRI with a 2D echo-planar trajectory. The phase correction coefficients $\alpha$ and $\beta$ can be searched for in individual images, for example the image with the highest SNR, or in summed images from the entire time series. The individual slice phase correction coefficients are then applied to the corresponding slices in the other images in the dynamic acquisition. (B) EPI sequence for $^{13}$C imaging. The $^{13}$C reference scan used the same sequence except that the phase encoding gradients were turned off. The same gradients for the $^{13}$C reference scan were also used for the $^1H$ reference scan. (C) EPI sequence for $^{13}$C imaging with integrated reference echoes. Three reference echoes, without phase encoding gradients, were acquired before the regular acquisition train, with a refocusing lobe in between.
Phantom experiments

Phantom experiments were performed on a 7T Agilent scanner (Palo Alto, CA, USA) with a $^1$H/$^{13}$C transmit, $^1$H receive volume coil and a 20 mm diameter $^{13}$C surface receive coil (RAPID Biomedical, GMBH, Rimpar, Germany). The bore-size of the gradient coil was 120 mm. The maximum gradient strength was 0.4 T/m and the maximum slew rate was 3000 T/m/s.

A 90° flip angle $^{13}$C sinc pulse was used in the $^{13}$C imaging sequence to excite a 10 mm slice. Proton fast spin echo (FSE) images were acquired with a 256x256 matrix from the same slices and same FOVs as used for $^{13}$C imaging, in order to provide a positional reference. The proposed workflow was compared with the other methods for phase correction under a variety of different acquisition conditions. The receiver bandwidth and echo spacing are given below. The former affects the phase error accumulation and the latter determines image distortion.

1. **Comparison with phase correction using a direct $^{13}$C reference scan and using integrated $^{13}$C reference echoes**

Images were acquired from a cylindrical glass phantom (inner diameter 7 mm) containing $\sim$5 M [1-$^{13}$C]lactate with a 4 x 4 cm$^2$ FOV, 125 kHz receiver bandwidth (readout gradient 0.29 T/m), and 552 $\mu$s echo spacing. To investigate the effect of a restricted FOV, these experiments were repeated with a glass sphere phantom (inner diameter 17.2 mm) containing $\sim$2 M [1-$^{13}$C]lactate and a 2.4 x 2.4 cm$^2$ FOV. The receiver bandwidth in this case was reduced to 100 kHz (readout gradient 0.39 T/m), and the echo spacing was therefore extended to 712 $\mu$s. To investigate the effect of multiple signal sources a dual phantom, containing the 7 mm and 17.2 mm diameter phantoms, was imaged using a 4 x 4 cm$^2$ FOV.

2. **Comparison with $^1$H reference scan under de-shimmed condition**

The dual phantom described above was used. Images, with a 4 x 4 cm$^2$ FOV, were acquired in a relatively well shimmed magnetic field ($^{13}$C linewidth = 21 Hz) and following the imposition of a background XY gradient (approximately 0.006 T/m$^2$, where the $^{13}$C linewidth increased to 25 Hz).
3. Performance of the proposed workflow with different FOVs

To further investigate the tolerance of the proposed workflow to restricted FOVs, images were acquired with different FOVs (20.5, 16.5, 12.5, and 11.5 mm) from a 10.5 mm diameter cylindrical glass phantom filled with 5 M 13C-urea and the processed images were compared with those phase corrected using the direct 13C reference scan method. The receiver bandwidth was 45 kHz, resulting in echo spacings of 931.2, 979.2, 1059.2, and 1091.2 µs respectively (readout gradient strengths 0.21, 0.25, 0.34, and 0.37 T/m). All images were acquired using 8 averages to ensure that there was a sufficient SNR, even for small FOVs.

In vivo imaging

Subcutaneous EL4 lymphomas in C57BL/6J mice [178] were imaged using the same hardware setup as for the phantoms. Female C57BL/6J mice bearing EL4 tumour were prepared by Ricard L. Hesketh and Deen Hu as described in Section 2.2. The tumours were then placed in the centre of the rigid 20 mm diameter surface coil for the imaging experiments. The mice were fasted for 6-8 hours before imaging as this has been shown to lead to more reproducible lactate labeling [157]. [1-13C]pyruvate was hyperpolarized as described in [178] and the imaging pulse sequence started at the time of injection of 400 µL 82 mM [1-13C]pyruvate.

The 13C images covered a 4 x 4 cm² FOV, with a receiver bandwidth of 125 kHz, and were from a 6 mm thick slice. The resulting echo spacing was 552 µs. A constant 15° flip angle SpSp pulse was applied alternately to the [1-13C]pyruvate and lactate resonances, with 1 second between, giving a TR of 2 seconds for each metabolite. The 11th pair of acquisitions was used as 13C reference scans. T2 weighted proton images were acquired using a FSE sequence (4 x 4 cm² FOV, 256 x 256 matrix) at the same slice position.

Image reconstruction

Images acquired from phantoms and in vivo were reconstructed in five different ways: using a 13C reference scan [94]; using 3 integrated 13C echoes [96]; using a 1H reference scan [103]; using a 1D search for the optimal phase correction (0th order term and 1st order term
in X direction), which minimized signal in the ghost-containing background; and with a 2D search (including an additional 1st order term in the Y direction) [190]. Where reference data were acquired, a phase unwrap was first conducted in the x-ky hybrid space using Ahn’s algorithm [191] and linear fitting was then performed to obtain the pair of phase correction coefficients pair. The missing k-space lines were zero-filled for each partial k-space acquisition prior to Fourier transformation.

**Figure 4.2: Selection of ghost-containing background**

Selection of ghost-containing image areas, where the signal should be minimized using the proposed workflow. The tumour region is drawn from the proton image (A), and the resulting ROI was then applied to the [1-13C]lactate image (B). Bands falling outside of the ROI in the phase encoding direction (bands with diagonal hatching in B) were considered as ghost-containing background areas. The image in (C) shows selection of object (5) and background areas (1 – 4) in one frame of the 13C images, which were used for measurement of residual ghosting.

The proposed workflow is shown in Figure 4.1. Selection of ghost-containing regions is illustrated in Figure 4.2. The tumour region was identified from the proton image (Figure 4.2A) and used as the desired object in the [1-13C]lactate image (Figure 4.2B). The selection of these regions for the 1D search method could be simplified as the operator need only specify regions beyond the two edges of the tumour in the phase encode direction, minimizing manual intervention. Nyquist ghost correction need only be calculated for one image in a series of dynamically acquired images (usually the [1-13C]lactate image with the highest SNR) and the calculated coefficients, α and β, can then be applied to all the k-space lines in all the images in that series. For the phantom studies, α and β were calculated for
each individual image, where the proton image was used to identify regions that contain signal. Where there were multiple signal sources, a single region-of-interest (ROI) was drawn to include all sources of signal. Two bands, at both ends of the phase encoding direction (bands with diagonal hatching in Figure 4.2B), were assumed to be ghost-containing areas, and the algorithm minimized signal intensity in these areas. An exhaustive search of every combination of $\alpha$ and $\beta$ was made between values of $-\pi/2$ and $\pi/2$ (phase error is periodic in $\pi$ [192]), with 100 increments of each parameter (i.e. 100x100 permutations). This had a typical computation time of 15 s on a laptop PC running Matlab 2016a (The Math Works, Natick, MA, USA) for images with a matrix size of 32x32. For the 2D method the search was also performed between $-\pi/2$ and $\pi/2$, again with 100 increments of each of the three parameters and again in the image with the highest signal intensity. The search was conducted for each line in the frequency encode direction such that signal in the ghost-containing areas of each line was minimized. With both the $^{13}$C and $^1$H reference scans, the $1^{st}$ and $0^{th}$ order correction coefficients were calculated for each line in the phase encode direction. For the $^1$H reference the coefficients were first corrected for the difference in gyromagnetic ratios before being applied to the $^{13}$C images. With the integrated $^{13}$C echoes, a pair of averaged $1^{st}$ and $0^{th}$ order coefficients was calculated and applied to all the phase encode lines. Phase correction was performed in Matlab using custom-written scripts.

**Calculation of SNR**

For SNR calculations in the phantom images, object and noise regions were identified in images phase corrected using a $^{13}$C reference scan and then these regions were used for images corrected using the other methods. For images acquired in vivo, the object region was obtained in a similar way, from the $[1^{-13}$C]lactate image with the highest signal, and then applied to all images in the series. The noise standard deviation was calculated from the last $[1^{-13}$C]pyruvate image.
**Calculation of ghosting level**

\[
\text{ghosting level} = \left| \frac{\text{mean(region 1)} + \text{mean(region 2)} - \text{mean(region 3)} - \text{mean(region 4)}}{2 \times \text{mean(region 5)}} \right| \times 100
\]  

Mean values were taken from the magnitude signal. Areas 1/2/3/4/5 are indicated in Figure 4.2C [193]. Area 5 was drawn on an image corrected using \(^{13}\text{C}\) reference scan data, to include the whole signal containing area (this region could be different for \([1-^{13}\text{C}]\text{pyruvate}\) and \([1-^{13}\text{C}]\text{lactate}\) images in vivo if, for example, there was significant pyruvate signal from the aorta). This area was then moved by half a FOV in the phase encoding direction to define areas 1 and 2, and by half a FOV in the frequency encoding direction to define areas 3 and 4. For phantom images with a restricted FOV and multiple signal sources, all 5 areas were drawn manually.

**4.3. Results**

Images of the \(^{13}\text{C}\) phantoms are shown in Figures 4.3 – 4.5 and a series of \([1-^{13}\text{C}]\text{pyruvate}\) and \([1-^{13}\text{C}]\text{lactate}\) images acquired after injection of hyperpolarized \([1-^{13}\text{C}]\text{pyruvate}\) into a tumour-bearing mouse are shown in Figure 4.6.
**Figure 4.3: Comparison of phase correction methods on phantoms**

$^{13}$C images of [1-$^{13}$C]lactate-containing phantoms at thermal equilibrium, phase corrected using the proposed workflow (1D and 2D searches) and the indicated methods ($^{13}$C reference scan, $^{13}$C reference echoes, $^1$H reference scan). (A) Images acquired using a regular FOV, a restricted FOV, and from two separate phantoms, and phase corrected using the indicated methods. The measured values for $\alpha$, $\beta$ are shown on the images acquired with a regular FOV, except for that corrected using a 2D search, where a different phase error model was used. The difference in the $\beta$ values between the 1D search and the other methods resulted from the different step size in the search. B) Residual ghosting and C) SNR were measured for each of the phase correction methods under three different image acquisition conditions. The ghosting levels before correction were 63.2%, 30.8%, and 36.6% for the regular FOV, the restricted FOV, and multiple signal source cases respectively.

![Image of phase correction methods comparison](image)

**Figure 4.4: Phase correction methods in de-shimmed condition**

Comparison between the proposed workflow, the $^{13}$C reference scan method, and the $^1$H reference scan method. Images were acquired from a dual-phantom with a well shimmed magnetic field and in the presence of magnetic field inhomogeneity, where a 6 mT/m$^2$ XY gradient was applied using the XY shim, and the images were phase corrected using the indicated methods.
Figure 4.5: Phase correction methods for restricted FOVs
Performance of the proposed workflow with decreasing FOVs (20.5 mm to 11.5 mm) when compared to images corrected using a $^{13}$C reference scan (A). Images were acquired from a centrally placed 10.5 mm diameter phantom. The $^1$H FSE images provided a positional reference. The similarities of images acquired using the workflow and a $^{13}$C reference scan were measured using the SSIM index and are shown in (B). SSIM = 1 indicates identical images.
Figure 4.6: In vivo imaging results with the referenceless workflow

Representative images acquired following injection of hyperpolarized $[1^{-13}C]$pyruvate into an EL4-tumour bearing mouse. The $[1^{-13}C]$lactate image acquired at 10 s was used to search for the phase error correction coefficients. Images show a slice reconstructed without phase correction (A), phase corrected with $^{13}$C reference scan data (B), corrected with a 1D search (C), and corrected with a 2D search (D). Panels (E) and (F) show dynamically acquired $[1^{-13}C]$pyruvate (E) and $[1^{-13}C]$lactate images (F), which were corrected using the phase error correction coefficients obtained from (C). Only data acquired from the first 25 seconds is shown. Note that images acquired at 20 and 21 seconds were used as $^{13}$C reference scans and are not shown. $^{13}$C signals in (E) and (F) were normalized to the pixel with the highest intensity in the $[1^{-13}C]$pyruvate images.

For the phantoms, the 1D search method resulted in images of similar quality to those obtained using a $^{13}$C reference scan and integrated $^{13}$C reference echoes, with a large FOV, a restricted FOV, and with multiple signal sources (Figure 4.3A). A quantitative comparison of residual ghosting showed similar ghost removal using all three methods, except that the 2D
search almost doubled residual ghosting, in comparison with the other methods, when there were multiple signal sources (Figure 4.3B). The images obtained using the proposed workflow with a 1D search showed a similar SNR compared to all the other methods and under all conditions (Figure 4.3C). Compared to the $^{13}$C reference scan method residual ghosting was 1.3% versus 1.2% under well-shimmed conditions and 1.6% versus 1.5% under de-shimmed conditions (Figure 4.4). However, the images were better than images corrected using $^1$H reference data when the magnetic field homogeneity was degraded: residual ghosting was 1.4% under well-shimmed and 3.8% under de-shimmed conditions (Figure 4.4) in images corrected using $^1$H reference data.

The influence of FOV on images corrected using the 1D search and direct $^{13}$C reference scan methods is shown in Figure 4.5A. Images corrected using either method were effectively identical. Image similarity was assessed using the Structural Similarity (SSIM) method [103,194] (Figure 4.5B; SSIM = 1 indicates identical images) which describes image similarities based on their luminance, contrasts, and structures. The SSIM indices were calculated using a downloaded Matlab script (http://www.cns.nyu.edu/~lcv/ssim/).

Images acquired in vivo were phase corrected using a $^{13}$C reference scan and 1D/2D searches. For the $[1-^{13}]$lactate images, 23 time points, and for the $[1-^{13}]$pyruvate images, 10 time points, were selected from the dataset of each of three mice. Images at earlier and later time points were excluded since they were dominated by noise (Figure 4.6). The 1D and 2D search algorithms gave similar levels of ghosting as the $^{13}$C reference scan method (Figure 4.7A). The similarity of dynamic $[1-^{13}]$pyruvate and $[1-^{13}]$lactate images, from an in vivo dataset, and phase corrected using the $^{13}$C reference scan or 1D search methods, was demonstrated using the SSIM index (Figures 4.7B and 4.7C).
Figure 4.7: Quantitative analysis of the in vivo results

(A) Residual ghosting level in the lactate and pyruvate images acquired in vivo, where the images were phase corrected using a $^{13}$C reference scan, 1D search, and 2D search. Both searches were performed on the [1-$^{13}$C]lactate image with highest SNR. The horizontal bars represent the mean value for that data cohort. The similarities (indicated with solid lines) between the images corrected with the $^{13}$C reference scan and the images corrected using a 1D search were measured for both the [1-$^{13}$C]pyruvate (B) and [1-$^{13}$C]lactate (C) images taken from a representative in vivo dataset (SSIM indices $\approx 1$). The dotted lines show the similarities between the uncorrected images and the images corrected using reference scans.

Phase correction using an exhaustive search in a late stage [1-$^{13}$C]pyruvate image (9th image) yielded results similar to those using a search in the [1-$^{13}$C]lactate image with the highest SNR, while a search in an early stage [1-$^{13}$C]pyruvate image (2nd image) led to
considerable residual ghosting (Figure 4.8). When the sum of the \([1^{-13}C]\)pyruvate images collected over the time course was used, similar phase correction results were obtained with 6.2±2.6% (mean±S.D., 69 images in total, 23 images from each of three mice) and 7.2±5.0% (30 images in total, 10 images from each of three mice) residual ghosting in \([1^{-13}C]\)lactate and \([1^{-13}C]\)pyruvate images respectively. Similarly, an exhaustive search in the sum of the \([1^{-13}C]\)lactate images gave 6.0±2.5% (n=69) and 8.1±5.0% (n=30) residual ghosting in the \([1^{-13}C]\)lactate and \([1^{-13}C]\)pyruvate images.

**Figure 4.8: Exhaustive search in pyruvate images**

Representative measurements of residual ghosting in (A) \([1^{-13}C]\)pyruvate and (B) \([1^{-13}C]\)lactate images. The phase corrections were performed based on a 1D exhaustive search in the \([1^{-13}C]\)lactate image with the highest SNR, a \([1^{-13}C]\)pyruvate image acquired at an early stage (2 s), and a \([1^{-13}C]\)pyruvate image acquired at a late stage (16 s) following injection. Representative images from each dataset are displayed in (C).

To evaluate the tolerance of the proposed workflow to differences in SNR, a 1D search was performed on each of the lactate images from an in vivo dataset. The coefficients obtained were then applied to the lactate image with the highest SNR. Residual ghosting in
this latter image and the coefficients obtained from the individual images were then plotted against the SNR of the individual images (Figures 4.9A and 4.9B). The workflow yielded a ghost-free image when the SNR of the image from which the coefficients were calculated was greater than 4.7. Below this value the coefficients obtained appeared to be random. I also applied a range of coefficient pairs (from $-\pi/2$ to $\pi/2$ for each coefficient) to the same [1-$^{13}$C]lactate image with the highest SNR and found that the algorithm is relatively tolerant to a range of values for $\alpha$ provided that $\beta$ is measured correctly, as was also observed using the other phase correction methods (Figure 4.3).

The 1D search method would have had a clear SNR benefit in vivo when compared to phase correction using integrated $^{13}$C echoes. Although I did not collect integrated reference $^{13}$C echoes in vivo, with the reference scan data I can calculate the signal loss that would have resulted from their collection by comparing the signal intensities in the echo acquired at the centre of k space and three echoes later. The 1D search method showed a SNR benefit of 17.0±9.1% (n=3) for [1-$^{13}$C]pyruvate and 15.3±8.7% (n=3) for [1-$^{13}$C]lactate.
Figure 4.9: Robustness in case of low SNR images

(A) The tolerance of the 1D search to differences in SNR was examined using the lactate images from one representative in vivo dataset. The search was performed on each of the lactate images (with SNRs ranging from 1.8 to 12.7) and the pair of phase correction coefficients obtained was then applied to the lactate image with the highest SNR. The resulting image was free of ghosting until the SNR of the individual lactate images was less than 4.7. The α and β pairs obtained from the searches in each image are also plotted. (B) Representative lactate images with different SNRs (upper row), which were used to determine α and β pairs, and the corresponding phase corrected lactate image with the highest SNR. (C) Residual ghosting in the same image when corrected using different pairs of phase correction coefficients.

4.4. Discussion

The proposed method reliably removed Nyquist ghosting in $^{13}$C echo planar images acquired from phantoms and in vivo, showing similar removal of ghosting as the direct $^{13}$C
reference scan method (Figures 4.3-4.7). To my experience, the remaining blurring and ringing artefacts in the phase encode direction in Figure 4.3A are the result of zero-filling during image reconstruction. Compared to conjugate reconstruction for partial k-space acquisition, zero-filling improves the SNR but causes image blurring and Gibbs ringing. Residual artefacts in the phase encoding direction in [1-13C]pyruvate images acquired in vivo at 4 and 6 seconds (Figure 4.6E) were primarily from high intensity signals in blood vessels, which were undergoing rapid flow and could not be accurately phase corrected. The same artefacts were observed in images corrected using a 13C reference scan. The proposed workflow does not require sacrifice of a time point in the limited image acquisition time window, potentially giving a more accurate estimate of kinetic rate constants. Although not important in this case, where signals from pyruvate and lactate were relatively long lived, this will be more important when there is more rapid polarization decay.

1D search and 2D search

A 2D search offered no advantage over a 1D search. Residual ghosting levels in in vivo [1-13C]pyruvate images were 6.3±3.4% (n=30) and 11.4±5.9% (n=30) for the 1D and 2D searches respectively and for the in vivo [1-13C]lactate images 6.0±2.5% (n=69) and 5.6±3.0% (n=69). However, noise levels were higher in images corrected using the 2D search due to matrix inversion in the phase correction algorithm. For a modern MR scanner, where the gradient coils are well shielded and cross term eddy currents are minimized, correction in both the readout and phase encoding directions is not required [189,190]. In the phantom experiments where there were multiple signal sources, the 2D search method led to more residual ghosting than the 1D search, especially from the small phantom. This was because the 2D search relied on local ghost minimization for each line in the frequency encode direction, which could be biased in lines where little ghosting was present. This problem could be resolved by explicitly drawing ROIs for each signal source. When this was done the residual ghosting was reduced to 1.9%, which is similar to that obtained with all the other methods. With oblique plane imaging the 2D search method may be needed to correct for k-space displacement in both the kx and ky directions. However, even in this situation the 1D search method should perform better than the abovementioned reference scan methods as it directly minimizes ghosting in the image domain.
1D search and other phase correction methods

The 1D search is based on a linear phase error model that is similar to that of the widely used reference scan method, which has proven to be robust on modern clinical systems. The 1D search renders a reference proton scan [103] unnecessary, which can be compromised by differences in the spatial location of the $^1$H and $^{13}$C signals. Eddy currents, a major source of Nyquist ghosting, are spatially dependent, and a mismatch in location may render the proton reference scan less than optimal for phase correction (see Figure 4.4). This mismatch may arise because the $^1$H image has only 1/4 of the FOV of the $^{13}$C image in the readout direction. Although a four times larger receiver bandwidth could be used in the $^1$H image, in order to keep the same readout FOV, the high sampling rate needed may exceed hardware capability (a large receiver bandwidth is already used for EPI to reduce image distortion). For example, a 250 kHz bandwidth in $^{13}$C imaging will require a 1 MHz receiver bandwidth in the $^1$H reference scan. Moreover, if the same slice selection gradients are used in acquisition of the $^1$H reference, the slice thickness will also be 1/4 of that in the $^{13}$C image. A smaller (~1/4) slice selection gradient could be used but then the eddy currents would be different. Since these eddy currents may interfere with the eddy currents generated by the readout gradients, different phase errors may be measured in the $^1$H reference than are actually present in the $^{13}$C image.

An EPI sequence with integrated $^{13}$C reference echoes [96,97] does not use up a dynamic time point, acquires reference data directly from the $^{13}$C signals, and requires no operator intervention. However, it sacrifices image SNR by prolonging TE. The method proposed here has therefore a substantial SNR benefit in vivo over the integrated reference echoes method. Although clinical systems usually have lower field strengths than the 7T used here, and therefore longer $T_2^*$, this SNR benefit may still hold in clinical applications because of the slower gradient slew rates and the potential need for a larger acquisition matrix to cover a larger FOV. The integrated reference echoes may be inserted at the end of the acquisition train so that the SNR of the image would not be sacrificed, however this may result in very low signal from the reference echoes.
Reference data could be acquired from a $^{13}$C phantom. However, a phantom further complicates the spectrum and places more restrictions on SpSp pulse design. Using an image from the phantom for phase-correction will also potentially suffer from the same problems as using a proton reference image, where differences in spatial location and eddy currents could lead to sub-optimal calculation of the phase correction coefficients.

The exhaustive search method has not been widely used in the clinic for proton MRI mainly because many imaging objects cover most of the FOV and, if there is a large overlap between object and ghosting, the exhaustive search method can sometimes lead to heavily biased results. This is not the case for $^{13}$C imaging because the $^{13}$C signals are usually localized. This was the case here where labeled lactate was observed predominantly in the tumour, but is also the case for other hyperpolarized $^{13}$C-labeled imaging agents, such as the perfusion markers $^{13}$C-labeled urea [134,151] and [1-$^{13}$C]2-methylpropan-2-ol (t-butanol) [195,196]. For perfusion imaging, searches in early stage images may lead to biased correction coefficients because of rapid motion of the marker in the blood vessels, as is indicated by the results shown in Figure 4.8. These effects could potentially be reduced by using EPI-based sequences designed to reduce flow artefacts [197]. Motion artefacts could also be minimized by summing images over the time course. As shown here, a search based on the summed [1-$^{13}$C]pyruvate images yielded similar phase correction coefficients to those determined from the [1-$^{13}$Clactate image with the highest SNR.

Robustness

The proposed method works well with a restricted FOV, provided that the target metabolite signal does not cover the whole FOV, and also with multiple signal sources. The method worked well even when the object filled up to $\approx 90\%$ of the FOV in both the phase and frequency encoding directions. Images of a centrally placed 10.5 mm diameter phantom phase corrected using a 1D search were similar to those phase corrected using a $^{13}$C reference scan between FOVs of 11.5 and 20 mm (SSIM>0.98) (Figure 4.5). In unusual cases where no major localized signal is present and multiple signal-containing regions are located close to both ends in the phase encode direction, such that there is no ghosting outside the selected object region, an entropy-based convergence criterion [189,192] may be needed.
However, an entropy-based criterion was not used in my implementation because it can result in an image shifted by half a FOV when large eddy currents are present, as the entropy is the same for the original and shifted images.

The second step in Figure 4.1A is just one of the possible implementations of the proposed workflow. The workflow is relatively tolerant to the selection of images in which to perform the 1D exhaustive search. Similar correction results were obtained from a search in the [1-13C]lactate image with the highest signal intensity, from a late phase [1-13C]pyruvate image, and from [1-13C]pyruvate and [1-13C]lactate images that have been summed over the entire time course. The workflow is also tolerant to a wide range of SNR conditions (Figure 4.9A).

Gross shifts and distortions in the 13C image caused by B0 field drift and inhomogeneity may lead to a spatial mismatch between 13C and 1H images (i.e., the object in 13C image falls partially outside the ROI drawn in the 1H image). Fortunately, the relatively small 13C gyromagnetic ratio and small acquisition matrix (hence high bandwidth in the phase encode direction) makes it less prone to off-resonance effects. Ramp-sampling can also help by further increasing the phase encode bandwidth. For example, the 552 µs echo spacing used here results in an immunity to a B0 shift of ±57 Hz, which can be increased to ~±100 Hz when ramp-sampling is used with the same gradient amplitude and slew-rate. In comparison, the 13C linewidth of [1-13C]lactate in vivo is usually around 40 Hz on our system. Dynamic central frequency measurements could be incorporated into the experiment by using a simple pulse-acquire sequence with a small flip angle, although to my experience this is unnecessary as the central frequency does not vary much (usually a few Hertz) after the injection of the hyperpolarized media.

Compatibility

The proposed workflow could readily be applied to 3D EPI, where the 1D search could be performed per slice and the correction coefficients obtained applied to each kx-ky-z hybrid k-space (the hybrid k-space is obtained by Fourier transforming the 3D k-space in the kz direction). The method is also compatible with multi-channel receive coils. Provided that accelerated acquisition is not used, the search need only be on data from a single channel.
When there are strong eddy currents in Y or Z then a search may be needed in the image from each channel. In the case of parallel imaging, the phase correction coefficients in each iteration of the search should be implemented in the sensitivity map in a similar way to that described by Chen et al [190]. The image should then be reconstructed with this modified sensitivity map for each iteration of the search.

4.5. Conclusion

I have developed a referenceless EPI workflow for hyperpolarized $^{13}$C labeled metabolites. This workflow is as capable of removing Nyquist ghosting as a $^{13}$C reference scan, at no cost of extra data acquisition during dynamic imaging, and would be straightforward to implement in clinical imaging.
5. Dynamic $^1$H imaging of hyperpolarized [1-$^{13}$C]lactate

5.1. Introduction

To date most DNP studies have focused on $^{13}$C imaging, while in the clinic $^1$H is the nucleus that is most widely used in MRI. This is because, as described in Section 1.3, $^{13}$C is a better hyperpolarization target than $^1$H due to its much longer T$_1$. On the other hand, $^1$H is a better imaging target as it has ~4 times higher gyromagnetic ratio than $^{13}$C. The difference in gyromagnetic ratios, and therefore resonance frequencies, means that $^{13}$C imaging requires an extra RF transmitter and receiver, in addition to the proton channel, and a more powerful gradient set. In addition, the lower gyromagnetic ratio of $^{13}$C means that the SNR is lower than for $^1$H. Detection of hyperpolarized methyl protons in lactate would give, for the same level of polarization, a significant increase in SNR compared to direct detection of the $^{13}$C-labeled C1 carbon. However, direct hyperpolarization of $^1$H is difficult due to its relatively short T$_1$; the T$_1$ of the lactate methyl protons in vivo at 4.7 T is about 1.7 s [198]. Therefore the feasibility of transferring nuclear spin polarization from the hyperpolarized $^{13}$C nucleus to $^1$H has been explored. Frydman et al used a spatially encoded ultra-fast HSQC (heteronuclear single quantum coherence) experiment for $^1$H detection of hyperpolarized $^{13}$C nuclei in high-resolution solution experiments in vitro [199,200]. Sarkar et al used a reverse INEPT (insensitive nuclei enhanced by polarization transfer) sequence for proton detection of hyperpolarized $^{15}$N choline [201] and Harris et al used a spatially selective variant of this experiment to monitor the kinetics of choline phosphorylation catalysed by choline kinase in vitro [202]. Recently, Dzien et al used a reverse INEPT sequence to study pyruvate dehydrogenase activity in cultures of S. cerevisiae following injection of hyperpolarized [U-$^2$H$_3$, 2-$^{13}$C]pyruvate [203]. Chekmenev et al [204] used a refocused INEPT sequence, in spectroscopic studies in solution, to transfer hyperpolarization from $^{13}$C to $^1$H in [1-$^{13}$C]succinate-d$_2$ and in 2,2,3,3-tetrafluoropropyl 1-$^{13}$C-propionate-d$_3$ and Truong et al [205] used the same sequence, in conjunction with 2D fast steady state free precession $^1$H imaging, to image hyperpolarized 2-hydroxyethyl-$^{13}$C-propionate-d$_{2,3,3}$ in a phantom. Mishkovsky et al have described spectroscopic studies in vivo, in which a heteronuclear polarization transfer sequence was used to acquire localized $^1$H spectra of hyperpolarized [1-$^{13}$C]acetate in rat brain, in which polarization was transferred from the carboxyl carbon to...
the methyl protons [206]. Here I demonstrate dynamic imaging of the conversion of hyperpolarized \([1^{-13}C]\)pyruvate to \([1^{-13}C]\)lactate in tumour-bearing mice, in which labelled lactate in the tumour was detected via its methyl protons using a modified reverse INEPT experiment, where a double dual spin echo sequence ensured acquisition of a fully refocused echo (Figure 5.1).

![Figure 5.1: Workflow of the proton detection experiment](image)

**Figure 5.1: Workflow of the proton detection experiment**

Lactate dehydrogenase (LDH) catalyses exchange of hyperpolarized \(^{13}C\) label between injected hyperpolarized \([1^{-13}C]\)pyruvate and the endogenous lactate pool. Hyperpolarized \([1^{-13}C]\)lactate is detected by transferring hyperpolarization from the \(C1\) carbon to the spin-coupled \((J = 4.1\,\text{Hz})\) methyl protons in a reverse INEPT experiment.

### 5.2. Methods

**Transfer of polarization from lactate \(^{13}C_1\) to the methyl protons**

I first discuss the use of a reverse-INEPT sequence to transfer the longitudinal polarization of a single spin-1/2 nucleus of isotopic species \(S\) to transverse polarization of a set of \(N\) magnetically equivalent spins-1/2 of isotopic species \(I\). The conventional reverse INEPT pulse sequence has the following form:

\[
90_x(S) - \tau_1/2 - 180_x(I, S) - \tau_1/2 - 90_y(I, S) - \tau_2/2 - 180_x(I, S) - \tau_2/2
\]

5.1

In the absence of relaxation, and assuming infinitely short pulses, the polarization transfer amplitude from the \(S\)-spin to the \(N\) magnetically equivalent \(I\)-spins is given by the functions [207,208]:

102
\[ f_N(\theta_1, \theta_2) = (\cos \theta_1)^{N-1} \sin \theta_1 \sin \theta_2 \]  

where the delays are expressed as angles \( \theta_j = \pi J_{CH} \tau_j \). If the initial \(^{13}\text{C}\) polarization level is denoted \( P_S \), the maximum level of I-spin polarization and the optimal values of the time variables are given by:

\[
\begin{aligned}
N = 1: P_I(\text{max}) &= P_S, \quad \text{at } \theta_1 = \theta_2 = 90^\circ \\
N = 2: P_I(\text{max}) &= \frac{P_S}{2}, \quad \text{at } \theta_1 = 45^\circ, \theta_2 = 90^\circ \\
N = 3: P_I(\text{max}) &= \frac{2P_S}{3\sqrt{3}}, \quad \text{at } \theta_1 = \arctan \frac{1}{\sqrt{2}} \approx 35.3^\circ, \theta_2 = 90^\circ
\end{aligned}
\]  

The case \( N=1 \) is relevant to polarization transfer from lactate \(^{13}\text{C}_1\) to the \( \text{C}_2 \) proton. In the best case, the initial \(^{13}\text{C}\) polarization level, \( P_S \), is preserved upon transfer to the \( \text{C}_2 \) proton, this leads to an enhancement in hyperpolarized magnetization by a factor \( \gamma_I / \gamma_S \approx 3.97 \), taking into account the relative gyromagnetic ratios of \( 1\text{H} \) and \( 13\text{C} \) (e.g., \( I \) is \( 1\text{H} \) and \( S \) is \( 13\text{C} \)).

The case \( N=3 \) is relevant to polarization transfer from lactate \(^{13}\text{C}_1\) to the methyl protons. In the best case, the methyl protons acquire a polarization of \( 0.385P_S \). The hyperpolarized magnetization is therefore enhanced by the factor \( 3 \times 0.385 \times \gamma_I / \gamma_S \), taking into account the number of polarized protons and the relative gyromagnetic ratios. Furthermore, optimal transfer to the methyl protons occurs at a much shorter \( \tau_1 \) interval, assuming equal J-couplings. In fact, the coupling constant between the \( \text{C}_1 \) carbon and the \( \text{C}_3 \) methyl protons in \([1-^{13}\text{C}] \text{lactate}\) is larger than the coupling constant with the \( \text{C}_2 \) proton (3.2 Hz versus 4.1 Hz). In the absence of relaxation, the optimal value of \( \tau_1 \) is therefore approximately 3 times shorter, and the achievable \( 1\text{H} \) magnetization 15% larger, when the methyl protons are targeted, compared to the \( \text{C}_2 \) proton. Since short pulse sequence intervals generally lead to smaller relaxation losses, the lactate methyl protons are a more promising target for polarization transfer than the \( \text{C}_2 \) proton.
Pulse sequence

The pulse sequence (Figure 5.2A) starts with a saturation module on the proton resonances, so that unwanted signals from water and lipids are suppressed, followed by a double-dual-spin-echo (DDSE) INEPT preparation module, after which pre-phasing gradients are applied on both readout and phase encoding axes, followed by a symmetric echo-planar acquisition train [94]. The transmission coil in our setup could not be used to pulse simultaneously on $^1$H and $^{13}$C and therefore there was a delay between the $^1$H and $^{13}$C pulses, which otherwise would happen at the same time in a conventional INEPT sequence. In the DDSE-INEPT preparation sequence the $^1$H and $^{13}$C coherences evolve with the same phase as in a conventional INEPT sequence at each of the 90° pulses and at the end of the preparation period (Figure 5.2B).
Figure 5.2: DDSE-INEPT sequence for polarization transfer

(A) Pulse sequence for transferring hyperpolarization from the C1 carbon to the methyl protons of lactate and imaging of the resulting hyperpolarized proton signal. (B) Pulse sequence for the double-dual-spin-echo INEPT module shown in (A). Shorter and longer bars refer to 90° and 180° pulses respectively. The 90° pulse on $^1$H is the $^1$H excitation pulse. The 1st and 2nd 90° pulses on $^{13}$C are the $^{13}$C excitation and flip-back pulses, respectively. The phases of the RF pulses are, in the order as displayed, $x, x, x, x, y, -y, x, x, x, x$. (C) Evolution of $^{13}$C and $^1$H y magnetizations in [1-$^{13}$C]lactate during the DDSE-INEPT module.
Three simulations are shown with: no relaxation, $^1$H and $^{13}$C $T_1$ and $T_2$ relaxation at 3T, and $^1$H and $^{13}$C $T_1$ and $T_2$ relaxation at 7T. The y component of the methyl group proton magnetization is shown.

If relaxation effects are neglected, maximum polarization transfer occurs when:

$$\begin{align*}
\mu_1 + \mu_2 + \mu_3 - 2\delta &= \frac{2}{3}\cos\left(\frac{1}{3}\pi\right) / \pi = 47.78 \text{ ms} \\
\mu_4 + \mu_5 + \mu_6 - 2\delta &= \frac{1}{2J} = 121.952 \text{ ms}
\end{align*}$$

where $\delta$ is the centre-to-centre delay between a pair of $^{13}$C and $^1$H pulses. In order for spin echoes to be formed at the time of the second $^{13}$C 90° pulse in the DDSE-INEPT module, when magnetization is flipped back along the z axis, and at the end of this module (at the end of $\mu_6$) (Figure 5.2B), the timing must fulfil the following conditions:

$$\begin{align*}
\mu_2 &= \mu_1 + \mu_3 \\
\mu_5 &= \mu_4 + \mu_6
\end{align*}$$

Equations 5.4 and 5.5 determine the values of $\mu_1, \mu_2, \ldots, \mu_6$. The interval $\delta$ was kept to a minimum and was determined by the length of the $^{13}$C flip-back and $^1$H excitation pulses. The total duration of the DDSE-INEPT module, from the first $^{13}$C pulse to the echo formed at the end of the module, was 278 ms.

The saturation module consisted of a 4 ms 90° sinc pulse, with a bandwidth of 8 kHz, followed immediately by a spoiler gradient in the slice direction. A 4 ms sinc-shaped pulse was designed with the SLR algorithm [159] for both excitation and flip-back of the $^{13}$C coherences (the 1st and 2nd 90° pulses on $^{13}$C). The bandwidth was 600 Hz to allow selective excitation of [1-$^{13}$C]lactate without perturbing the [1-$^{13}$C]pyruvate polarization. A sinc-shaped $^1$H pulse was used for selective excitation of the lactate C3 methyl protons (the 1st 90° pulse on $^1$H). The bandwidth was 1500 Hz in order to avoid excitation of the C2 and water protons. The $^{13}$C and $^1$H magnetizations were inverted using 10 ms adiabatic Hyperbolic-Secant (HS) pulses [180]. The bandwidth of the $^{13}$C pulses was 8 kHz, so that
even far off-resonance [1-\textsuperscript{13}C]pyruvate magnetization (far from the magnet iso-centre) would experience full inversion and the hyperpolarization would not be destroyed by the pulses. For the \textsuperscript{1}H pulses the bandwidth was only 1000 Hz, in order to avoid inversion of the C2 proton resonance (approximately 850 Hz from the C3 proton resonance).

The dual-spin-echo design was required because an adiabatic pulse results in a non-linear phase change across the swept frequency range, which can only be cancelled by another adiabatic pulse with the same waveform and RF power [112,179]. This sequence also ensures that the spin echo resulting from phase evolution induced by local $B_0$ field variations coincides with complete polarization transfer, under conditions where the \textsuperscript{1}H and \textsuperscript{13}C pulses cannot be applied simultaneously.

**Simulation of the effects of relaxation**

Evolution of the \textsuperscript{13}C and \textsuperscript{1}H polarizations during the DDSE-INEPT preparation block was simulated, in the weak-polarization limit, using the SpinDynamica platform (available online at \url{www.SpinDynamica.soton.ac.uk}) in Wolfram Mathematica (Wolfram Research, Inc., Mathematica, Version 10.4, Champaign, IL). For simplicity, shaped pulses were treated as being infinitely short and relaxation losses during the pulses were neglected. A relaxation model of uncorrelated random fields was used. Simulations were performed by Felix Kreis.

**MR scanner**

The same hardware setup was used as described in Section 2.2.

**Phantom experiments**

A 60 µl [1-\textsuperscript{13}C]lactate sample, containing 58 mg 50% w/w [1-\textsuperscript{13}C]lactate solution (Sigma-Aldrich, MO, USA), 15 mM OXØ63 (GE Healthcare, Amersham, UK), 1.2 mM Dotarem gadoterate meglumine (Dotarem; Guerbet, Roissy, France), and 20 µl 1/10 v/v DMSO (Sigma-Aldrich, MO, USA) was hyperpolarized for 2 hours using a Hypersense polarizer (Oxford Instruments, Abingdon, UK) at 1.2 K in a magnetic field of 3.35 T with microwave irradiation at 94.116 GHz. The hyperpolarized sample was then dissolved in 4 ml superheated PBS buffer and 0.5 ml was injected into an 18 mm inner diameter sphere filled...
with H₂O. The final [1-13C]lactate concentration in the phantom was then approximately 15 mM. Two spectra were acquired using the pulse sequence shown in Figure 5.2, but without the imaging gradients (Figure 5.3A). The delay between the INEPT preparation module and the beginning of signal acquisition was 170 ms, calculated from the centre of the 90° ¹H excitation pulse, which was set at the C₃ ¹H resonance frequency (Figure 5.2B). Data were acquired into 2048 points covering a bandwidth of 12.5 kHz. In a second experiment hyperpolarized [1-13C]lactate was injected and a series of echo planar images were acquired from the C₃ ¹H resonance, with a time resolution of 2 s and starting 2 s after the completion of the lactate injection (a single image is shown in Figure 5.3B). The receiver bandwidth was 125 kHz and the echo spacing 400 µs. A FOV of 4x4 cm² covered a 32x32 data matrix, and the k-space centre was acquired after only 4 echoes in order to minimize TE (173 ms). A ¹H fast spin echo image was acquired (256x256, 4x4 cm², slice thickness 80 mm) in order to provide a positional reference.

**Tumour model**

The same tumour model was used as described in Section 2.2, prepared by Richard L. Hesketh and Deen Hu.

**Dynamic imaging in vivo**

The mouse was fasted for 6 hours before imaging [157], and warmed at 32 °C one hour prior to induction of anaesthesia using 1.5-2.5% isoflurane. The hyperpolarized [1-13C]pyruvate sample was prepared as described in Section 2.2. The injection of hyperpolarized [1-13C]pyruvate took 8 s, and imaging started 10 s after completion of the injection when a substantial amount of [1-13C]lactate had already been generated from the injected [1-13C]pyruvate. Images were acquired every 2 seconds and a total of 30 images were acquired, with the 7th acquisition used as a reference for EPI phase correction. Ninety-degree pulses were used for ¹³C excitation and flip-back so that all of the [1-13C]lactate polarization produced from the injected [1-13C]pyruvate during each 2 s interval was detected in the ¹H image. A 90° flip angle was used for ¹H excitation in order to make full use of the transferred polarization. The same acquisition parameters were used for in vivo and phantom imaging.
T₂ weighted proton FSE images (16 slices, slice thickness 2 mm) with a 128x128 data matrix covering a 4×4 cm² FOV were acquired to provide a positional reference.

**Image reconstruction**

Phase correction was performed using the reference image data, as described in [94]. The partial k-space was then zero-filled from 20x32 to 32x32 before Fourier transform. Phase correction and image reconstruction were performed in Matlab (The Math Works, Natick, MA, USA).

**5.3. Results**

Hyperpolarized ¹³C label is exchanged between injected hyperpolarized [1-¹³C]pyruvate and the endogenous unlabelled lactate pool in the reaction catalysed by LDH (Figure 5.1A). Polarization was transferred from the C1 carbon to the indirectly coupled C3 methyl protons (J = 4.1 Hz) using a DDSE-INEPT sequence (Figure 5.2B) and the resulting hyperpolarized ¹H signal imaged using an EPI readout (Figure 5.2A). Simulations showed that evolution of the magnetization of the three magnetically equivalent methyl ¹H spins in [1-¹³C]lactate under the four-spin coupling Hamiltonian, relative to the initial magnetization of the hyperpolarized ¹³C spin, enhances the hyperpolarized magnetization by a factor of 4.6 and that this is decreased by relaxation to a factor of 1.9 at 3 T, and to 0.6 at 7 T (Figure 5.2C). The simulations that included relaxation were performed using the following published values for T₁ and T₂ at 3 and 7 T: T₂¹³C (7 T) = 300 ms [172], T₂¹³C (3 T) = 520 ms [209], T₂¹H (7 T) = 100ms [210], T₂¹H (3 T) = 256ms [211], T₁¹³C (3T) = 45 s [113] and T₁¹H (4.7T) = 1.73 s [198].

¹H spectra and images acquired using the DDSE-INEPT sequence, following injection of hyperpolarized [1-¹³C]lactate into a phantom, are shown in Figure 5.3. ¹H signal in the first acquisition (solid line in Figure 5.3A and image shown in Figure 5.3B) was approximately 10 times larger than in the second acquisition (dotted line in Figure 5.3A and image shown in Figure 5.3C) due to depletion of the ¹³C hyperpolarization by the 90° ¹³C excitation pulse. The methyl proton resonance shown in Figure 5.3A had a peak width at half height of about 35 Hz and therefore splitting due to ¹H and ¹³C coupling was not resolved (the methyl
proton resonance of [1-\textsuperscript{13}C]lactate is split into a doublet by coupling to the C2 proton (\(J = 7.2\) Hz) and these doublets are further split into doublets by coupling to the C1 \textsuperscript{13}C (\(J = 4.1\) Hz)). In the image this splitting of the methyl proton resonance will not compromise SNR if the k-space centre is acquired at the time when the spin echo is formed, where the image signal is then the integral of all the in-phase peaks. The SNR of the spectrum from the first acquisition was 8618, which decreased to 1560 for the second acquisition. The SNR for the first image was 586.4 and only 56.9 for the second. The spectrum and image SNRs were measured as the ratios between maximum and mean signals respectively and the standard deviation of the background noise [16]. There was no observable excitation of the water resonance, which should be about 1090 Hz away from the lactate methyl proton resonance. The residual signal observed in the second image (Figure 5.3C) appeared to be water signal from the injection line. The \(B_0\) field was only shimmed over the spherical phantom. Water protons in the injection line may therefore have been off-resonance and excited by the transition band of the proton inversion pulses. The residual signal was spatially displaced from the injection line in the phase encoding direction, consistent with it being from off-resonance signal. The hyperpolarized [1-\textsuperscript{13}C]lactate solution (0.5 ml) was injected into the bottom of the sphere phantom, which contained 3 ml of water, and the first acquisition started 2 s after completion of the injection. The methyl proton signals were concentrated, therefore, at the bottom of the phantom.

Dynamic images of the methyl proton resonance of hyperpolarized [1-\textsuperscript{13}C]lactate were acquired using the DDSE-INEPT sequence following injection of hyperpolarized [1-\textsuperscript{13}C]pyruvate into an EL4 tumour-bearing mouse (Figure 5.4A). A series of images are shown in Figure 5.4A and an overlay of the first image, rendered in false colour, on an anatomic image acquired using a \(^1\text{H}\) fast spin echo sequence is shown in Figure 5.4B. The \(^1\text{H}\) signals from hyperpolarized [1-\textsuperscript{13}C]lactate were observed at the base of the tumour and adjacent to the body of the animal. I have observed a similar distribution of labelled lactate in this tumour model using direct \textsuperscript{13}C detection. Unlike in the phantom, the hyperpolarized \textsuperscript{13}C and \(^1\text{H}\) signals in the tumour are sustained over time by inflow of hyperpolarized [1-\textsuperscript{13}C]pyruvate into the tumour from the rest of the animal.
Figure 5.3: Phantom imaging with hyperpolarized \( [1-^{13}C] \) lactate

Phantom experiments with hyperpolarized \( [1-^{13}C] \) lactate. \( ^1H \) spectra acquired after injection of hyperpolarized \( [1-^{13}C] \) lactate into the phantom are shown in (A), where the \( ^1H \) excitation was set to the methyl proton resonance frequency. The second spectrum (dotted line) was acquired 5s later. Sequential methyl group \(^1H\) images acquired after injection of hyperpolarized \( [1-^{13}C] \) lactate into the phantom are shown in (B) and (C). The lactate proton images in (B) and (C), which are rendered in colour, have been overlaid on a fast spin echo water \(^1H\) image, which has been rendered in greyscale.
Figure 5.4: Dynamic in vivo acquisition after hyperpolarized [1-^{13}C]pyruvate injection

(A) Dynamic $^1H$ images of the lactate methyl protons acquired using the DDSE-INEPT sequence at the indicated times following injection of hyperpolarized [1-^{13}C]pyruvate into a tumour-bearing mouse. The first image (at 0 s) was acquired 2 s after completion of the injection, which took a total of 10 s. (B) The image in (A) acquired at 0 s and rendered in false colour overlaid on a fast spin echo $^1H$ image of tissue water, which is in greyscale. The tumour is outlined.
5.4. Discussion

The DDSE-INEPT pulse sequence transfers $^{13}$C nuclear spin polarization in hyperpolarized [1-$^{13}$C]lactate from the $^{13}$C$_1$ carbon to the spin coupled methyl protons. The SNR on the lactate $^1$H image acquired in vivo was 17 (Figure 5.4B), which is comparable to SNR values obtained previously in this tumour model with direct $^{13}$C detection, where the SNR of $^{13}$C images of [1-$^{13}$C]lactate acquired using a 90° pulse and summed over a 20 mm thick slab were between 13-20 [178]. However, these $^{13}$C images were acquired using a 20 mm diameter surface coil placed immediately over the tumour whereas the $^1$H images shown here were acquired using a 42 mm diameter $^1$H and $^{13}$C transmit/receive volume coil. Given the difficulty in ensuring equal coil efficiencies and in order to generalize the relevance of the measurements shown here for other field strengths the experiment was simulated. Simulation using published values for the T1s and T2s of the $^1$H and $^{13}$C nuclei in lactate in vivo, showed that transferring $^{13}$C hyperpolarization into the methyl protons enhances the hyperpolarized magnetization by a factor of 4.6 and that this is decreased by relaxation to 1.9 at 3 T, and to 0.6 at 7 T, which was the field strength used here. The amplitude of the detected MR signal depends on this polarization but is also proportional to the precession frequency, since it is generated by electromagnetic induction in the receiver coil. Assuming identical coil efficiencies, then detecting spin polarization in $^1$H rather than $^{13}$C is beneficial due to the higher gyromagnetic ratio of the proton, $\gamma_{^1H}$; for a given level of polarization, signal increases as $\sim \gamma^2$ [212] as magnetization is proportional to $\gamma$ and, given the same magnetization, the current induced in the receiver coil is also proportional to $\gamma$. Hence, for the same level of polarization $^1$H will generate an approximately 16 times larger signal in the receiver coil than $^{13}$C. With the simulated values for the magnetizations, which includes T1 and T2 relaxation of the $^{13}$C and $^1$H spins, detection of the $^{13}$C$_1$ polarization via the methyl protons will increase the signal 7.6 fold at 3T and 2.4 fold at 7T. These numbers were obtained by multiplying the simulated magnetizations by four (the same operation was performed for all the SNR calculations shown below). However, noise also increases with frequency. Noise due to coil resistance, $R_C$, is proportional to the square root of the frequency of the induced alternating current whereas noise due to sample resistance, $R_S$, increases quadratically with frequency. Since the overall noise signal is proportional to
\[ \sqrt{R} = \sqrt{R_C + R_S} \], the SNR that takes account of sample and coil noise can be calculated as [213]:

\[
\text{SNR} = \frac{v^2}{(\alpha a^2 v^{1/2} + \beta v^2 b^5)^{1/2}}
\]

where \( v \) is the Larmor frequency, \( a \) and \( b \) are coil geometry parameters, and \( \alpha \) and \( \beta \) are weightings for the two sources of noise, where \( \alpha \) represents coil noise and \( \beta \) sample noise. Assuming the same coil geometry, the SNR for \(^1\text{H}\) is 11.3 \((16/\sqrt{2})\) times that for \(^{13}\text{C}\) when sample noise is neglected \((\alpha = 1, \beta = 0)\). With the calculated \(^{13}\text{C}\) and \(^1\text{H}\) magnetizations this will give an SNR benefit when detecting \(^{13}\text{C}\) hyperpolarization via the methyl protons of 5.4 times at 3T and 1.7 times at 7T (magnetization enhancement \( \times 4 / \sqrt{2} \), where the denominator is determined by coil noise, which is proportional to the fourth root of the Larmor frequency, as shown in Equation 5.6). If sample noise dominates \((\alpha = 0, \beta = 1)\) detection via \(^1\text{H}\) gives an SNR benefit of only 4 times that of \(^{13}\text{C}\) detection if relaxation is ignored and, given the calculated \(^{13}\text{C}\) and \(^1\text{H}\) magnetizations, the SNR benefit would decrease to 1.9 times at 3T and 0.6 times at 7T \((4 \times \text{magnetization enhancement} / 4\), where the denominator comes from the fact that sample noise is proportional to the Larmor frequency, as shown in Equation 5.6\). Although sample noise is thought to dominate with relatively large imaging objects at high magnetic fields [214] this is evidently not the only source of noise since superconducting coils show an increased \(^1\text{H}\) SNR of 2 to 5 fold at fields between 1.5 T and 9.4 T when compared to room temperature copper coils [215-217]. Therefore even at 7 T there may still be a SNR benefit in detecting hyperpolarized [1\(^{13}\text{C}\)]lactate via the spin coupled methyl protons.

The dynamic images (Figure 5.4A) showed rapid signal decay as each acquisition sampled effectively all of the hyperpolarized signal from [1\(^{13}\text{C}\)]lactate generated from hyperpolarized [1\(^{13}\text{C}\)]pyruvate in the preceding 2 s. Such a rapid decay has been observed previously in saturation-recovery experiments, where following injection of hyperpolarized [1\(^{13}\text{C}\)]pyruvate the [1\(^{13}\text{C}\)]lactate produced was sampled with repeated spectrally selective 90° \(^{13}\text{C}\) pulses [162]. This problem could be addressed by using a preparation module that
allows partial transfer of the polarization [218]. This would also allow serial observations of
the pyruvate resonance, which is not possible with the reverse INEPT sequence since
effectively all of the polarization is transferred following the first application of the pulse
sequence. The simulation showed in Figure 5.2C shows that there is also the potential for
shortening the DDSE-INEPT module, and thus reducing signal loss due to T₂ decay, since this
may be affected without significantly reducing polarization transfer.

The longer ¹H and ¹³C T₂ relaxation times at lower magnetic field strengths will
improve the efficiency of polarization transfer and there may be a benefit in going to very
low fields since there is evidence that these may be more sensitive for hyperpolarized
contrast agents [219]. The four-fold higher ¹H gyromagnetic ratio means that there is a four-
fold lower demand on the gradient system, which, with the availability of high quality
proton receive coils, makes this an attractive technique for clinical translation.

5.5. Conclusion

In summary, I have demonstrated a DDSE-INEPT sequence that allows ¹H detection of
hyperpolarized ¹³C label exchange between injected hyperpolarized [¹-¹³C]pyruvate and the
tumour lactate pool. Further incorporation of a spectrally-selective ¹H 90° pulse that flips
the magnetization back along the Z axis at the end of the reverse INEPT preparation module
would allow any ¹H imaging sequence to be used for signal detection. The sequence is fully
compatible with clinical scanners that are already equipped for hyperpolarized ¹³C imaging,
where the lower field strengths and consequently longer relaxation times should improve
sensitivity.
6. General Discussion and future work

6.1. High resolution imaging for hyperpolarized $^{13}$C MRI

The sequences introduced in Chapters 2 and 3 have enabled high resolution imaging in all three dimensions for hyperpolarized $^{13}$C MRI after a single excitation. These techniques hold promise for clinical translation, where the main challenge on a clinical system will be to keep the spirals to reasonable durations. Due to the nature of phase encoding in the z direction using blipped gradient trains, longer duration spirals will lead to image distortion in the z direction. To maintain a relatively high spatial resolution, while using a short spiral duration, the imaging FOV in the xy plane will need to be kept small. Since imaging objects in clinical applications are much larger than in mice, it will be important to restrict the excitation FOV in the xy plane in order to avoid wrap-around artefacts when a small FOV is used for acquisition. Since spectral selectivity will still be required for excitation, in order to resolve signals from different metabolites, a three dimensional selective (2 spatial dimensions and 1 spectral dimension) RF pulse will be required for excitation. A straightforward design for such an RF is a train of spirals that are chemical shift encoded, where each spiral repeatedly encodes the same xy plane [220]. The challenges in 3D pulse design are the limited gradient strength and slew rate on clinical systems, which could be 10 fold lower than on our pre-clinical system. A 3D excitation pulse that could be used to excite [1-$^{13}$C]pyruvate and [1-$^{13}$C]lactate at 3T on a clinical system was designed subject to a 40 mT/m maximum gradient strength and 200 T/m/s slew rate and is shown in Figure 6.1. An envelope pulse was first designed using the SLR algorithm and then discretely sampled by a train of 8 identical sub-pulses. The gradients were designed using the analytical method described by Glover et al [160] to encode a 8x8 cm$^2$ FOV given the hardware capabilities. The sub-pulse was then designed based on the excitation k-space trajectory [221]. The excitation profile of the pulse was simulated using the Hard-Pulse Approximation [159] where the pulse operation on the magnetization was taken as a series of rotations incurred by sampling the pulse at a 4 µs step size. With a 30.752 ms duration, this pulse excites an 8 cm diameter cylinder with a 72 Hz wide band at the target frequency in the spectrum, where the other metabolite, which is 390 Hz away, is not excited. The peak B$_1$ is only 7.99 µT, far below the hardware restrictions on clinical 3T systems. Slice selection could be
realized either by using refocusing pulses accompanied by slice selection gradients or a transmission or receive coil with restricted sensitivity in the z direction. On the acquisition side, when an 8 cm FOV is imaged (yellow square in Figure 6.1C), an isotropic resolution of 2.5x2.5x2.5 cm³ could be achieved using the proposed sequences and the gradient constraints given above. The design and simulation were performed in Matlab using a custom written script. Despite the long duration of the pulse, T₂* decay would not be a concern as refocusing pulses are used to form spin echoes for signal acquisition. Alternatively, restricted FOV imaging could be achieved on the hardware side by using transmission or receive coils that have restricted sensitivity in the xy plane. These techniques could readily be implemented using clinical systems in the future.

Figure 6.1: RF design for 2D-spatial-1D-spectral selectivity
(A) Three dimensional excitation pulse and its accompanying gradients on the x and y axes.
(B) The frequency response of the pulse. (C) The spatial response of the pulse in the xy plane.
6.2. \(^1\)H imaging of hyperpolarized \(^{13}\)C labelled metabolites

With the DDSE-INEPT sequence described in Chapter 5, imaging hyperpolarized \(^{13}\)C nuclei via spin-coupled protons is expected to have substantial SNR benefit over direct \(^{13}\)C imaging, given the same starting polarization. This SNR benefit can be further enhanced if the sequence timing is optimized. As shown in Chapter 3, a dual spin echo design is not required for HS adiabatic inversion pulse to form a spin echo in the absence of slice selection gradients. In light of this, the DDSE design could be reduced to a regular INEPT sequence except that pulsing on \(^1\)H and \(^{13}\)C channels is not simultaneous, as shown in Figure 6.2A. This design, with shifted \(^1\)H and \(^{13}\)C pulsing, leads to a spin echo that is formed before complete transfer of the polarization. However, this is not a concern as transfer of the polarization at the spin echo is already >90%, if relaxation is ignored. The key concept in this design is to achieve a balance between \(T_2\) loss, transfer of polarization, and signal loss due to the non-linear phase induced by the inversion pulses. Therefore, this sequence needs to be optimized based on the imaging agents and the imaging object, where the former determines \(T_2\) and the latter affects shimming (signal loss due to non-linear phase depends on field homogeneity). The balance between \(T_2\) loss and polarization transfer is simulated in Figure 6.2B, where signal loss due to non-linear phase is neglected for simplicity. A phantom experiment using this sequence following injection of hyperpolarized \([1-{^{13}\text{C}}]\)lactate was performed and the results are shown in Figures 6.3C (acquired immediately after completion of the injection) and 6.3D (acquired 10s later), where images were acquired at the frequency of lactate methyl group protons and displayed with the same scaling. The \([1-{^{13}\text{C}}]\)lactate sample was prepared in the same way as described in Chapter 5. The 8-fold signal decrease in the second acquisition indicated that the acquired signal was hyperpolarized. A positional reference was acquired with a FSE sequence on water protons before hyperpolarized \([1-{^{13}\text{C}}]\)lactate injection, shown in Figure 6.2E.
**Figure 6.2: INEPT preparation with optimized timing**

(A) INEPT sequence with non-simultaneous $^1$H/$_{13}^C$ pulsing and optimized timing. (B) The observable polarization on $^1$H peaks at 145 ms, assuming a $T_2$ of 100 ms. (C) First acquisition in phantom imaging after hyperpolarized [1-$^{13}$C]lactate injection, where hyperpolarization was transferred from $^{13}$C to methyl protons using the optimized INEPT sequence and signal acquired with EPI trajectory as described in Chapter 5. (D) Second acquisition in the same experiment, where signal strength was only 1/8 of that in (C). (E) Positional reference of phantom, acquired with FSE at water proton frequency.

The technique described in Chapter 5 could readily be implemented on clinical scanners. To comply with the $B_1$ limitations of the $^{13}$C transmission coil (Rapid $^{13}$C/$^1$H Head Coil MR750, Rapid Biomedical GMBH, Rimpar, Germany) on our 3T system (99 $\mu$T, GE MR750), I re-designed the inversion pulses such that the bandwidth was reduced to 6 kHz from 10 kHz while the duration was kept at 10 ms. I inserted the inversion pulses into the EPI sequence (epi.e) to replace the regular preparation and excitation pulses. The modified sequence had separate RF power control on $^1$H and $^{13}$C channels and the pulses on both channels were used in the SAR calculation. Experiments were conducted by injecting hyperpolarized [1-$^{13}$C]pyruvate into a Falcon tube phantom via plastic tubing. Both the phantom and tubing were filled with a solution of NADH (4.4 mM) and LDH (12.5 U/ml) so
that there was rapid conversion of the injected [1-\(^{13}\)C]pyruvate into [1-\(^{13}\)C]lactate. The resulting \(^{13}\)C hyperpolarization in [1-\(^{13}\)C]lactate was then transferred to the methyl group protons by the sequence. A series of images were acquired at the methyl group proton frequency with a 5 s TR, as shown in Figure 6.3, while a positional reference \(^1\)H image (shown as the last image) was acquired with a regular EPI sequence before the [1-\(^{13}\)C]pyruvate injection. Hyperpolarized \(^1\)H signals, decaying with time, could be observed inside both the phantom and the tubing. Signal could be still observed after the first acquisition because there was continued conversion of the injected [1-\(^{13}\)C]pyruvate into [1-\(^{13}\)C]lactate. For this experiment, a research grade fluid path (GE Healthcare, Milwaukee, WI, USA) was filled with 100 \(\mu\)l [1-\(^{13}\)C]pyruvic acid, 15 mM trityl radical AH111501 (GE Healthcare) and 30 ml dissolution fluid containing 1 g/L EDTA (GE Healthcare). The sample was polarized in a SPINlab hyperpolarizer (GE Healthcare) at ~0.9 K and 5 T for 1.5 hours and was then dissolved in 1.4 ml neutralization medium containing 0.72 M NaOH, 0.4 M Tris buffer, and 0.1 g/L EDTA [184]. Future scans in patients and volunteers are scheduled in order to further validate this technique.
Figure 6.3: Dynamic polarization transfer imaging on a clinical system
Images acquired on a clinical 3T system at the lactate methyl proton resonance frequency following injection of hyperpolarized [1-13C]pyruvate into a phantom containing LDH and NADH (TR = 5 s). A positional reference 1H image, displayed as the last image, was acquired with a regular EPI sequence at the water proton resonance frequency prior to [1-13C]pyruvate injection.


A potential limitation of using pyruvate as the imaging agent is that it is injected at supra-physiological concentrations. In the first clinical study [27] hyperpolarized [1-13C]-pyruvate was injected to achieve a plasma concentration of 1.5 mM. In contrast, the normal concentration of pyruvate in human blood is 0.061+/-0.024mM [222]. This supra-physiological concentration is undesirable as it may temporarily alter metabolism, although there is no evidence of toxicity [26]. On the other hand, tumours usually have a large lactate concentration. Chen et al used hyperpolarized [1-13C]lactate to probe pyruvate-lactate conversion [113], however the small pyruvate pool size led to only low levels of pyruvate labelling and hence a low SNR. Kennedy et al explored the feasibility of using lactate alone
to measure the LDH activity [222] by using double-labelled lactate, with both a $^{13}\text{C}$ nucleus at the C1 position and $^{2}\text{H}$ in place the protons (L-[1-$^{13}\text{C}$, U-$^{2}\text{H}$]lactate). Exchange of deuterium label was measured between the injected and endogenous lactate pools via the lactate-pyruvate conversion (as shown in Figure 6.4).

![Figure 6.4: Monitoring LDH activity using L-[1-$^{13}\text{C},U-$^{2}\text{H}$]-lactate](image)

*Exchange of deuterium label between injected and endogenous lactate, through the interconversion of lactate and pyruvate.*

The original study of Kennedy et al acquired spectra from the whole tumour, without any spatial information. This is not satisfactory for clinical use, due to the metabolic heterogeneity of tumours and the increased information that would have been available from acquiring two or three dimensional images. I have extended this concept with an imaging sequence, which is shown in Figure 6.5B. Figure 6.5A shows the sequence used in Kennedy’s study.
Figure 6.5: Sequence design for L-[1-\textsuperscript{13}C, U-\textsuperscript{2}H]-lactate experiment
Carbon-Observed-Proton-Edited (COPE) sequences for L-[1-\textsuperscript{13}C, U-\textsuperscript{2}H]lactate imaging. (A) The NMR sequence used in the literature. (B) A dual-spin-echo sequence for 2D imaging.

In practice, the RF coil system used in my experiment does not support simultaneous pulsing on carbon and proton channels. In addition, it requires a delay to allow the system to switch from the carbon channel to the proton channel. The dual-spin-echo design allowed a full inversion of the \textsuperscript{13}C phase in the protonated lactate while the phase of the \textsuperscript{13}C in the deuterated lactate was unaffected as the \textsuperscript{1}H pulse has no effect on the \textsuperscript{2}H spins. An additional scan is required using the same sequence but with \textsuperscript{1}H inversion pulses turned off so that signals from deuterated and protonated lactate are both fully refocused. A subtraction between the two acquisitions then reveals the signal for protonated lactate.
while adding the signal from the acquisitions recovers the signal from deuterated lactate. To achieve these phase modulations, the sequence needed to be timed as:

\[
\begin{align*}
\tau_1 + \tau_3 + \tau_4 - 2\tau_2 &= 1/J_{CH} = 310 \text{ ms} \\
\tau_3 &= \tau_1 + \tau_4
\end{align*}
\]

where \( J_{CH} \) is 3.2 Hz, the coupling constant between the C1 position \(^{13}\text{C}\) and the C2 position \(^{1}\text{H}\). The parameter \( \tau_2 \) is determined by the delay between the \(^{13}\text{C}\) and \(^{1}\text{H}\) pulses, which was 5 ms in my implementation, and the duration of the pulses. Adiabatic pulses with Hyperbolic-Secant modulation were used for both \(^{13}\text{C}\) and \(^{1}\text{H}\) inversion pulses to ensure insensitivity to \( B_0 \) and \( B_1 \) inhomogeneity. For \(^{13}\text{C}\) inversion a 10 ms pulse with 2400 Hz bandwidth was used and for \(^{1}\text{H}\) inversion a 10 ms pulse with a 1000 Hz bandwidth was used. Hence \( \tau_2 \) was 15 ms, and TE was 370 ms. The sequence was calibrated on a phantom filled with 5 M \([^{1-13}\text{C}]\)lactate with \(^{1}\text{H}\) inversion pulses turned on and off respectively. Since the sample under observation contained protonated lactate only and no deuterated lactate, the sequence with \(^{1}\text{H}\) inversion pulses turned on would edit the phase evolution of the observed signal with a time-dependent effect. The TE required to achieve full phase inversion was measured to be 376 ms, very close to the theoretically expected value. In fact, phase inversion of the protonated lactate resonance had already been achieved (97%) when TE was 350 ms, leading to much less \( T_2 \) decay than if a TE of 376 ms had been used. In vivo experiments with this sequence need to be conducted once L-[1-\(^{13}\text{C}, U-^{2}\text{H}\)]lactate can be produced consistently. Clinical studies will be scheduled once promising results are obtained from an in vivo study with tumour-bearing mice.
**Figure 6.6: Optimal TE for L-[1-$^{13}$C,$^{2}$H]-lactate experiment**

Measurement of signal inversion in a protonated [1-$^{13}$C]lactate phantom with the COPE sequence. (A) Signal obtained ± a proton pulse. (B) Signal with the proton pulse on (normalized to the signal with the proton pulse off) fitted to the theoretical cosine function. Fitting the acquired data to the expected theoretical signal evolution revealed that full phase inversion should happen when TE = 376 ms.

### 6.4. Conclusion

In conclusion, I have developed high resolution imaging sequences for hyperpolarized $^{13}$C labelled metabolites that acquire a three dimensional image for individual metabolites after a single excitation. I have proposed a referenceless workflow for EPI phase correction in hyperpolarized $^{13}$C MRI based on the *a priori* knowledge of the possible signal locations.
from the proton image, which make it unnecessary to acquire extra data for Nyquist ghost removal. I have shown that $^1$H detection of the hyperpolarized $^{13}$C signal has SNR benefits over direct $^{13}$C detection and can be implemented on current clinical MRI systems. All these techniques hold promise for clinical imaging, as presented in the general discussion. I have also initiated work on imaging L-[1-$^{13}$C, U-$^{2}$H]lactate, as an alternative probe to [1-$^{13}$C]pyruvate for imaging LDH activity. However, further work is required for this to be used for in vivo and clinical imaging.
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