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Abstract

Studies suggest that much of the Greenland Ice Sheet is accelerating as temperatures increase. Increased temperatures can raise the pressure in the subglacial drainage system as meltwater input increases and the system fails to efficiently evacuate it. Some studies suggest that increased temperatures and meltwater input will slow glaciers down by causing earlier channelization, allowing stable conduit expansion and efficient drainage of input. However, studies also suggest that even channelized systems fail to evacuate meltwater when input is rapid. This study’s modelling of the subglacial drainage system of Petermann Glacier suggests that conduits cannot quickly accommodate rapid changes in meltwater input, such as from lake drainages or warm phases, causing subglacial water pressure to reach ice overburden pressure for as long as 5 days. High ice thickness at Petermann Glacier causes rapid conduit closure, making the sustaining of a sustainable conduit system especially difficult. Along with other research, this study suggests that the subglacial drainage system of Petermann Glacier is key to its dynamics. Lake drainages play a large role in perturbing the system, but their role is limited by the short melt season which means many lakes freeze-over before draining. Warming is expected to cause lake drainage at higher elevations, causing more frequent basal pressure spikes and over a larger area. Petermann Glacier is therefore expected to contribute more to sea-level as temperatures increase.
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Chapter 1: Introduction

1.1 Aims

This project aims to investigate the subglacial hydrology of an outlet glacier in the north west of the Greenland Ice Sheet (GrIS). The results should prove useful for assessing the impact that variations in temperature and meltwater generation will have on Petermann Glacier, as well as other marine-terminating and high-latitude glaciers, particularly in the context of climate change. It will also help inform the discussion on the extent to which subglacial water pressures govern the motion of such marine-terminating and high-latitude glaciers. Specifically, the primary aims are to:

[1.] Assess spatial and temporal variations in the subglacial drainage system in response to changing melt input.
[2.] Evaluate the presence, evolution and implications of supraglacial lakes
[3.] Assess performance of the model on a high-latitude, marine-terminating glacier with a floating ice tongue.
[4.] Assess the implications of the results for the glacier in the present and future, particularly in relation to dynamics.

To accomplish these aims, the objectives were to:

- Model melting on the surface and subsequent supraglacial routing to depressions that form lakes.
- Model the drainage of the lakes and input after moulin formation to produce hydrographs for the subglacial system.
- Model the subglacial drainage system configuration and analyse how subglacial water pressure, cross-sectional area (CSA) and discharge of conduits varies with meltwater input from the surface based on modelling of the 2004 melt season.
- Model supraglacial lake area and depth based on satellite imagery and compare with model results based on routing over the surface.
The remainder of this chapter will justify and provide the context for the study. In chapter 2 the study site and data used will be discussed. Chapter 3 will cover the methods. Chapter 4 will present the results gathered. In chapter 5 the results of the study and their implications for the subglacial hydrology and dynamics will be discussed. Chapter 6 will present the conclusions.

1.2 Climate Change and Greenland

1.2.1 Global significance

The IPCC (IPCC, 2007) predicts that global temperature will rise by at least 1.8° C by the end of the century. This is expected to be accompanied by an associated rise in sea-level of up to 0.59m by 2099, due to runoff from melting glaciers, ice-caps and the GrIS and from thermal expansion of sea water. Many (e.g. Parizek and Alley, 2004) consider this estimate conservative, particularly because it does not account for ice dynamic feedback effects, which play a critical role in the ablation of glaciers (e.g. Zwally et al., 2002). This means that the potential sea-level contribution from the poles was not properly accounted for. Understanding the potential contribution of the GrIS is essential for constraining predictions, as the GrIS stores 7.3m worth of potential sea-level (Bamber et al., 2001), compared to ~0.5m from melting all non-ice sheet glaciers and ice caps (Church et al., 2001). Sea-level rise could have devastating effects for millions of people due to lost land and increased risk from tidal surges, highlighting the importance of understanding the factors governing sea-level rise (IPCC, 2007).

1.2.2 Greenland climatology

The GrIS experiences significant interannual climatic variability (Hanna et al., 2008). This is largely due to the island’s climate’s relationship with the North Atlantic Oscillation (NAO) (Hall et al., 2008). A positive NAO index is associated with colder on the GrIS and a negative index is associated with warmer winters. Studies show that the NAO exhibits a significant correlation with melt extent on
the GrIS (Mote, 1998; Johannessen et al., 2005; Fettweis et al., 2011) and regional scale relationships between NAO and precipitation have been shown, Fettweis (2007) showing a negative NAO index tends to be associated with greater precipitation in the south-west GrIS due to the presence of strong southerly moisture-bearing winds.

Although there is significant interannual climatic variability, this is superimposed on an overall trend of increasing temperatures (IPCC, 2007). Indeed, the GrIS has been subject to an even greater increase than the global average in the context of climate change, with the 2005-2007 average annual temperature anomaly more than double the global value, at 1.5°C compared to 0.7°C (compared to the reference temperature of 1951-1980) (AMAP, 2009).

Mass gain at the interior of the GrIS through accumulation from snowfall (Johannessen et al., 2005) is being more than offset by an approximately equal loss between meltwater runoff (Hanna et al., 2008; van den Broeke et al., 2009) and accelerated glacier flow (Rignot and Kanagaratnam, 2006). Observations suggest that mass loss is rapidly increasing, with estimates for 2010-2011 at 430Gta\(^{-1}\) (Box et al., 2011), 150% of a 2007-2009 estimate of 286Gta\(^{-1}\) (Velicogna, 2009) and 314% of a 2002-2003 estimate of 137Gta\(^{-1}\) (Velicogna and Wahr, 2006). This is associated with an estimated contribution to sea-level rise of 0.59±0.200mma\(^{-1}\) over the period 1992-2012 (Shepherd et al., 2012). Rignot et al. (2011) found that if acceleration of ice sheet loss is maintained in the coming decades, cumulative ice sheet loss will raise global sea-level by 15±2cm by 2050. With surface melt rates predicted to double this century (Mernild et al., 2010) and dynamical perturbations also contributing to mass loss, ice sheets are on course to surpass the contribution of mountain glaciers and ice caps to sea-level within several decades, much sooner than previously thought (IPCC, 2007; Rignot et al., 2011)). The acceleration of mass loss from the GrIS and Antarctic Ice Sheets between 1993 and 2011 (3.6±2Gta\(^{-2}\)) was three times larger than for mountain glaciers and ice caps (12±6Gta\(^{-2}\)) (Rignot et al., 2011). In the longer term, Parizek and Alley (2004) predict the GrIS to contribute up to 3.60m to sea-level by 2500.
1.3 Subglacial hydrology

As the previous section showed, melting is increasing on the GrIS. This means that more water will be entering the subglacial hydrological system and it will be expanding its area. To understand the behaviour of glaciers, it is fundamental to understand the subglacial hydrology.

Early in the melt season, when meltwater input is low, an inefficient, distributed subglacial drainage system is thought to exist. This exists following a winter of very low volumes of meltwater leading to the system almost closing down through creep closure (Nye, 1953). Distributed systems are thought to exist in the configuration of a thin, distributed film of water (Weertman, 1972; Walder and Hallet, 1979) or more likely in a linked-cavity network (Walder, 1986; Kamb, 1987). A linked-cavity system is favoured by rapid sliding and high bed roughness. The water flowing through the ‘links’ between the cavities dissipates heat that preferentially enlarges the links (Walder, 1986). Importantly, an inefficient system exhibits a positive relationship between discharge and hydraulic pressure, because water flows over a larger area, spreading frictional heat over a wider area, reducing the capacity of the system to accommodate increased discharge by wall-melting, thus increasing hydraulic head and pressure (Rothlisberger, 1972).

During the melt season, the distributed, subglacial system adjusts from a configuration of multiple links and a large total CSA to an efficient system with fewer links and a smaller CSA (Nienow et al., 1998). As discharge increases in the small conduits, the walls melt and expansion takes place due to frictional heating of the flowing water (Mair et al., 2002; Colgan et al., 2011). Particular conduits grow preferentially, as viscous heat dissipation and thus melting is greater in larger conduits with higher discharge, which further increases their size and redirects discharge there at the expense of smaller conduits (Shreve, 1972). This encourages the development of an aboresscent system, with tributary conduits flowing into successively larger primary conduits flowing at
lower pressure. Once an efficient, channelized system is established, continued high discharge maintains wall-melting by heat dissipation, compensating for inward creep motion in the surrounding ice. In contrast to an inefficient, distributed system, efficient, channelized systems exhibit an inverse relationship between discharge and subglacial water pressure, as higher discharge causes more heat dissipation and wall melting which allows water to be evacuated more quickly, reducing pressure (Rothlisberger, 1972; Iken et al., 1983). As discharge in the channelized system drops below a certain level towards the end of the melt season, channels cannot be kept open and the system contracts and reverts to an inefficient system (Schoof, 2010).

It is important, however, not to rely on a crude binary categorisation of steady-state drainage systems. The system is not uniform and both types may exist simultaneously in different parts of glaciers. For example, Hubbard et al. (1995) observed a ‘variable pressure axis’ aligned approximately parallel to the direction of ice flow, its orientation consistent with the location of a hydraulically efficient subglacial channel at its centre. A hydraulically-linked, distributed system was observed beneath adjacent parts of the bed. During high pressures in the early-afternoon, water was driven out of the channel into the surrounding area and returned overnight. Additionally, the assumed steady-state conditions on which the stable discharge-pressure relationships are based are unlikely to exist in reality (Schoof, 2010; Bartholomew et al., 2011a). Indeed Rothlisberger (1972) claimed that the actual channel pressure would fluctuate about the value calculated under steady-state conditions. This highlights the complexity of the system and need to better understand it.

1.3.1. Subglacial routing

Water flow along the base of a glacier can be determined by water pressure potential:

$$\Phi_b = \rho_w g Z_b + k \rho_i g (Z_s - Z_b)$$
Where $\rho_w$ is water density (1000 kg m$^{-3}$); $\rho_i$ is ice density (917 kg m$^{-3}$); $g$ is acceleration due to gravity (9.81 m s$^{-1}$); $Z_b$ is the bed elevation (m); $Z_s$ is surface elevation (m); $k$ is a factor indicating the subglacial water pressure, ranging from 0 (subglacial drainage system at atmospheric pressure) to 1 (subglacial drainage system at ice overburden pressure).

Ice overburden pressure can play a significant role in affecting subglacial drainage, with water at the base potentially almost matching overburden pressure, i.e. exhibiting a K-value close to 1 (Colgan et al. 2011). While water ultimately flows downglacier, water drains perpendicular to the equipotential of the hydraulic potential, and subglacial passages will follow the steepest rate of decrease of hydraulic potential on the bed. The equipotential will slope downward in an upglacier direction, with a gradient ~11 times that of the surface. This means that water can flow upglacier into local depressions (Shreve, 1972; Sharp, 2005). Studies have shown (e.g. Sharp et al., 1993; Flowers and Clarke, 1999; Rippin et al., 2003) that a decrease in basal water pressure increases the significance of basal topography in water routing, resulting in a less efficient, more dispersed drainage system.

K-values have been seen to vary significantly both spatially and temporally. Variation in k-value has been shown to substantially affect the extent and configuration of drainage basins by affecting the flow of water. Values as low as 0.5 have been calculated for summer conditions (e.g. Flowers et al., 1999; Rippin et al., 2003; Willis et al., 2009), while Thomsen and Olesen (1990) measured values between 0.79 and 1.05 within 10 km of the ice margin. K-values close to 1 are supported by modelling (Colgan et al., 2011) and observations of hydraulic head close to the ice surface (Cowton et al., 2013).

Rothlisberger (1972) assumed water is routed at the base in channels at the base in semi-circular (‘R-’) channels, but alternatives have been proposed. Hooke et al. (1984), for example, proposed broad (‘H-’) channels, which allow application
of Glen’s flow law of deformation with reasonable viscosity parameter values. Analysis based on Shreve (1974) does not account for the different subglacial physics associated with R-, N- or H- channels as proposed by Walder and Fowler (1994). It also does not account for the likely non-uniform distribution of water pressure (Flowers et al, 2003; Hubbard et al., 1995) or feedbacks within the system, such as with dynamics. However, Shreve’s (1974) analysis remains fundamental to understanding subglacial routing (Schoof 2010; Banwell, 2012).

1.4 Subglacial Hydrology in Greenland

Few observational studies of subglacial hydrology on the GrIS currently exist, and those that do are concentrated in west Greenland. There are not yet any direct observations of the subglacial drainage system (Cowton et al., 2013). However, measurements of hydrological parameters in proglacial stream outlets at Leverett Glacier, a land-terminating glacier around 67°N have provided useful information on the hydrology of the GrIS’s margins.

Observations of GrIS hydrology suggest that the drainage system and its morphological evolution are analogous to Alpine hydrology (Bartholomew et al., 2011a; Chandler et al., 2013; Cowton et al., 2013). Bartholomew et al. (2011a) noted four distinct pulses of water superimposed onto the rising limb of the seasonal hydrograph. The beginning of the season was characterised by a small amount of runoff and small amount of proglacial output with high electrical conductivity, suggesting leakage of basal meltwater from an inefficient drainage system remaining from winter (Collins, 1979; Skidmore and Sharp, 1999). High discharge from the base lagged above-zero temperatures at the surface by ~20 days, due to observed ponding and refreezing of initial meltwater (Pfeffer et al., 1991). Therefore, the first pulse is interpreted as being the establishment of a hydrological connection between the surface and base at lower elevations, delivering significant meltwater to the base for the first time. Solute measurements (Bartholomew et al., 2011a) and ice velocity measurements (Bartholomew et al., 2011b) suggest that this input was into an inefficient drainage system. This early period is characterised by high englacial water
levels as the system lacks the capacity to evacuate the rapidly rising discharge, with moulins filling up almost to the surface level (Fountain, 1993; Rothlisberger and Lang, 1987; Cowton et al., 2013).

Figure 1.1: A schematic of glaciological features, including meltwater sources and potential routes to the base (Zwally et al., 2002)

Only one of the three subsequent bulk discharge pulses observed by Bartholomew et al. (2011a) are associated with heightened temperatures. Instead, pulses 2 and 4, superimposed on the rising limb of upglacier expansion of hydrological connectivity between the glacier’s surface and base. The upglacier expansion of hydrological connectivity is as observed in alpine glaciers and results in the upglacial expansion of subglacial channelization (Nienow et al., 1998; Bartholomew et al., 2011a). Cowton et al.’s (2013) observations show that channelization does not occur immediately, with melt cessation leading to a draining of high englacial water levels over two days, and another four days of melting raised levels again before channelization occurred. Additionally, observations suggest two stages to channelization. At first (early June), tracing results suggest that while some water was rapidly drained down a preferred pathway, some was diverted down anabranching slower routes (Seaberg et al., 1988), indicating structural inefficiencies in the early summer channelized drainage. During this period, for 2-4 weeks following channel formation, water continued to back-up during high input, as observed by high englacial water levels. This likely represents a period of continual readjustment of channel CSA to rising melt input as bulk discharge continued to increase. Therefore, Cowton et al. (2013) assert that drainage morphology continues to significantly evolve.
after initial channel formation, and influence the relationship between subglacial discharge and pressure. By the time the rise in bulk discharge slowed down, in early July, the system reached a relatively stable configuration, at least in the lower ~6.6km, and englacial water level remained stable and low as water was efficiently evacuated (Cowton et al., 2013). For the system to return to a distributed condition, it is proposed that discharge must drop below a critical level, lower than the critical level for initiating channelization (Schoof, 2010).

Modelling work by Schoof (2010) on the GrIS suggested that discharge and pressure re-couple in a channelized drainage system under conditions of rapid melt input. Conduit sizes adjust to meltwater input slowly over several days, meaning that the system does not have the capacity to deal with sudden and rapid increases in discharge under a steady-state, and must increase the hydraulic gradient, which requires raised basal pressure. This supports Bartholomew et al.’s (2011a) observations and further highlights the significance of rapid meltwater delivery on the subglacial system.

This section has shown that the subglacial hydrology of the GrIS’s outlet glaciers behaves in a similar manner to Alpine glaciers. This includes the exhibition of high spatial and temporal variability, and high pressures even after channelization. Such behaviour highlights the need for further study and suggests the suitability of applying a model originally developed for Alpine glaciers, as in the present study, to the GrIS margin. Furthermore, the importance of upglacier expansion of hydrological connectivity in forcing expansion of channelization emphasises the significance of supraglacial lakes, which facilitate the creation of the connection and the discharge pulses that promote channel extension.
1.5 Supraglacial lake evolution

Supraglacial lakes play a fundamental role in subglacial hydrology, by storing the large quantities of water necessary to initiate hydrofracture to the base of thick ice, creating a hydrological connection between the surface and base, and to rapidly deliver melt that can pressurize and channelize the system (Bartholomew et al., 2010; 2011a; Shepherd et al., 2009). Hence, to understand subglacial hydrology it is essential to understand the formation and evolution of supraglacial lakes.

Surface topography predominantly determines the location and geometry of supraglacial lake formation. This is indicated by observations of lakes forming in the same spots interannually (Thomsen et al., 1988; Echelmeyer et al., 1991) and images showing them not advecting with ice-flow over a ten-year period (Selmes et al., 2011). Lakes form in surface depressions and especially in areas with backslopes (Nienow and Hubbard, 2005), which are less likely to occur in steep areas. This is likely responsible for the dearth of lakes in the especially steep south-east GrIS, with a strong negative correlation existing between average ice surface slope and percentage lake area (Sundal et al., 2009). It follows that lake formation is also controlled the basal topography and ice thickness, which predominantly determine the surface topography (Lampkin and Vanderberg, 2011). Lampkin and Vanderberg (2011) suggest that a window of basal roughness components of wavelengths between 3 and 8 times the ice thickness are transferred to the surface, with the transfer of wavelengths less than 3 and more than 8 times ice thickness being attenuated to a level of negligible impact. The 10-11km frequency component dominates over thicker ice (1200-1400m) and 5-6km over thinner ice (500-700m). Variations in drag can also affect transfer of undulations to the surface (Gudmundsson, 2003). Additionally, bed topography influences the stress regime, with lakes more likely to form in compressive stress regimes (Krawczynski et al., 2009). Compressive stress regimes tend to be present in depressions that promote ponding and deter crevasse formation (and thus likely drainage) (Catania et al., 2008). Lakes tend
not to form around margins, where heavy crevassing is likely though crevasses may become water-filled (Lampkin, 2011).

Other factors may also influence lake formation. Surface depressions may form due to variations in accumulation, ablation and factors such as wind-blown snow (Smith, 2005). Elevation, latitude and time-of-year are also hugely significant as all affect temperature and thus the availability of water for ponding (McMillan et al., 2007). The higher frequency of lakes in the south-west compared to the north is partly due to higher temperatures at the lower latitude (Sundal et al., 2009).

Following lake formation in spring or summer, depth, area and volume usually increases through the melt season, though maximum depth, area and volume do not necessarily occur on the same day (Box and Ski, 2007). Growth tends to be most marked early in the season and increases as the transition from snow to ice melting occurs (Georgiou et al., 2009). Increased melt as summer progresses is also associated with lake formation at higher elevations as the ablation zone expands towards the interior, McMillan et al. (2007) finding 95% of all lakes to be sited above 750m a.s.l. on July 7th and 95% above 880m a.s.l. on August 1st. Additionally, a positive albedo feedback mechanism with ablation beneath the lake enhances lake expansion. Luthje et al. (2006) modelled enhanced bottom-ablation to be up to 170% compared to bare ice and Tedesco et al. (2012) observed an enhancement of up to 135%. As the lake expands, the area of lower albedo increases, promoting more melt and so forth. While the effect appears to attenuate beyond a depth of 50cm (Luthje et al., 2006), Tedesco et al. (2012) measured a contribution of ~10% of total depth increase from the lower albedo, suggesting it is an important mechanism.

Lakes may expand such that they reach a maximum volume, as constrained by topography, and overflow (Luthje et al., 2006), in some cases cascading into another lake (Banwell et al., 2012). Banwell et al. (2012), in a study of the Paakitsoq region in west Greenland, found that Lake X drained into Lake Ponting
after reaching a maximum depth two days before Lake Y began overflowing into X and onto Ponting.

Alternatively, many lakes completely drain to the base. Drainage is thought to occur through hydrofracture and can rapidly deliver vast quantities of meltwater to the subglacial hydrological system. Das et al. (2008) observed the rapid drainage of a lake in under 2 hours through almost 1km of ice on the GrIS. Hydrofracture occurs from the propagation of a crack on the lake bottom, with van der Veen (2007) suggesting that the growth rate of a fracture is primarily determined by the amount of water flowing into it, as turbulent flow during rapid discharge through the fracture dissipates frictional heat, melting and expanding it and so increasing the drainage rate. This may play an important role in increasing the diameter of the flowpath, after initial drainage along long cracks (Krawczynski et al. 2009), creating moulins that remain open as the entry points to the subglacial system for the remainder of the melt season (Das et al., 2008). Krawczynski et al. (2009) suggest that only lakes ~250-800m across and 2-5m deep contain enough water to propagate a fracture to the base of 1km-thick ice, but ~98% of all ponded water in their study resided in such lakes. Following formation and expansion, drainage events migrate to higher elevations as lakes progressively reach the necessary volume to fracture and drain to the base (McMillan et al., 2007; Das et al., 2008). Some lakes, however, do not reach a high enough volume to drain before melt cessation and temperatures decrease sufficiently for them to freeze over (Johansson et al., 2013).

1.6 Ice dynamics

1.6.1 Hydrological forcing of dynamics

Meltwater at the glacier base has been shown to increase ice velocity, through basal lubrication and hydraulic jacking by increased subglacial water pressure. This has been shown to be important in Alpine glaciers (e.g. Iken and Bindshandler, 1986), the GrIS (e.g. Zwally et al., 2002) and GrIS outlet glaciers
Meltwater lubrication was previously thought to be of little significance on the cold, thick GrIS but Zwally et al. (2002) observed a strong correlation between changes in ice velocity and melt intensity and timing of melt in all years. Bartholomew et al. (2010) found no connection between meltwater production and ice velocity early in the melt season, but after a hydrological connection between the subglacial and supraglacial systems was formed, a 70-200% increase in velocity was measured. However, observations suggest that the capacity for variations in meltwater to influence ice dynamics is limited by the subglacial drainage system's tendency to adapt to high meltwater input by channelizing, thus reversing the relationship between discharge and hydraulic pressure (Rothlisberger, 1972). Van de Wal et al. (2008) observed a strong relationship between ice velocity and meltwater input on a weekly timescale but found no correlation between annual mass balance and annually averaged time scales. Velocities were measured at 50-100% higher than winter levels early in the season, when a distributed subglacial drainage system is thought to have existed, but de-coupling of velocity with meltwater occurred with channelization. Sundal et al. (2011) even suggested that warming and increased meltwater production could lead to lower overall ice velocities. Although they observed higher peak speed-ups in warm years, at 123±8% compared to 104±15% in colder years, the speed-up lasted only ~30 days in warm years compared to ~90 days in cold years. This suggests that increased meltwater supply causes channelization of the subglacial drainage system to occur earlier in the season, therefore decreasing subglacial pressures, increasing the effective pressures of the glacier and reducing velocity. Indeed, Sundal et al. (2011) measured a late-summer speed-up of just 39±14% in warm years compared to 102±8% in cooler years. This suggests a negative feedback cycle between meltwater and subglacial drainage may stabilise or even reduce velocities under high melt conditions, in contrast to the positive feedback cycle described by Zwally et al. (2002) and Parizek and Alley (2004).

However, the pressurization of channelized systems with the perturbation of steady-state conditions by rapid melt pulses, described by Schoof (2010), limits the conclusions that can be drawn from Sundal et al. (2011). Bartholomew et al.
observed short-term velocity spikes in late-summer alongside short-term meltwater spikes, suggesting a temporary re-coupling of ice-velocity and meltwater input, in a channelized drainage system. Bartholomew et al. (2012) attempt to reconcile the conflicting observations between papers such as Zwally et al. (2002) or Shepherd et al. (2009) and van de Wal et al. (2008) or Sundal et al. (2011). They suggest that seasonal ice motion is primarily an aggregation of many short-term speed-up events, such as those observed by Shepherd et al. (2009) and Bartholomew et al. (2010), caused by rapid meltwater delivery to the base perturbing the steady-state and increasing basal pressure. This supports observations (van de Wal et al., 2008; Bartholomew et al., 2011a) that it is the rate rather than the volume of meltwater supply that governs velocity. This further highlights the importance of supraglacial lakes in providing a hydrological connection and rapid meltwater delivery to the base.

1.6.2 Complexities of marine-terminating glacier dynamics

Marine-terminating glaciers have exhibited speed-ups over an order of magnitude higher than those observed in land-terminating glaciers (Joughin et al., 2004; Howat et al., 2005; Luckman and Murray, 2006; Rignot and Kanagaratnam, 2006).

The influence of changes in ice-front position is thought to be the source of the large changes in marine-terminating glacier dynamics, as retreat of the terminus leads to ice flow acceleration and causes increased longitudinal stretching (Joughin et al., 2004). This may be enhanced by a positive feedback mechanism of calving and retreat, as stretching enhances crevassing, potentially increasing calving rates (Vieli and Nick, 2011). Loss of ice at the terminus, most commonly through the calving of icebergs or on some glaciers the disintegration of a floating ice-tongue, removes a buttressing force, allowing the glacier to accelerate forward (Joughin et al., 2004; Luckman and Murray, 2005; Thomas et al., 2003). Loss of buttressing appears to have caused observed thinning of 1-15ma⁻¹, extending tens of kilometres inland through longitudinal coupling, steepening the slope and therefore increasing driving stress and ice velocity.
Ice-front processes seem to dominate the dynamics in many marine-terminating glaciers, with acceleration in spring and summer observed in phase with increased calving, rather than increased meltwater supply (Joughin et al., 2008). Removal of grounded ice at the front may be especially significant. Helheim Glacier was observed to accelerate to produce additional longitudinal and lateral stress gradients to compensate for the loss and restore force balance, propagating inland causing surface draw-down and thinning (Howat et al., 2005; Thomas, 2004). Additionally, thinning at the front may cause ice to move towards flotation as basal pressure reaches the hydrostatic pressure of the overlying ice (Vieli and Nick, 2011; Pfeffer, 2007; Vieli et al. 2000). Furthermore, this reduces friction at the base, increasing motion and drawing more ice downglacier where temperatures are higher at the lower altitude and the ice may be exposed to warm ocean waters. This increases thinning and potentially creating a positive feedback mechanism (Vieli and Nick, 2011), where deeper water may enhance retreat as ice flux increases with water depth (Schoof, 2007; Katz and Worster, 2010).

**Figure 1.2:** Velocities of features on Jakobshavn Isbrae from Landsat feature-tracked speed measurements. The high velocities at the terminus indicate the importance of the calving front (Joughin et al., 2004)
Although ice-tongue disintegration or calving may reduce backstress, Moon et al. (2012) found the majority of glaciers with floating ice-tongues to be slower than those with only a calving-front. It appears that the removal of thin, narrow tongues may have little effect upglacier, as the tongue may be too thin to provide significant resistive stress and too narrow to provide lateral resistance, therefore its removal does not significantly alter the buttressing force. Such behaviour was observed on Petermann glacier, with the glacier displaying no significant dynamic response to the catastrophic ice-tongue collapse event in 2010 (Nick et al., 2012).

Figure 1.3: (a-d) Daily horizontal speed (stepped line), 6-hourly vertical displacement (smooth line) and daily water equivalent ice melt (grey bars) at different elevation sites in Sole et al. (2011)’s study of Kangiata Nunata Sermia. Displays synchronous speed-ups at different elevations accompanied by increased melting.

While the apparent great influence of changes at the ice-front of marine-terminating glaciers may seem to negate the significance of subglacial hydrology, Sole et al. (2011) argue that increased subglacial water pressures caused by meltwater input in fact play a large role, as on land-terminating glaciers. They contest that when measuring upglacier (36 and 72km from the calving-front), maximum horizontal speeds were observed alongside the maximum rate of
uplift, indicative of increased basal water pressure (Iken, 1981; Iken et al., 1983) (fig. 1.3). Additionally, the magnitude of the acceleration did not attenuate upglacier as would be expected if forced from the ice-front and the migration of maximum acceleration upglacier is indicative of the expansion of the ablation zone and hydrological connectivity between the surface and base (Sole et al., 2011). This evidence, and other observations (e.g. Joughin et al., 1996; Anderson et al., 2010; Howat et al., 2010) suggest that marine-terminating glaciers may in fact be predominantly governed by the subglacial drainage system as on land-terminating sections of the GrIS (e.g. Zwally et al., 2002; Bartholomew et al., 2010). However, it seems that the deep and narrow geometry that tends to be characteristic of fast-flowing marine-terminating glaciers limits their seasonal variability compared to land-terminating glaciers, with speed-up events smaller (40% compared to 220% [Sole et al., 2011; Bartholomew et al., 2010]) and slow-downs greater. The geometry reduces the importance of basal friction relative to lateral shear stress, and basal shear heating may produce relatively high basal pressure year-round, reducing the impact of variations in basal pressure and friction (Joughin et al., 2008). There is also evidence that subglacial meltwater can affect changes at the ice-front by forming channels in floating ice, promoting their fracture (Motyka et al., 2003).

1.7 A review of glaciological hydrological modelling

This section will review the most pertinent literature relating to the components of the model used in the study. As well as the subglacial model, the necessary preceding modelling will be reviewed: modelling of melt, surface-routing and drainage.

1.7.1. Surface melting

In the absence of measured ablation data, modelling of the glacial hydrological system requires the modelling of melt. Temperature-index models offer a simple option based on an assumed empirical relationship between air temperature and melt rate. Since their efficacy was demonstrated (Finderwalder and Schunk,
1887), they have been implemented successfully for many glaciers, yielding correlations as high as 0.96 between annual ice ablation and positive air temperature sums (Braithwaite and Olesen, 1989). The ratio of melt to temperature is usually based on a degree-day factor (DDF), calculated by dividing the mean ablation measured in a day by the mean temperature of all recorded above 0°C (Braithwaite, 1995). DDFs may vary spatially and temporally, particularly with elevation (Singh and Kumar, 1996) due to variations in the relative importance of energy components (Ambach, 1988a; 1988b). However, in the absence of measured melt data or sufficient information for an energy balance model, temperature-index models have proven sufficiently accurate for generating melt (e.g. Zwally et al., 2002; Bartholomew et al., 2010).

Alternatively, an energy-balance model may be used. They utilise more input factors than temperature-index models and therefore potentially more accurately constrain melt. They are, therefore, often preferred when the required meteorological data is accessible (e.g. Arnold et al., 2006; Banwell et al., 2012). The availability of data from reanalysis methods, such as ERA-40 (Simmons and Gibson, 2000), has made their implementation more feasible and has been shown to be sufficiently accurate in studies (e.g. Rye et al., 2010). However, their data requirements and the computational implications of their complexity mean that they are not necessarily the preferred option for meltwater studies.

Observations (Tedesco et al., 2012) and modelling (Luthje, 2006) also suggest that supraglacial lake presence necessitates special modelling for high accuracy to account for the significant effect of the lake's albedo on melt.

1.7.2 Surface routing

Modelling of the route that meltwater takes is necessary to determine where lakes and moulins form and to develop input hydrographs for the subglacial drainage system. This can be done using a flow direction matrix to determine
the route that meltwater takes. Arnold et al. (1998) did this, using a digital elevation model (DEM) of the glacier surface to determine the catchment area for each individual moulin. Arnold (2010) subsequently developed an algorithm to improve the use of DEMs in such models. Arnold et al. (1998) assumed single cells or contiguous areas forming closed depressions to be error and smoothed them to avoid trapping of water in small ponds. However, Arnold (2010) developed an algorithm to identify true representations of depressions, improving the potential to model realistic ponding. This was subsequently implemented into Banwell et al.’s (2012) ‘supraglacial routing and lake-filling’ (SRLF) model. This identifies depressions in the glacier surface where ponding is expected to occur, and the route meltwater will take across the glacier. This allows the catchment and thus input of each pond to be calculated and with flow-velocity also calculated, is able to generate input hydrographs for each depression. Though improved, the model was still limited by DEM error and discrepancies with observations were also likely due to the model’s inability to replicate lake overflow channels (Banwell et al., 2012).

Leeseon et al. (2012) presented a two-dimensional model of lake development based on Darcy’s law for flow through a porous medium (Chow, 1988) and Manning’s equation for open channel flow (Manning, 1891). The model routed water to neighbouring cells of lower elevations, with the lowest cell classified as a sink. A sink surrounded by low cells was incorporated into a lake. Comparisons with observations revealed the model was moderately successful, identifying 66% of lakes over 0.125km² in area. The failures of this and other models can be largely attributed to the limitations of DEMs (Leeson et al., 2012). Low-resolution measurements, erroneous measurements and the smoothing processes that are deemed necessary to counter errors and reduce computational stress continue to hinder the accuracy and resolution of DEMs and limit accurate supraglacial routing and correct lake identification. While Arnold (2010)’s algorithm has improved this, higher accuracy and resolution is necessary in measurement.

1.7.3 Subglacial drainage
Subglacial hydrological models have developed since the seminal numerical models of Shreve (1974) and Rothlisberger (1974). Arnold et al. (1998) developed a model of a subglacial drainage system by adapting the EXTRAN block of the US Environmental Protection Agency Storm Water Management model, with moulins represented by drains and subglacial conduits represented by pipes. Each length of subglacial conduit could have its shape, size, length and roughness specified and the system would simulate pressure and discharge in response to input hydrographs at the moulins. The model had trouble successfully depicting a distributed drainage system, which was represented by bundles of small, circular, rough conduits or one shallow, wide, rectangular, rough conduit. The latter configuration produced fairly successful results but only early in the melt season, prior to channelization, while the former option was considered unsuccessful. However, the model did produce good results for a channelized drainage system, as represented by a single larger conduit. The model showed little sensitivity to conduit roughness, meaning roughness values derived from the linear relationship with conduit area or from the literature seemed to prove adequate. A notable weakness of the model is its lack of a mechanism to represent the transition between a distributed and channelized drainage system, particularly as this is of crucial significance in the behaviour of subglacial drainage. However, Arnold et al.’s (1998) study inferred channelization from the retreat of the snowline, designating the area downglacier of a moulin as channelized when the snowline passed it. Observations suggest that this is a reasonable assumption (Nienow, 1993) but it is nevertheless a imperfect way of constraining drainage system transition.

Alternatively, Flowers and Clarke (2002a) represented the subglacial drainage system as a two-dimension, vertically-integrated porous sheet that exchanges water with its adjoining layers, based on Clarke’s (1996) lumped element model and observations at Trapridge Glacier, Canada (e.g. Blake, 1992; Stone and Clarke, 1993; Fischer and Clarke, 1994). The subglacial drainage system comprises sediment and water, is porous, distributed and is linked to a subsurface aquifer layer. Increased discharge causes it to accommodate by
expanding vertically. Importantly, the model is also able to calculate hydraulic conductivity, which may vary spatially as well as temporally, varying with ice thickness. This allows the representation of more nuanced variations, such as diurnally reversing hydraulic gradients as observed by Hubbard et al. (1995). Testing of the model by Flowers and Clarke (2002b) yields positive results, particularly noting successful modelling of the rapid transition from a hydraulically unconnected to connected state, coupling between the supraglacial and subglacial system and deterioration of the basal drainage network in the late melt season. The model seems a good alternative to that of Arnold et al. (1998) if, for example, the aim is to simulate interaction with the bed or the characteristics of a distributed system, rather than accurately model conduit evolution.

A one-dimensional, depth-integrated model by Colgan et al. (2011) to determine hydraulic head was developed to be run annually rather than just for the melt season. The model challenged assumptions by producing mean glacier water residence time of \(~2.2\) years, suggesting that conduit storage does not completely shut down at the end of the melt season but remains open in parts.

1.7.4 Subglacial drainage linked with dynamics

Recognising that the drainage system’s relationship with ice dynamics is not a one-way process, some recent models have sought to incorporate interaction between the subglacial drainage system and the dynamics.

Schoof (2010) included a critical discharge level, ‘\(Q_{\text{crib}}\)’, below which an inefficient cavity system exists, with the associated inverse pressure-discharge relationship, kept open primarily by ice flow over bed protrusions. When discharge exceeds \(Q_{\text{crib}}\) the system channelizes. The discharge becomes concentrated into a few primary conduits, causing faster wall melting, which is offset by stronger creep closure that is driven by increased effective pressure and therefore lower hydraulic pressure. The ice-flow component responds appropriately, producing ice velocities largely positively coupled with discharge
below $Q_{\text{crit}}$ and de-coupled following the surpassing of $Q_{\text{crit}}$. For the system to return to its distributed form, discharge must be lower than a lower critical value, $Q_m$. Importantly, the model accounts for non-steady state conditions, with the system able to temporally re-couple with discharge when in channelized form, upon the delivery of rapid discharge spikes (Schoof, 2010), as inferred by Bartholomew et al. (2010).

Pimentel and Flowers (2010) treated the transition between distributed and channelized states in the subglacial drainage system as a morphological transition, developing upon Pimentel et al.’s (2010) higher order flowband model of subglacial drainage and ice dynamics. Additionally, the model incorporates uplift of the glacier, as is believed to occur in response to high subglacial pressures (Iken et al., 1983) but is hitherto neglected in subglacial models. Though limited by the model’s two-dimensional nature, testing of the model suggests good performance on a seasonal scale and though the strength of diurnal cyclicity appears too week, this is likely due to ill-constrained meltwater input rather than a defective subglacial component.
Chapter 2: Study Site and Data

2.1 Study site

This study will focus on Petermann Glacier, a marine-terminating glacier in north-west Greenland (fig. 2.1). The glacier is situated around 81°N and 61°W and flows from south-east to north-west. The main trunk of the outlet glacier is approximately 100km long and 20km wide, and it drains an area of 73927km$^2$ (Rignot and Kanagaratnam, 2006) of the ice sheet into the Petermann Fjord. The glacier is marine-terminating, terminating in a large floating ice tongue. A substantial amount of the glacier trunk is therefore floating, and has no subglacial drainage system, with the grounding line ~39km along the main ice trunk. The tongue helps the glacier support a thick terminus, with ice at the grounding line ~600m thick (fig. 2.3). This study will incorporate all parts of the ice-sheet thought to be part of Petermann Glacier's drainage catchment and this part will also be referred to as ‘Petermann Glacier’ (fig. 2.2). The potential catchment area is thought to be larger, but this study incorporates all of the supraglacial catchment area that could supply surface melt, as verified by melt modelling. This area extends 72km inland from the trunk, to an elevation of 1475m. In total, an area of 6784.7km$^2$ is covered. The study site was determined from Landsat analysis and supraglacial melt and routing models, with all areas containing evidence of supraglacial lakes included.
Figure 2.1: The Petermann Glacier study site in the context of the GrIS (Polar Stereographic Projection)
Figure 2.2: Peterman Glacier study site (enclosed in red) (Google Earth). The grounding line, as determined by Rignot and Steffen (2008) is indicated. The area of the trunk north of the grounding line is the floating tongue and sea ice.
2.2. Previous research

Although Petermann Glacier was first recorded and examined in 1871 (Kollmeyer, 1980), there is not a wealth of literature on the glacier and none at all on the subglacial drainage system. There are a handful of existing studies that provide some context for the present study.

Petermann glacier transfers ~13km$^2$ of ice into the ocean annually (Rignot et al., 2001) but calving is rare, with 80% of mass loss from the tongue occurring through submarine melt. The tongue periodically experiences very large tabular calving events, which are likely part of a natural cycle (Johnson et al., 2011; Nick et al., 2012) but in recent years, these extreme events have been particularly common. Parts of the tongue have broken off in 2001, 2008, 2010 (Johnson et al., 2011) and 2012. In August 2010, 25% of the floating tongue was removed in one event, yielding a 25km-long iceberg (Falkner et al., 2011). This was followed by another event on July 16-17th (day 198-199) 2012, when ~120km$^2$ of ice was lost. The rapid acceleration of Jakobshavn Isbrae was attributed to the collapse of the ice-tongue, which caused the speed to increase by 121% in six years (Joughin et al., 2004; Luckman and Murray, 2005). This led to great interest in the potential response of Petermann Glacier to the tongue collapse, but observations and a modelling study by Nick et al. (2012) recorded minimal
dynamical response. Nick et al. (2012) proposed that this is because the glacier’s tongue actually provides little buttressing force. They noted very low along-flow resistive stresses for the front part of the ice shelf, due to this part being thin (~100m) and wide (~15km) and not connected to the fjord walls. The driving stress and resistive forces along the shelf were recorded at below an order of magnitude smaller than those estimated for Jakobshavn Isbrae (van der Veen et al., 2011). Consequently, loss of the tongue seemingly does not result in a significant loss of buttressing. Their model, however, suggests that subsurface melting of the tongue could destabilise the geometry of the glacier and drive rapid grounding-line retreat (Nick et al., 2012). This could be exacerbated by tongue collapses, as the increased ice-free area in the fjord allows warmer sea surface temperature’s to exist, which could affect fjord circulation and increased ocean-induced basal melting (Johnson et al., 2011).

In contrast to studies of other analogous glaciers suggesting that basal sliding due to meltwater lubrication and enhanced pressures play little role in dynamics (Joughin et al., 2008; Nick et al., 2009; Murray et al., 2010), Nick et al.’s (2012) study suggests that seasonal speed-up is in fact mainly driven by meltwater at the base, along with some variations in buttressing by sea ice. Despite meltwater being less abundant at such a high latitude, observed summer speed-up was short and corresponded to the period of surface melt, lasting around three months. Seasonal variation is around ~25% and has shown an increasing interannual trend since 2006. Attribution of enhanced velocities to meltwater-induced sliding are supported by model runs which produce velocity changes in line with observations when applying a seasonal variation in basal lubrication (Nick et al., 2012). They argue that changes at the ice-front have little impact on the grounding line, but variability in the grounded section manifests along the entire shelf and glacier. These findings suggest that the subglacial drainage system plays a critical role in the dynamics of Petermann Glacier, and highlights the need to better understand it.

2.2.2 Why study Petermann Glacier?
This section has demonstrated that Petermann Glacier is an excellent candidate for study. A large glacier, draining 6% of the GrIS (Johnson et al., 2011), it is clearly of pronounced significance. It is one of only four major outlet glaciers, grounded well below sea-level, and one of two with a large floating ice-tongue. The recent large calving events of the tongue have garnered much attention in both the scientific community and popular media, due to concerns over its implications for the glacier’s stability following the acceleration of Jakobshavn Isbrae and the lack of understanding of marine-terminating glacier dynamics (e.g. Joughin et al., 2004; Sole et al., 2011). With evidence showing marine-terminating glaciers are changing more than land-terminating glaciers (Moon et al., 2012), the dearth of literature on the subglacial drainage systems of marine-terminating and high-latitude glaciers makes Petermann of particular interest. The findings of Nick et al. (2012) show that the subglacial drainage system plays a critical role in the dynamics of Petermann Glacier, and understanding it is therefore imperative for understanding the glacier and any potential response to climate change and further calving events. The knowledge obtained will also be of use in improving understanding of marine-terminating glaciers in general.

2.3 Input data

The models in this study are driven by publicly available temperature, DEM and satellite data. Due to time and financial constraints, discharge and pressure data could not be obtained to validate model results. Therefore the aim of the present paper is to analyse the behaviour of the system suggested by the models and input data, rather than to accurately produce an observable output.

2.3.1 Surface air temperature

Surface air temperature was collected hourly by the Greenland Climate Network’s (GC-Net) ‘Petermann’ automatic weather station (Steffen et al., 1996). The station is situated at 80°41’01”N and 60°17’35”W, at an altitude of 37m and has been in operation since May 2002. Data was only consistently available for the summers of 2003, 2004 and 2005.
2.3.2 Precipitation data

Precipitation data was taken from Hakuba et al. (2012). Their study modelled precipitation based on a contemporary Greenland, producing an annual total precipitation (16-year mean) that compared well with the thirteen observational studies chosen for comparison. As well as seemingly providing a reliable precipitation estimate for the GrIS, this study was chosen to estimate Petermann Glacier's precipitation because it breaks down precipitation into 5 regions of the GrIS and into monthly means. This is important as summer precipitation is around double in the south compared to the north, due to regional climatic differences and orographic controls (Hakuba et al., 2012). Precipitation for this study was based on their precipitation values for the ‘north’ and hourly precipitation was interpolated between the monthly mean value for the beginning of each month.

2.3.3 Snow depth

Initial snow depth was sourced from the same weather as surface air temperature.

2.3.4 Surface Digital Elevation Model

The surface DEM was downloaded as a tile from the Byrd Polar Research Centre’s Greenland Mapping Project (GIMP) DEM. The DEM was constructed from a combination of ASTER and SPOT-5 DEM’s for the ice sheet periphery and margin i.e. areas below the equilibrium line altitude (ELA). Areas above the ELA were constructed from AVHRR photoclinometry (Scambos and Haran, 2002). The DEM has a nominal date of 2007 but it is registered to average ICESat elevation for 2003-2009. The data was downloaded in 30m resolution and smoothed using a 7 x 7 median filter and 10 x 10 Gaussian filter. It was then resampled to 250m using bilinear interpolation to better match the grid size with the available bed DEM data. It is projected in Polar Stereographic form.
2.3.5 Bed DEM

The DEM of the basal topography was provided by Stephen Palmer from the new dataset described by Bamber et al. (2013). It was posted at 1km resolution and resampled to 250m using bilinear interpolation to better match the grid size of the surface DEM. Resampling was limited to 250m rather than 30m, as available for the surface DEM, as interpolation to such a level was thought to compromise the quality of the dataset. It is also projected in Polar Stereographic form.

2.3.6 Satellite imagery

To analyse surface lakes, Enhanced Thematic Mapper Plus (ETM+) images from Landsat 7 were downloaded from the USGS Global Visualisation Viewer (GloVis) [https://lpdaac.usgs.gov/get_data/glovis]. The data has a ground pixel resolution of 30m and was downloaded for the summer of 2004 and 2012. There were a lack of quality images due to cloud in 2004 for the period of interest, including a 26 day gap between day 169 and day 195, a period of particular interest (fig. 4.1). This meant 2004 data was only available for general visual analysis. Relatively plentiful images were available for 2012 between day 164 and day 240, which were downloaded for lake depth analysis. Images from different tracks covering any of the area were utilised.
Chapter 3: Methods

This chapter will discuss the methods involved at the different stages of modelling. First the analysis of lakes from Landsat imagery will be considered, then the use of a temperature-index model to simulate melt. Then the routing model used to route water across the surface and bed, and fill and drain lakes will be discussed, before describing the subglacial drainage system model used in the study.

3.1 Lake depth analysis

Supraglacial lake evolution for the summer of 2012 was monitored using Landsat 7 ETM+ images and a depth-analysis algorithm. Images were analysed manually and used or discarded based on cloud cover, which is an inherent constraint on availability when using imagery from the visible and near-infrared spectrum, particularly during the melt season when cloud cover can be up to 70% (Cawkwell and Bamber, 2002). When running the depth algorithm on specific lakes, images with scan lines through the relevant lakes were avoided. These factors constrained depth analysis to a few images for each area and meant direct comparisons between areas are limited as analysis is often on different days. However, images with inconveniently-placed scan lines or cloud cover could still be used for manual validation, for example, to check a lake had not drained and reformed in between algorithm-runs. Overall, Landsat data was preferred to other options such as MODIS for its superior spatial resolution, an essential attribute when investigating such scales. An ‘Area Upper’ and Area ‘Lower’ were defined and used for lake analysis (fig. 3.1).
The lake depth algorithm was based on one developed by Sneed and Hamilton (2007). This method is fundamentally based on Bouguer-Lambert Beer law:

$$L(z, \lambda) = L(0, \lambda)e^{-(K_\lambda)(z)}$$

(Equation 3.1)

where \(L(z, \lambda)\) is the water-leaving spectral radiance at some depth, \(L(0, \lambda)\) is the spectral radiance at zero depth, \(K_\lambda\) is the spectral attenuation, and \(z\) is depth.
(Sneed and Hamilton, 2007), which allows depth to be calculated from measured reflectance using bands 1-4 (0.45-0.90µm).

The model relies on several assumptions: (i) the substrate of the melt pond is homogenous, (ii) suspended or dissolved organic or inorganic particulate is of a negligible quantity, (iii) there is no inelastic scattering, (iv) there is no effect from wind, (v) R∞, reflectance over optically deep water, where bottom reflectance has no influence and must be measured at water deeper than ~40m, was assumed based on a value provided by Arnold (personal communication), due to the lack of such water within the images (Sneed and Hamilton, 2007). Further study verifies the efficacy of the algorithm despite these assumptions, which are of limited significance (Sneed and Hamilton, 2011). Wind and suspended particles may have a very small effect, and the assumption of substrate homogeneity may marginally distort results. The effect of cryoconite absorbance is less clear (Sneed and Hamilton, 2011), but all such small potential errors are not judged to significantly compromise the goal of the present study to assess trends and the behavior of the drainage system, rather than produce accurate absolute values.

Computational restrictions and the scope of the study restricted use of the depth algorithm to the two areas thought to provide the most useful comparison. Data was converted from radiance to reflectance before the algorithm was run as per Sneed and Hamilton (2007), with the implementation of a reflectance threshold based on the blue to red ratio as per Box and Ski (2007). This produce water depth values for each pixel, allowing the area and volume to be calculated based on the number of pixels producing a depth value above zero.

3.2 Temperature-Index modelling

3.2.1 The model
The first stage of the modelling is the production of meltwater at the surface, which provides a source for the moulin hydrographs that are the input for the subglacial drainage model.

A simple distributed glacier surface degree-day model (e.g. Reeh, 1989; Hock et al., 2003; Clason et al., 2012) was used to simulate melt across Petermann glacier. The model was developed by Cameron Rye (unpublished) and adapted by Mayaud (2012). Daily-averaged temperature was input into the model and the total melt volume for each surface grid cell was calculated following Arendt et al. (2009)

\[ M = -T(z) \delta [T(z)] DDF_{\text{snow/ice}} \Delta t + P(z) \delta [-T(z)] \]

(Equation 3.2)

\[ T(z) = T_{\text{aws}} + (z - z_{\text{aws}}) \Gamma_T \]

(Equation 3.3)

\[ P(z) = P_{\text{aws}}k + (z - z_{\text{aws}}) \Gamma_P P_{\text{aws}} \]

(Equation 3.4)

Where \( M \) is the melt water depth (mm) produced during the time interval, \( T \) is the daily average air temperature (°C), \( P \) is the daily total precipitation (rain and snow (mm w.e.), \( DDF_{\text{snow/ice}} \) is the degree-day factor for snow/ice (mm°C⁻¹d⁻¹), \( z \) is the elevation (m), \( \Delta t \) is the time interval 1 hour, and the subscript ‘aws’ references the measurements made at the GC-net Petermann automatic weather station. The input of a constant temperature (\( \Gamma_T \) (°Cm⁻¹)) and precipitation (\( \Gamma_P \) (%m⁻¹)) lapse rate causes the model to adjust \( T_{\text{aws}} \) and \( P_{\text{aws}} \) with elevation. \( \delta \) determines the threshold between positive temperatures for melting and negative temperatures for accumulation of solid precipitation:
Local parameters were lacking but a DDF of 8.9 mm°C⁻¹d⁻¹ for ice and 3.6 mm°C⁻¹d⁻¹ for snow were chosen following Braithwaite and Olesen (1989), Braithwaite (1995; 1996) for the GrIS. Similarly, a winter lapse rate of 0.8°C 100m⁻¹, summer lapse rate of 0.6°C 100m⁻¹ and precipitation gradient of 14%100m⁻¹ were taken from the literature for the GrIS (Steffen and Box, 2001; Banwell, 2012)

Refreezing of surface melt was implemented as in Radic and Hock (2011), with annual refreezing $R$ (cm) related to annual mean air $T_a$ (°C) by:

$$R = -0.69T_a + 0.0096$$

(Equation 3.6)

The model produces a melt array corresponding to the input surface DEM, displaying a spatial pattern of melt across the study area. Melt is calculated cumulatively within the model for each day, with the DDF for snow utilised until melt exceeds the initial defined spring snowpack depth, with the addition of precipitation that falls as snow (Clason et al., 2012).

3.2.2 Using TI models

Although energy-balance models take more processes involved in the surface mass balance of a glacier into account, it is believed that a temperature-index model is sufficiently accurate for the purposes of the study. Temperature-index models are based on the relationship between melt and temperature and are unable to account for the potential spatial and temporal variability induced by
other variables (e.g. Bougamont et al., 2005). However, data limitations ruled out the possibility of using an energy-balance model and observations confirm the efficacy of utilising temperature-index models. Braithwaite and Olesen (1989), for example, found a correlation of 0.96 between annual ice ablation and positive air temperature sums. Moreover, this study is concerned with large-scale patterns of melt across the catchment rather than small-scale spatial variations. Indeed, comparison studies have found that often temperature-index models match energy-balance models (WMO, 1986; Hock, 2003). The high correlation of air temperature with other energy balance components, means that melt results based on air temperature do not deviate much from observations. Longwave radiation and sensible heat flux contribute around 75% of the energy for melt and predominantly driven by air temperature (Ohumara, 2001). Many studies (e.g. Braithewaite, 1995; Bartholomew et al., 2010) have demonstrated the utility of temperature-index models on the GrIS.

Refreezing in the snowpack is not thought to be of great importance at the GrIS margin where there is little snowpack, but it can be of substantial importance towards the interior (Lefebre et al., 2002). Wright et al. (2007) criticised models for not including refreezing, with refreezing having the potential to delay transport and therefore affect the timing of peak discharge events (van Pelt et al., 2012).

Of course, as a model, the temperature-index model is fundamentally limited and cannot completely accurately simulate reality. Though the lack of a local DDF is a limitation, the best available values are used, spatial variations in DDFs are limited (Braithwaite et al., 1998) and significant seasonal variations have not been observed over ice on the GrIS (Braithewaite and Olesen, 1993). Similarly, the lack of local precipitation data is a limitation, but the values taken from the literature should prove sufficiently accurate given the limited significance of precipitation in the area on the overall melt production (Hakuba et al., 2012). A higher spatial resolution of measured temperature would increase confidence in the model, but the inclusion of lapse rates will largely account for this.
3.2 Meltwater routing modelling

Supraglacial routing models are necessary for determining the route that meltwater takes across the glacier and where it ponds and enters the subglacial system or flows off the margins. This study employs a model developed by Arnold (2010), using the surface DEM and a daily melt array produced by the temperature-index model as input. Most such models smooth small surface depressions, assuming them to be an artefact of DEM error, and rely on artificial filling of depressions (Arnold, 2010). This model, however, treats depressions in the DEM as real, following evidence that depressions need not be assumed to be artefacts of DEM error (e.g. Lane and Chandler, 2003; Lindsay and Creed, 2006) in the current generation of high-resolution DEMs. This is imperative in the present study, which relies on the identification of lakes and the time-dependent routing of water into moulins to produce input hydrographs for the subglacial model.

The model calculates the surface slope, and from this the direction of steepest descent for each cell, thus compiling the route meltwater takes from the cell of melt to its arrival in a surface depression. Any cell with no neighbouring cell is considered a sink and may develop into a lake. The model searches a flow direction matrix to find the set of DEM cells which ultimately flow into each sink cell thus identifying catchment areas supplying each sink cell. Each catchment boundary is then analysed for its lowest possible cell over which water would pour. The timing as well as route of the water is calculated, with flow delay calculated under different surface conditions. Under conditions of snow cover, Darcian flow is applied. Under conditions of bare ice cover, Manning flow is applied. The maximum area of any lake can be calculated, with cells that are lower than the level of the outflow cell flooding as the lake fills (Arnold, 2010).

Upon reaching a critical lake volume, lakes drain. The critical lake volume is determined by a set crevasse surface area (cvol=) and ice thickness. The critical volume is the surface area multiplied by the thickness, meaning as ice thickness increases, the necessary volume of water to promote fracture to the base.
increases. Lakes are said to drain over five hours, with the maximum rate in the second hour (fig. 3.2) to most accurately represent the evolution of the drainage conduit (Banwell et al., 2012). After drainage, lakes are considered open moulins. Otherwise, lakes may spill and cascade into other lakes as observed by Banwell et al. (2012), using the model’s identification of the links between catchments. Additionally, the algorithm eliminates catchments which form ‘closed loops of flow’ and calculated the drainage network topology such that continuity of flow is maintained (Arnold, 2010). The model’s production of the route and timing of water into lakes, and the simulation of lake drainage creates moulin input hydrographs for the subglacial model.

![Figure 3.2: The distribution of lake drainage discharge over five hours](image)

The model is also applied to establish the configuration of the subglacial drainage system. It is run using the surface DEM and bed DEM, over the hydraulic potential surface under different k values. Using the two DEMs and inferred ice thickness, Shreve's (1972) equation (equation 1) is used to calculate the hydraulic pressure potential field, before applying the flow routing model to create the subglacial hydrological network.

### 3.3 Subglacial drainage model
The subglacial hydrology model is based on the subglacial component of the model developed by Arnold et al. (1998) for an Alpine glacier and adapted by Banwell (2012) for the (west) GrIS. The model is an adaptation of the EXTRAN block of the US Environmental Protection Agency Storm Water Management Model (SWMM). It was originally developed as a sewage pipe system, using a network of junctions, some of which are drains through which water can enter or leave the system, connected by pipes, to simulate the flow of rain water through the system, using the solution of Saint Venant equations (Roesner et al., 1988; Arnold et al., 1998). Each pipe can have an individually specified shape, size, length and roughness. Arnold et al. (1998) saw the potential for applying this system to a glacier, with the drains representing moulins and pipes representing subglacial conduits.

The model is pseudo two-dimensional, allowing conduits to branch and converge at junctions and only requiring conduit slope and length as spatial parameters. It is run at a time-step of 1 second, reduced from 1 hour in Arnold et al. (1998) after Banwell (2012) found this to enhance stability. The conduit slope and length are defined based on the DEMs and subglacial routing model and it is attempted to limit length to approximately 1000m after Banwell (2012) showed this to increase model stability while avoiding the excessive processing time of
small conduits. The initial conduit diameter and Manning roughness must also be specified. At each connecting junction, the invert (bed) and ground (glacier surface) elevation must be specified, along with junction c (CSA). The slope of the conduits is calculated based on the invert elevation at each connecting node.

The hydrographs for each moulin produced by the surface routing model are used as input for the corresponding junction defined as a moulin. The primary dependent variable at each conduit is discharge and at each junction, hydraulic head, where water pressure is calculated based on the hydraulic head elevation in relation to the glacier surface elevation (Roesner et al., 1988).

At each link in the system, the model solves an equation that is a combination of the St. Venant momentum and continuity equations

\[
\frac{\partial Q}{\partial t} + gA_tS_t - 2V \frac{\partial A_t}{\partial t} - V^2 \frac{\partial A_t}{\partial x} + gA_t \frac{\partial H}{\partial x} = 0
\]

(Equation 3.7)

where Q is discharge through conduit (m$^3$s$^{-1}$), V is water velocity in the conduit (ms$^{-1}$), $A_t$ is the CSA of flow (m$^2$), $H$ is the hydraulic head (m, here invert elevation plus water depth), $S_t$ is the friction slope and g is acceleration due to gravity (m s$^{-2}$). Manning’s equation gives the friction slope:

\[
S_t = \frac{n^2}{AR^{4/3}} QV
\]

(Equation 3.8)

where $n$ is Manning’s roughness coefficient and $R$ is the hydraulic radius of flow in the conduit. Equation 3.7 is converted into finite difference form for the numerical solution. This numerical solution employs the modified Euler method to calculate hydraulic head in each junction and discharge in each conduit for each time-step ($t$). The values of dependent variables $Q$ and $H$ after each time
step \((\Delta t)\) are calculated by projecting the values from the previous time step across a half-time step and then a full time-step according to the slope of the finite difference form of Equation 3.7. Water flow follows this process, and discharge through the ultimate downstream junction produces the modelled outflow from the system (Banwell, 2012).

Arnold et al. (1998) also adapted the model to assume conduits enlarge in response to release of frictional heat dissipation from water flow, and close in response to ice deformation. Equations developed by Spring and Hutter (1981) were implemented to represent this, with conduit wall melting \((M)\), expressed as the mass melted per unit length of conduit per unit time:

\[
M = \left[ \left( \pi A_c \right)^{1/2} \rho_w (f_r V^2 / 4) \right] / L
\]  
(Equation 3.9)

where \(A_c\) is the conduit CSA (m\(^2\)), \(\rho_w\) is the density of water (kg m\(^{-2}\)) \(f_r\) is a friction coefficient, \(V\) is the velocity of water in the conduit (m s\(^{-1}\)), and \(L\) is the latent heat of fusion of water (J kg\(^{-1}\)). Conduit closure through ice deformation \((C)\), expressed as the change in CSA per unit time is:

\[
C = -\left( P_i - P_w \right) \left| P_i - P_w \right|^{m-1} 2(1/\ m\ B)^m \ A_c
\]
(Equation 3.10)

where \(P_i\) is ice overburden pressure (Pa), \(P_w\) is conduit water pressure (Pa), \(m\) is the exponent in Glen’s flow law and \(B\) is the Arrhenius parameter in Glen’s flow law (N m\(^{-2}\) s\(^{1/m}\)). The friction coefficient and flow law exponent are given values of 0.25 and 3, respectively, as in Arnold et al. (1998). An initial 24 hour spin-up period where conduit adjustment is not permitted is incorporated to allow the model to begin without immediate conduit-closure. As sudden introduction of conduit adjustment was shown to destabilise the system, a subsequent 24-hour period gradually and linearly introduces conduit adjustment. For example,
conduit-closure and melt rates act at 0% after 24 hours, 25% after 30 hours and 50% after 36 hours and so on until they are fully incorporated at 48 hours (Banwell, 2012).

The system may experience pressurised flow and the reversal of the hydraulic gradient, with water spilling out of the system through moulins if the hydraulic head reaches the glacier surface. Therefore, the pressure values produced by the model are limited to $P_w = 1.11P_i$, representing junction water depth equal to ice thickness (Roesner et al., 1988; Banwell, 2012).

### 3.3.1 Parameters

Minimum conduit diameter is set at 0.5m to avoid complete closure of conduits. Banwell (2012) showed that setting the diameter too low restricted the capacity of the system to evacuate water when discharge increased, causing an exceptionally high loss of water through moulins to the surface. Setting it too high would not allow sufficiently realistic adjustment of conduits during times of low discharge. Arnold et al. (1998) found a diameter of 0.1m to function well for the thin ice of Haut Glacier d’Arolla, Switzerland but Banwell (2012) required a minimum diameter of 0.5m to keep conduits open for the higher deformation rates of the thicker ice of the GrIS, while suggesting a value any larger would compromise the realism.

Manning roughness is defined at 0.05. Setting roughness too high similarly results in excess backing-up of the system and loss of water at the surface. However, a degree of roughness is necessary to accurately represent the flow and capacity of the system (Banwell, 2012). Banwell (2012) found a Manning roughness of 0.05 to best suit the model while being realistic.

A background meltwater input of $2 \text{m}^3\text{s}^{-1}$ is input into the model in models runs referred to as ‘background melt’ to simulate the likely drainage of basal melt from the thick interior. Under background melt, the model is run until reaching steady-state (stable pressure, discharge and CSA) before supraglacial meltwater
input is initiated. ‘Zero melt’ refers to runs which are only subject to measured supraglacial melt.

3.3.2 Limitations of SWMM

The primary limitation of SWMM is its inability to represent distributed drainage systems or the transition between drainage systems. As discussed, subglacial drainage systems are thought to typically begin the season as distributed and channelize after the onset of melt. Attempts to represent a distributed system with bundles of smaller, wider conduits before the snow-line passes upglacier of the relevant input (Arnold et al., 1998) or with bundles of first-order conduits have proven ineffective and unmanageable for long model runs with short time-steps (Banwell, 2012). Additionally, the model does not allow the driving out of water from conduits to adjacent areas during high pressure, hydraulic jacking or interaction between the subglacial system and dynamics. The setting of an arbitrary minimum conduit diameter is to some extent unrealistic, but studies have suggested that conduits are unlikely to completely shut-down during the summer (Colgan et al., 2011).

Conduit adjustment equations do not account for conduit wall expansion through mechanical ablation or the effect of water temperature, which is assumed to be equal to ice temperature. However, these factors are thought to be of relatively little significance (Spring and Hutter, 1981; Arnold et al., 1998; Banwell, 2012) and the equations are considered sufficiently representative for the purposes of the study.

However, the discussed limitations are not thought to critically detract from the usefulness of the model for the present study. While these limitations may compromise the production of observable, absolute values, they are not expected to compromise the ability of the model to produce useful information on the nature of, and temporal and spatial variations in, the subglacial drainage system of Petermann Glacier.
Chapter 4: Results

This section will present results from each stage of the modelling process. The results presented are those necessary to explain the choices made in the modelling process at each stage and to illustrate the themes discussed.

4.1 Modelling supraglacial melt

The melt seasons, considered to be day 121 to 273, of 2003 and 2004 were initially considered for analysis due to availability of temperature data for these years.

![Graph showing mean daily temperature for 2003 (red) and 2004 (blue) from day 121 to 273.]

The melt season of 2004 was chosen for analysis after consideration of temperature across the season at Petermann Glacier. Although 2003 had a higher mean melt season temperature, at -2.1°C compared to -3.4°C, 2004 had a higher peak, of 7.7°C on day 184, compared to a peak of 4.7°C in 2003 (fig. 4.1). The melt season appears to be longer in 2003, with the first positive daily mean temperature occurring on day 152 and the last on day 245, a period of 94 days.
The first positive daily mean temperature in 2004 was on day 159 and the last on day 241, a period of 83 days. A total of 79 days were positive in 2003 compared to 68 in 2004. There was a continuous stretch of positive temperatures in 2003 from day 164 to 211, while in 2004 temperature dipped below freezing on three occasions over the same period, with a notable cold spell from day 195 to 202. This suggests that melt would have occurred over a longer period and on more days in 2003 compared to 2004. However, 2004 was also notably characterised by a distinct warm period of 10 days from day 182 to 191 and a second cooler, but distinct, warm period around days 221 to 239. During this period, temperatures averaged 6.4°C and ranged from 4.4°C to 7.7°C, with eight of these days above the peak temperature for 2003. As studies suggest that it is not the mean seasonal temperature, but periods of intense meltwater input that causes changes in the subglacial drainage system (van de Wal et al., 2009; Shepherd et al., 2009; Bartholomew et al., 2010; 2011a; 2012), the subglacial drainage system was deemed more likely to be of significance in 2004, and therefore the study proceeded with this year.

Figure 4.2: Daily precipitation interpolated by bilinear interpolation between points for the beginning of each month (dots) taken from Hakuba et al. (2012).
Estimated precipitation for the 2004 melt season is shown above (fig. 4.2) shows precipitation increasing until the beginning of July before falling towards the end of the season. Precipitation increases from 0.52 mmd\(^{-1}\) w.e. on day 121 to 1.00 on day 182, before steadily decreasing for the rest of the season.

Figure 4.3: Cumulative melt (mm w.e.) across the study area in the summer of 2004.

Fig. 4.3 shows the distribution of melt across the study site for the whole melt season. The entire study site is thought to be part of the Petermann Glacier drainage zone, based on analysis of supraglacial water routing and subglacial routing under different k-value scenarios. The maximum ablation zone extent extends approximately 30km from the grounding line. As expected, melt generally increases towards the glacier trunk and grounding line as elevation decreases, with patches of higher melt in topographic highs.
Fig. 4.4 shows the distribution of melt on day 184, the day of maximum melt when the mean daily temperature was 7.7°C. A total of 35345000 m³ occurred across the catchment on this day, with melt above 20 mmd⁻¹ across the main trunk of the glacier. Melt for the warm period between day 182 and 191 exhibited a daily mean of 9.97 mmd⁻¹ for all areas that experienced melt, compared to the daily mean of 7.76 mmd⁻¹ for days 159-241, when positive temperatures were recorded.
Fig. 4.5 shows the stark difference in melt distribution twenty days previous, on day 159, and is indicative of melt on days of low temperatures (0.86°C at the station). While no melt occurs across the majority of the catchment, ablation reaches 14mmd$^{-1}$ at low elevations by the grounding line.
A comparison of the daily mean melt value and daily mean temperature (fig 4.6) reveals a 0.95 correlation between the two. There is no way to validate the model results, but the high correlation between melt and temperature is promising as temperature data is the most reliable data for the site, due to the assumption of precipitation based on the literature. The high correlation is supported by many studies, such as Braithewaite and Oleson (1989), who found a correlation of 0.96 between positive air temperature sums and ice ablation.
4.2 Modelling supraglacial meltwater flow

**Figure 4.7:** A visual of the catchments (arbitrary colours) and connections between them (lines). Maximum lake extents are indicated by darkened areas and circles indicate the outlet point of a catchment. Dark circles indicate an outlet off the ice. Numbers are assigned to lakes and outlets. All draining lakes (cvol=500) are marked with blue arrows, as well as discussed lakes: lake 2 and lakes 15/17.

Above, fig. 4.7 displays the supraglacial catchments, the connections between them and predicted maximum lake extents. Apart from nine small catchments to the south-west of the study area, and one outlet at the ice margin in the north-east, which appear to drain to the neighbouring ice margin, all meltwater appears to pond or drain onto the main glacier trunk. The model identifies sixteen ponding sites within the ablation zone, though lake 2 receives negligible meltwater supply. Some of these are single lakes, and some are the result of two lakes combining. Lakes 15 and 17, for example, could form a large double lake if supplied with sufficient meltwater. The model suggests that water on the main trunk and most of the area towards the interior drains to the ice-front in the absence of drainage to the base. It will then drain past the grounding line onto
the floating ice tongue where it may pond, penetrate the tongue through fractures or drain into the sea (Nick et al., 2012). This is with the exception of two eastern lateral outlets, around 3km and 15km from the grounding line.

On the main trunk of the glacier and the areas immediately upglacier towards the interior, catchments are elongated longitudinally and connected longitudinally, suggesting that overall meltwater runs linearly downglacier. In the southwest of the catchment, the neighbouring lakes 9, 15/17 and 22/23 in neighbouring catchments flow from east to west, suggesting that if the depressions maximum volume is exceeded before drainage is initiated, overspilling will result in a cascading flow between lakes and again onto 28 if 22/23 too overspills. Potential overspill from lake 22 and 16 would also flow into the catchment of lake 18, as would 13, which in turn is fed by the connected catchments of 10, 11 and 12. The catchments of lake 5 and 6 independently feed the catchment of lake 25 and the catchment of lake 2 feeds lake 14, which supplies lake 19.

4.3 Modelling lake filling and drainage

Three lake filling scenarios were considered. One in which lakes were considered to be open moulins for the whole season, i.e. cvol=0, with any meltwater routed to it immediately draining to the base. Next, two lake volume drainage thresholds were considered, cvol=500 and cvol=1500.
Meltwater flow into the depressions is low, below 4m³s⁻¹ at all sites during the early stages of melt, from day 163 (fig. 4.8). Evidently altitude largely determines melt input with lower lakes receiving water earlier and generally in large quantities. A large spike occurs accompanying high temperatures, and peaking at 50.4m³s⁻¹ at Lake 28 and remaining over 50.0m³s⁻¹ for five hours. This lake is at a relatively low elevation of 327m but is higher than other lakes, including nearby lake 25 at an altitude 98m lower, that peaks at 35.6m³s⁻¹. This shows the importance of catchment area as well as temperature in determining melt input. Later in the season, melt input fluctuates at a low level and ceases at all lakes for 9 days from day 195. A second warm period causes another distinct input spike at lower elevations, peaking at 11.0m³s⁻¹ at Lake 25 on day 237.
4.3.1 Lake drainage

Figure 4.9: Lake 11 volume through the season at cvol=500 (blue) and cvol=1500 (red) scenarios.

Figure 4.10: Lake 28 volume through the season at cvol=500 (blue) and cvol=1500 (red) scenarios.
Comparing fig. 4.9 and fig 4.10 shows the effect of varying the necessary volume of water needed to penetrate a crevasse to the base. Lakes drain at higher volumes with $c_{vol}$ at 1500, causing greater input event. However, two of the higher lakes, lakes 13 and 11 do not reach the sufficient volume to drain with $c_{vol}$ at 1500. Lakes 5, 6, 10 and 25 do not reach the necessary volume in either scenario. Lake 5 does not drain despite having a higher lake volume than lake 22 due to the relationship of $c_{vol}$ with ice thickness.

Figure 4.11: Hourly moulin input hydrographs for the western channel ($k=0.95$, $c_{vol}=500$) with background melt. Lake 16 (blue), lake 22 (red), lake 28 (green), lake 13 (purple) and lake 25 (orange) are shown, from day 165, the day of first drainage.
Figure 4.12: Hourly moulin input hydrographs for the eastern channel \((k=0.95, \text{cvol}=500)\) with background melt. Lake 18 (blue), lake 14 (red), lake 8 (green) and lake 11 (purple) are shown, from day 165, the day of first drainage.

<table>
<thead>
<tr>
<th>Hour</th>
<th>Lake 8</th>
<th>Lake 11</th>
<th>Lake 13</th>
<th>Lake 14</th>
<th>Lake 16</th>
<th>Lake 18</th>
<th>Lake 25</th>
<th>Lake 28</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>18.0</td>
<td>19.3</td>
<td>11.5</td>
<td>19.7</td>
<td>15.6</td>
<td>14.1</td>
<td>12.3</td>
<td>11.5</td>
</tr>
<tr>
<td>2</td>
<td>68.3</td>
<td>56.3</td>
<td>36.2</td>
<td>65.7</td>
<td>51.3</td>
<td>43.0</td>
<td>37.4</td>
<td>36.2</td>
</tr>
<tr>
<td>3</td>
<td>57.0</td>
<td>43.3</td>
<td>28.5</td>
<td>53.0</td>
<td>41.0</td>
<td>33.5</td>
<td>29.2</td>
<td>28.5</td>
</tr>
<tr>
<td>4</td>
<td>42.3</td>
<td>27.1</td>
<td>18.9</td>
<td>37.3</td>
<td>28.0</td>
<td>21.7</td>
<td>19.0</td>
<td>18.9</td>
</tr>
<tr>
<td>5</td>
<td>27.7</td>
<td>10.7</td>
<td>9.3</td>
<td>21.7</td>
<td>14.9</td>
<td>9.7</td>
<td>8.8</td>
<td>9.3</td>
</tr>
</tbody>
</table>

Table 4.1: The lake drainage event \((m^3s^{-1})\) for each lake when cvol=500

Figs. 4.11 and 4.12 show the variation in moulin input hydrographs between the western and eastern channel for the chosen cvol=500 drainage scenario. Most distinct is the greater temporal spread of drainage in the western channel both in the first warm period and with the early drainage of lake 25, and generally the greater magnitude of input into the western channel. However, the eastern channel experiences a greater peak drainage event, with lake 8 exceeding 70m\(^3\)s\(^{-1}\), while no lakes reach 60m\(^3\)s\(^{-1}\) in the western channel. Table 4.1 shows how the drainage volume is distributed across the 5-hour drainage event.
4.4 Analysis of lake evolution from Landsat data

Figure 4.13: Landsat 7 ETM+ (band 4) for day 156, 2004, before ponding is evident.
Figure 4.14: Landsat 7 ETM+ (band 4) for day 208, 2004, the maximum extent of ponding in the imagery.

Figure 4.15: Landsat 7 ETM+ (band 4) images for day 195 (a) and 201 (b). The blue arrows indicate the same site on the two dates. This site is at the approximate location of lake 11 in 2004.
Analysis of satellite imagery of the study area from 2004 reveals an upglacier expansion of lakes. Images for day 156 show no ponding anywhere on the ice, this being shortly before initiation of melt. By day 163 there was prominent ponding in what appear to be fractures, north of the grounding line run in a longitudinal line marginally west of the centre and are orientated approximately 15° to ice flow and sized ~60m by 150m, with longer ponds by the western margin but fade upglacier with none being evident above the grounding line. By day 195, ponding is clearly visible across the glacier trunk, primarily towards the western margin, with a large patch of ponds approximately 1km from the western margin by the grounding line and west of the centre. By this point, ponding is also evident in the western part of the interior. The disappearance of a lake (fig.4.14) between day 195 and 201 suggests the occurrence of rapid drainage. Between day 201 and 208 lakes near Area Lower reduce in size, but ponding does not extend to Area Upper in 2012 images.

4.4.1 Modelling of 2012 volume

The evolution of lakes across the study area developed upglacier, with lakes forming and draining at lower elevations earlier in the season than at higher elevations. The different stages of evolution are highlighted by the fact the area of ponded water increased at the higher elevation Area Upper while it decreased at the lower elevation Area Lower.
4.4.2 Area Lower

(a)

(b)
Within the period of study dictated by the availability of suitable imagery, Area Lower had already reached maximum melt extent by day 182 (fig. 16a). On this day, the mean depth was 3.07m and maximum depth 6.96m, with 3.66km$^2$ covered by ponded water, containing a volume of 11228832m$^3$. Ponding was concentrated into four lakes. By day 191 (fig. 16b), mean depth of the area had reduced by 56% to 1.35m and maximum depth by 21% to 5.53m. All six of the lakes had reduced in size and depth, with only the most southern lake still reaching a depth of over 3m. Over the following 16 days, by day 207 (fig. 16c), five of the six lakes ceased to contain any meltwater at all, with only the most southern still existing, with a mean depth of just 1.40m and maximum depth of 2.97m. By day 207, ponded meltwater occupied just 2.6% of the area it did on day 182.
A particular lake, corresponding to lake 13 in the surface routing model, is focused on in the above figures (figs 14a,b). The lake reduced in area by 92.3% between day 182 and day 191, reducing from a mean depth of 3.86m and maximum depth of 6.96m at its centre, to a mean depth of 0.73m and maximum depth of 1.44m. This represents drainage of 84% of its volume.
4.4.3 Area Upper

(a)

(b)
Figure 4.18 (a, b, c): Area Lower lake depths on days 186 (a), 191 (b) and 209 (c). ‘Lake X’ is to the east and ‘Lake Y’ to the west.

Over the same period that lake 13 lost 92.3% of its area, at a higher elevation, Area Upper increased in area by 28% in just five days from day 186 to day 191. On day 186, meltwater was contained in two lakes, lake X with a mean depth of 0.45m and area of 0.027km² and lake Y also with a mean depth of 0.45m but area of 0.49km². By day 191, the mean depth of lake X had reached 1.25m and area of 0.42km² and lake Y had a lower mean depth of 0.99m but higher area of 0.57km². By day 209, both of the lakes in the area had expanded to the point of merging and forming one lake. This meant the lake occupied two depressions, with two separate areas of high depth connected by a thin, shallow area. For the combined lake, mean depth was 1.74m and it now contained a volume of 3258846m³. However, the model produces an apparent depth of 0m at the centre of the eastern part of the lake.
**Figure 4.19**: Area Upper on day 209, showing the double lake merged from lake X and lake Y. A small ice-cover can be seen in the centre of Lake X. A neighbouring lake also displays ice-cover.

However, inspection of the image (fig. 4.19) reveals that in fact an area of ice had begun to form on the surface of the lake, thus preventing the true depth being calculated and causing an underestimation of the volume of the new lake. The imagery also reveals ice similarly on the surface of a neighbouring lake.

### 4.5 Subglacial flow routing

**Figure 4.20**: Basal topography of the study site. The colourbar indicates elevation in relation sea-level.
The main trough beneath the glacier extends to the south-east edge of the study area, shifting to the north/east as it extends towards the interior, developing into a distinct channel (fig. 4.20). The trough is up to 410 m below sea-level, and parts of the bed remain below sea-level all the way along the trough. All areas immediately upglacier from the trunk are below sea-level, with patches of low-elevation ice in the surrounding higher areas, most notably to the west.

![Flow accumulation along the glacier bed when k=0. Colourbar indicates number of upstream cells. Large area indicate pooling.](image)

**Figure 4.21:** Flow accumulation along the glacier bed when k=0. Colourbar indicates number of upstream cells. Large area indicate pooling.

Forcing drainage in a basal scenario of k=0 would mean drainage follows the basal topography, as demonstrated by fig (4.21). In such a case, many subglacial lakes form in depressions as water is not driven out under pressure. Lakes and drainage mainly form along the below-sea level trough on the eastern side of the glacier, identified in fig 4.20. A drainage path to the west connects a distinct area of low topography to the west, which also exhibits ponding in this scenario.
Figures 4.22 (a-h): Flow accumulation along the glacier bed when \( k = 0.5 \) (a), \( k = 0.6 \) (b), \( k = 0.7 \) (c), \( k = 0.8 \) (d), \( k = 0.9 \) (e), \( k = 0.95 \) (f), \( k = 0.975 \) (g), \( k = 1 \) (h). Colourbar indicates number of upstream cells.

Figures 4.23 (a, b): A close-up of the change in channel configuration between \( k = 0.95 \) and \( k = 0.975 \) systems that causes lake 11 to into the eastern channel (a) or western channel (b).

As the \( k \)-values increase, figs. 4.22a-h show that the drainage path deviates from that dictated by the basal topography as in fig 4.21. Instead, drainage flows perpendicular to the equipotential lines as additionally forced by ice thickness. Notably, as pressure increases, the impact of overdeepenings is reduced as higher water pressures drive water. Two connected channels run down the west to form the ‘western channel’ and channels entwine along the east to form the ‘eastern channel’. Drainage along the western channel increases with \( k \)-value. A distinct step-change in the configuration occurs between the \( k \)-values of 0.95 and 0.975 (figs 4.22e,f) with the pathway at a certain point (figs. 4.23a,b) switching...
westward with a pressure increase. This small deviation leads to a whole channel, potentially fed by four lakes, diverting from the eastern channel to the western channel.

**Figure 4.24:** Total hourly input into the eastern channel in a \(k=0.95\) (blue) configuration and \(k=0.975\) (red) configuration, with background melt.

**Figure 4.25:** Total input into the western channel in a \(k=0.95\) (blue) configuration and \(k=0.975\) (red) configuration.

Figs. 4.24 and 4.25 show the differing bulk discharges for each channel depending whether a \(k=0.95\) or a \(k=0.975\) configuration is chosen. The difference is clearly more marked for the eastern channel, with lake 11 providing
peak drainage in the k=0.95 configuration. However, inclusion of lake 11 into the western channel appears to make little difference to the overall discharge pattern, with the drainage event just a spike on a the rising limb in bulk discharge amid three other drainage events, two of greater magnitude.

4.5. Subglacial drainage system configuration for model

Figure 4.26a: Simplified subglacial drainage model configuration for the western channel (k=0.975). Blue circles indicate moulins and lines are channels. The number indicates the corresponding lake number and the bracketed number the conduit leading from it. Red circle indicate the output point. The discussed conduit downstream of the confluence is C405.
**Figure 4.26b:** Simplified subglacial drainage model configuration for the eastern channel \((k=0.975)\). Blue circles indicate moulins and lines are channels. The number indicates the corresponding lake number and the bracketed number the conduit leading from it. Red circle indicate the output point. C362 is to the left (west) of the first confluence.
Figure 4.27a: Simplified subglacial model configuration for the western channel (k=0.95). Blue circles indicate moulins and lines are channels. The number indicates the corresponding lake number and the bracketed number the conduit leading from it. Red circle indicate the output point. The discussed conduit C405 is downstream of the confluence.
**Figure 4.27b**: Simplified subglacial model configuration for the eastern channel (k=0.95). Blue circles indicate moulins and lines are channels. The number indicates the corresponding lake number and the bracketed number the conduit leading from it. Red circle indicate the output point. C362 is to the left (west) of the second confluence.

Figures 4.27a-b and 4.28a-b show the construction of the subglacial drainage system model based on the flow route indicated by the subglacial flow routing model.
4.6 SWMM results

4.6.1 Comparing zero-melt and background-melt conditions

Fig. 4.28: Hourly hydraulic head (m) at the conduit (C348) below Lake 14 from the point of lake drainage under background conditions of zero-melt (blue) and background melt of 2 m$^3$s$^{-1}$ (red)

Fig. 4.28 shows the difference in the response of hydraulic head for the same junction, lake 14, under initial model conditions of zero-melt and of steady-state established by background melt. The hydraulic head initially reaches surface height, as meltwater input to the junction is initiated with the drainage of the lake. The system then remains unable to reduce the head with zero-melt for 746 hours compared to 131 hours with background melt. Head continued to fluctuate but does not reach surface height again under background melt. Under zero-melt, it reaches the surface again on the 33rd day, and remains at maximum for most of the period between 44 and 57 days after melt input.
Figure 4.29: The closure of conduit C348 below lake 14 under conditions of zero-melt from the point of spin-up period cessation, when conduits are allowed to close.

Fig. 4.29 displays the rapid closure of the conduits under conditions of zero-melt. The conduit reached its minimum diameter by the 17th hour of conduit-closure incorporation in the model. This means that before meltwater arrives at the base, the conduits possess a CSA of just 0.008m.

Figure 4.30: The reaction of the same conduit (C348) below lake 14 to initial melt input under background conditions of zero-melt (blue, primary y axis) and background melt of 2m³/s (red, secondary y axis)
The above figure (fig. 4.30) displays the different behaviour of the conduits under the contrasting conditions upon the initiation of meltwater input and provides a context for the contrasting behaviour of hydraulic head. As shown, the conduits both adjust rapidly to the meltwater arrival, but from a base-level of just 0.008m, the zero-melt conduit increases to only 0.018m, while the background-melt conduit begins at a base-level of 3.07m and expands to 12.065m. It immediately falls from its peak as hydraulic head is reduced, while the smaller conduit retains its peak for 283 hours as it more slowly evacuates the hydraulic head (fig. 4.28).

4.6.2 Seasonal and spatial observations

(a)
Figure 4.31 (a-c): Conduit pressure (a), CSA (b) and discharge (c) for the downglacier conduit C423 (blue) and upglacier conduit C301 (red) below lake 11, plotted against bulk discharge (total input, green, secondary y axis) in the eastern channel (k=0.95). First modelled input is at day 182 with preceding melt only 'background melt'. Julian Day is not indicated for the initial period of background melt, so as to mark the change.
The figures (4.31a-c) displaying the evolution of the drainage system across the season for the eastern channel \((k=0.95)\) show a close relationship with melt for all the parameters and at both the upper and low conduits/junctions. At the upper junction below lake 11, pressure fluctuates rapidly from its steady-state level, repeatedly reaching overburden pressure when bulk discharge dramatically increases during the first warm period as a series of lakes drain. Pressure tends to remain at its steady-state of \(k=0.84\) until it rapidly fluctuates again, above its steady-state, along with the second warm period. Pressures repeatedly reach close to ice overburden (up to 0.995) but never stabilise until returning to steady-state. Notably this is a period of increased melt but not lake drainages. The CSA and discharge in the conduits leading from this junction mirror each other in sync but vary on a much smaller scale than bulk discharge or pressure.

It is clear from the figures that the lower junctions/conduits express the reverse relationship between pressure and bulk discharge. Pressure responds on a similar timescale as the upglacier junction but instead of fluctuating above its steady-state conditions, it primarily drops below and never reaches overburden-pressure. Fluctuations and lowering of pressure is matched by synchronous increases in conduit discharge and CSA, which lag variations in bulk discharge by up to 5 days. The rate and magnitude of changes in discharge and CSA are much higher for the downglacier area, reaching a CSA of 12.91m from a steady-state of 2.38m compared to a peak of 2.44m from 2.16m.
Figure 4.32 (a-c): Hourly Conduit pressure (a), CSA (b) and discharge (c) for the downglacier conduit C405 (blue) and upglacier conduit C301 (red) below lake 16, plotted against bulk discharge (total input, green, secondary axis) in the western channel ($k=0.95$). First modelled input is at day 166 with preceding melt only ‘background melt’. Julian Day is not indicated for the initial period of background melt, so as to mark the change. The period of background melt shown is shorter than in figure 4.29 because steady-state was achieved more quickly.

The overall pattern of distinct periods of increase in pressure, discharge and CSA at the upglacier conduit, along with the two warm periods, the first of which similarly triggers a series of lake drainages, is the same as in the eastern channel (figs. 4.32a-c). The most noticeable difference is the earlier fluctuation in pressure due to a spike in discharge caused by the drainage of lake 28. This causes a fluctuation in pressure at both junctions though neither reach overburden. Notably pressure increases at C301 despite being upglacier of the drainage event. Pressure increases at both junctions in the initial warm period, C301 reaching overburden-pressure on several occasions in this period as lake 16 drains into it and discharge remains high in that and other moulins. C405 initially increases its pressure but then decreases as the discharge and CSA of its conduit rapidly increase. Pressure fluctuates rapidly about steady-state during the late warm period, more often above steady-state in the upglacier junction and below it at the downglacier junction. However, the downglacier junction
displays a less consistent negative relationship with bulk discharge than the analogous junction in the eastern channel.

4.6.2. Comparing the effect of alternate configurations on the subglacial drainage system

*Figure 4.33 (a,b):* Hourly conduit CSA (a) and discharge (b) at conduit 348 (eastern channel) for the system configurations $k=0.95$ (red) and $k=0.975$ (blue).
The above figures (fig. 4.33a-b) show how discharge and CSA contrast for a junction depending on whether it is part of the k=0.975 or k=0.95 configuration. The results display little difference in trend between the two, for both parameters. The evident difference is one of magnitude, with discharge and CSA being higher for the k=0.95 configuration. Both parameters remain lower for k=0.975 throughout the season apart from a convergence on the first falling limb. The CSA is steady at 3.31 compared to 4.41 for k=0.975 and k=0.95 respectively, and the peak at 14.81m compared to 12.17m. Conduit discharge is steady at 4m$^3$s$^{-1}$ and 5.96m$^3$s$^{-1}$ for k=0.975 and k=0.95 respectively and the peak 40.86m$^3$s$^{-1}$ compared to 34.54m$^3$s$^{-1}$.

Figure 4.34: Hourly conduit pressure at conduit 348 (eastern channel) for the system configurations k=0.95 (red) and k=0.975 (blue).

Fig. 4.34 shows that the different configuration has a similarly limited effect on pressure. However, it can be observed that pressure fluctuates to a higher degree and maintains overburden-pressure for a longer period under the k=0.975 configuration. Figs. 4.24 and 4.25 show that these differences are associated with a higher input in the k0.975 configuration and additional lake
drainage due to the inclusion of lake 11 in its system. The lake drainage is evidently distinct from other lake drainages in the channel due to its timing and relatively high magnitude. The inclusion of lake 11 in the western configuration makes relatively little impact on the bulk discharge of the channel due to the timing and magnitude of other linked-drainages (figs. 4.11 and 4.12).
Chapter 5: Analysis and Discussion

This section will first discuss the results of observations and depth-analysis of lakes in 2004 Landsat images. Secondly, the lakes produced by the supraglacial routing model will be compared with the Landsat images and the sensitivity of the model to differing crevasse surface areas will be discussed. Thirdly the results of the subglacial routing model and its sensitivity to differing k-values will be discussed. Fourthly, the results of the subglacial drainage model will be discussed, and then the implications of the study's results for the dynamics of Petermann Glacier. This will be followed by some comparison between the present study and the application of the model to the Paakitsoq region of west Greenland by Banwell (2012). Finally there will be discussion of the limitations and scope for further study.

5.1 Lake evolution from Landsat imagery

The floating tongue area of the glacier is characterized by small water-filled fractures while upglacier of the grounding line, much of the main trunk of the glacier is characterised by ponding in larger depressions henceforth referred to as lakes. Ponding in Area Lower is concentrated in seven lakes. This, and the interannual recurrence of lakes, as revealed by comparing between 2004 and 2012 images, suggests the strong influence of topography on ponding in this area, with the lakes presumably occupying topographic depressions (Echelmeyer et al., 1991). The evident dominance of topography in lake formation also justifies the use of a supraglacial routing based on topography for determining the locations and character of supraglacial lakes in the modelling study.
The 82% reduction in ponded area in nine days between day 182 and 191 suggests that Area Lower could have drained dramatically over the study period, as has been observed in numerous studies (e.g. Das et al., 2008; Shepherd et al., 2009). Indeed, observation of lake disappearance between day 195 and 201 in 2004 (fig 4.15) at a similar elevation suggests that rapid drainage is likely at this elevation. However, the drainage of a further 15.4% of the original area over the subsequent sixteen-day period suggests that drainage did not occur in one catastrophic event through hydrofracture. Partial drainage could be due to drainage into a fracture that propagates but does not reach the base (Das et al., 2008). However, examination of the imagery (fig. 5.1) for the latter two dates reveals what appear to be incised channels on the surface leading from the lakes, suggesting lake drainage by overspill. Such cases are relatively likely on Petermann Glacier due to its high ice thickness (800-1000m in this area), making the volume of water necessary to propagate a fracture to the base greater than for analogous areas of other glaciers, such as Paakitsoq (Banwell et al., 2012). Such drainage has been observed elsewhere on the GrIS (e.g. Das et al., 2008; Johansson et al., 2013). Das et al. (2008) observed drainage occurring over weeks as overflow melted and deepened a spillover channel leading to a moulin.
This suggests that the drainage system is less likely to become pressurised, particularly if channelized, in this area as overspill likely will allow the water to enter the system downglacier through open moulins or drain onto the tongue, and deny the possibility of the large pulses of water possibly required to perturb the system (Bartholomew et al., 2010; 2011a; 2012; Schoof, 2010). Alternatively, the overspill may flow into another lake and promote rapid drainage to the base there (Banwell et al., 2012).

Overspill could also flow beyond the grounding line, which would remove any potential direct influence on the subglacial drainage system. However, water pooling on the ice tongue could have implications for ice tongue stability. Increased ponding on the tongue could lead to fracture and break-up of the tongue with potential implications for the whole glacier’s stability (Nick et al., 2012). This mechanism is thought to have contributed to the collapse of the Larsen B ice-shelf in Antarctica, promoting the connection of surface crevasses with underlying sea water by hydrofracture (Scambos et al., 2000) and has the potential to act similarly at Petermann Glacier.

Although minimum extent, volume and the lowest maximum depth occurred on day 207, the lowest mean depth occurred on day 191, supporting Box and Ski’s (2007) suggest that area, depth and volume are often, but not necessarily, correlated.

The evolution of two lakes further upglacier at Area Upper, exhibit distinct behaviour from lower lakes. While lakes in Area Lower were draining, the lakes in Area Upper were expanding, with the area covered by ponding increasing 47% in just five days from day 186 to 191. The mean depth of the two lakes increased from 0.45m each to 1.25m and 0.99m in the period, which coincides with the warmest period in 2004, suggesting that this approximate period of time tends to when temperature increases and melting expands upglacier. Increased meltwater runoff is thought to account for the majority of the expansion of the lakes in this period, but the positive feedback between lowering albedo and increasing melt likely plays a significant role, contributing around
17cm of the depth to the lakes, based on Tedesco et al.’s (2012) proposed relationship. The lakes appear to have formed in surface undulations, with the water expanding to a point that it overspills between the two main depressions across a narrow, shallow depression that allowed the two lakes to join. This gave the lake two depth-centres connected by a 0.55m ‘bridge’. Such combining of lakes has been observed previously (Box and Ski, 2007) and may play an important role in facilitating the creation of lakes large enough to propagate fractures to the base and rapidly drain. This could be particularly important in the low-melt, high ice thickness environment of Petermann Glacier.

However, it seems that some lakes do not drain either through overspill or fracture propagation. Lakes that appear as ‘rings’ of deep water in the depth algorithm output indicate the formation of ice on the surface of the lakes, as previously observed by Johansson et al. (2013). In Area Upper, the ice expands and the detectable-depth decreases through the season. This indicates that summer temperatures and melt supply begin to drop before the lake reaches the critical volume sufficient to initiate hydrofracture of large supraglacial channels and the lake freezes over. This has important implications for the relationship between lakes and the subglacial drainage system in the area. Instead of providing a means for connecting the supraglacial and hydrological drainage systems and supplying meltwater pulses, these perennial lakes appear to take meltwater out of the system, seemingly storing it until the surface melts the following summer (Johansson et al., 2013). Conversely, they could also increase the likelihood of drainage in subsequent years, especially if the lake remains insulated and does not freeze below the ice-cover. It could supply a lake already close to the critical drainage volume when the following melt season begins, thus requiring less meltwater input to drain.

Comparison of the 2012 images with 2004 images suggests that temperatures were not great enough in 2004 to melt the perennial lakes surface or deliver new ponding, with visual analysis of the 2004 images revealing features resembling the lakes evident in 2004 but no ponding being detectable. The neighbouring lake in Area Upper (fig 4.19) seems to provide an example of a perennial lake at a
different stage, before the surface has completely melted or later in the
development of freeze-over. Images suggest that this lake never completely
loses its ice-cover. The images from both years suggest that all lakes around
~1200m elevation are perennial and therefore the occurrence of melt here is
irrelevant to the base of this part of the glacier. This suggests that a developed
subglacial drainage system bed by surface melt is unlikely at such elevations.

5.2 Comparing observed and modelled lakes and sensitivity to crevasse
surface area

Comparing the lakes predicted by the supraglacial routing model and those
observed in Landsat imagery (fig. 4.7 and 4.14) suggests that the model broadly
predicts the pattern of ponding. This supports studies suggesting that basal
(Lampkin and Vanderberg, 2011) and the associated surface topography
(Echelmeyer et al., 1991) are the main factors determining lake location. Both
suggest ponding on the main trunk and a spread of ponding to the south-west
and towards the interior. Three main patches of lakes are visible, two of which
are represented well by the model. The best represented area is the area of
discussed perennial lakes around Area Upper. The frequency of small lakes not
produced by the model is immeasurably greater in the imagery, a consequence of
necessary smoothing. Specific lakes are not well produced, although some, such
as lake 13 are directly visible in the imagery. However, it is believed that the
pattern and distribution of lakes is sufficiently well produced to allow the scope
of the subglacial drainage system and the distribution of meltwater input to be
well represented.

Variations in the defined crevasse area caused significant variations in the
volume of lake drainage events, though did not affect timing to a great extent due
to the concentration of melt and drainage in one main period. Two lakes, 13 and
11, drained at a cvol of 500 but not 1500. Cvol 500, therefore, was chosen for
implementation due to observation of high melt and drainage in these areas of
the glacier.
5.3 Subglacial routing

Analysis of subglacial flow routes under different k-value scenarios reveals significant variations (fig. 4.22a-h). Flow under k=0 follows basal topography and forms numerous subglacial ponds (fig. 4.21). The flow accumulation suggests that under increasing k-values the basal topography becomes progressively less significant and ponding less likely, with flow following the direction perpendicular to equipotential lines and high water pressure driving water out of depressions (Shreve, 1974).

Choosing any K-value for Petermann is problematic both because of the lack of knowledge of the subglacial drainage system in the region and because evidence suggests that subglacial pressures may vary substantially temporally and spatially (Hubbard et al., 1995; Bartholomew et al., 2011a). However, evidence from other studies (e.g. Thomsen and Olesen, 1991; Mottram et al., 2009; Banwell, 2012) suggests that a K-factor upwards of 0.90 is a good approximation for regions near the margins of the GrIS. Additionally, the high ice thickness suggests that when meltwater input reaches the base it will promote high subglacial water pressures (Rothlisberger, 1972). This is supported by the subglacial model results. Thus, k-factors of 0.95 and 0.975 were chosen. These values were chosen because they are believed to be realistic and because they represent a step-change in the drainage configuration, with four of the supraglacial lakes switching their input’s destination between the western and eastern channels (though only one that drains [lake 11]) as the K-value increases from 0.95 to 0.975. Therefore, implementing these two configurations is thought to account for a relative breadth of possible subglacial configurations.

5.4 Subglacial drainage

5.4.1. Initial observations

The results in chapter 4 suggest that the supraglacial and subglacial drainage systems of Petermann Glacier are closely related. The raising of pressure in
response to meltwater input indicates that the input is too rapid for the drainage system to accommodate, and supports observations and modelling studies that suggest that discharge and pressure are only negatively related in a steady-state (e.g. Schoof, 2010; Bartholomew et al., 2011a; 2012). The initial high pressures, and the evident lag between input and conduit discharge (fig. 4.31, 4.32) and expansion suggest that it takes time for the drainage system to adjust and achieve stability when input varies. This occurs when lakes drain, but daily variations in temperature also play an important role, as demonstrated by variations induced by the second warm period. The greater stability and increased capacity for downglacier conduits to cope with melt input highlights this (fig 4.32). It is thought that the conduit C362 responds to increased input by reducing pressure because it already receives double the discharge of the upglacier conduit C301 due to its downstream location at a confluence. The greater initial discharge means its cross-sectional area is higher allowing it to more easily cope with increased input and more quickly increase its capacity. Additionally, its location, more remote from the input and downstream of narrower conduits means that it receives the input more slowly than upglacier, especially directly below the moulin. Additionally, the lower ice-thickness downglacier allows quicker conduit expansion. In both cases, the lower junctions never reach ice-overburden pressure, suggesting significant spatial variations in subglacial response to input across the glacier. These observations support claims that it is the rate rather than magnitude of meltwater input that determines the subglacial response (Shepherd et al., 2009; Bartholomew et al., 2011a; 2012).

The model suggests that the alternative system configurations associated with k=0.95 and k=0.975 do not cause the system to differ greatly, though the effect is more pronounced on the eastern channel due to the inclusion of a peak drainage event when k=0.95 (fig. 4.33). Though not affecting downstream conduits greatly, expansion of the eastern channel does increase pressures in the east of the glacier as the high pressured conduits shown to be associated with lake drainage (from lake 11) flow to the eastern channel. The western channel experiences lake drainages at such elevations anyway, suggesting that k=0.95
spreads high pressures across more of the glacier. Increased temperatures would be expected to increase the significance of configuration variation, as the destination of drainage from lakes 5, 6 and 10 would also be contingent on the configuration. Regardless of the configuration it appears that the eastern channel experiences lower pressures, due to its lower input and fewer rapid drainage events.

5.4.2. Under conditions of ‘zero melt’

Analysis of meltwater input into a system containing no meltwater prior to lake drainage suggests that the system immediately reaches ice overburden pressure, with the hydraulic head reaching the surface at all input locations upon lake drainage. This appears to be the consequence of a combination of high meltwater input and low conduit CSA due to rapid closure under thick ice. Within 17 hours of the end of the initial spin-up period, the conduits reach minimum diameter (fig. 4.29). This is due to the high overburden pressure from the thick ice causing high deformation of the subglacial conduits, which is not countered by any wall-melting due to the absence of discharge and thus heat dissipation (Rothlisberger, 1972; Spring and Hutter, 1981; Arnold et al., 1998). When meltwater reaches the base, the conduits are too small to allow evacuation of the water to maintain pace with input, resulting in conduit discharges of as low as 0.012 m$^3$s$^{-1}$ despite an input of 65.69 m$^3$s$^{-1}$. As conduit CSA can only increase as discharge increases, and it is impossible for discharge to increase rapidly under such a small cross-sectional area, the hydraulic head remains at the ice surface for as long as 746 (31 days) hours. With the system at full capacity, excess water spills onto the surface of the glacier, so there is little relationship between input and basal parameters under these conditions, beyond the initial pressurisation. Conduit CSA increases for a period while pressure drops as the conduits eventually expand sufficiently to evacuate a significant amount of the hydraulic head (fig. 4.28, 4.30). As water is evacuated and conduit discharge decreases, conduits quickly shut down again under the high deformation rates.
Observations (e.g. Cowton et al., 2012) support the possibility of the hydraulic head reaching the ice surface. However, it could also be concluded that the results suggest that a conduit drainage system is not likely at Petermann Glacier. Although studies (Colgan et al., 2011; Banwell, 2012) suggest that channelized drainage systems remain open through the summer for parts of the GrIS, and possibly even during winter, such studies were carried out in areas of much lower ice thickness. The rapid shutdown of conduits under zero-melt conditions during short summer cold periods across the Petermann site suggests that a channelized system may be unrealistic, with ice thickness as high as ~600 m at the grounding line and reaching over 1200 m at upglacier elevations where melt occurs. While this model, and observations (e.g. Zwally et al., 2002; Das et al., 2008) suggest that meltwater can reach the base at such great ice thickness, this model, by demonstrating the difficulty of conduit sustainability, suggests that this is likely into a distributed system. Though the model is inherently channelized, it is contested that to some extent the results accurately represent input into a distributed system. The high pressures induced by meltwater input into narrow conduits are similar to what would be expected in a distributed system, with both unable to efficiently evacuate melt, and therefore raising hydraulic head for a period as a result (Rothlisberger, 1972). Observations (e.g. Das et al., 2008; Bartholomew et al., 2012; Cowton et al., 2013) suggest the existence of such behaviour on the GrIS.

5.4.3 Under conditions of background melt

The large area of the ice-sheet drained by Petermann Glacier (Rignot and Kanargatnam, 2006) and evidence of a large subglacial channel in the bedrock topography (fig. 4.5) suggest that the subglacial drainage system of Petermann Glacier may be channelized from basal melt produced upstream under the thicker ice of the interior, as is thought to be produced under thick ice in Antarctica (Bougamont and Christoffersen, 2012). This is supported by Bartholomew et al.’s (2011a) observation of proglacial discharge before melt initiation in west Greenland. Therefore, an alternative model run, with background melt of $2 \text{ m}^3 \text{s}^{-1}$ provides an opportunity to discus potential
conditions where a conduit system does exist. While under zero-melt, conduits rapidly shut down, 2 m$^3$s$^{-1}$ of background melt allows a steady-state conduit system to develop, with pressures stable and relatively high, with a stable K-value of 0.80. Under this condition lake drainage similarly leads to full pressurisation, but conduits are able much more efficiently evacuate input, the same drainage event leading to full pressurization for 131 hours at conduit 48 (lake 14) rather than 746 hours under background conditions of zero-melt. The higher cross-sectional area of conduits at the time of lake drainage means that they can accommodate higher discharges, which allows a positive-feedback response with increasing discharge, increasing-wall melting, thus allowing increased discharge. The system is then less vulnerable to input spikes at the conduits do not shut down again, due to the background melt, as observed elsewhere by Colgan et al. (2011). This pattern of high hydraulic head at times of high input followed by evacuation and CSA expansion may be indicative of an intermediate stage between a distributed system and full channelization, as proposed by Cowton et al. (2013) based on similar observations. Such a period, characterised by a continually readjusting channel, seems especially likely to exist and last-longer under the high ice thickness of Petermann. The high discharge of lake drainage could channelize the system, but the inconsistent level of input and high conduit closure rate would make maintaining stability difficult.

Importantly, the establishment of steady-state under background melt conditions demonstrates the importance of rate of change of meltwater input, rather than the absolute value, in determining conditions, as suggested by observations (e.g. Bartholomew et al., 2012). While an input of 2 m$^3$s$^{-1}$ into an empty system causes it to reach maximum hydraulic head, maintaining input at the same level causes it stabilise at a K=0.80, though it is still perturbed by input spikes. It is clear, therefore, that it is the ability of the system to adjust to a variation that is key.
5.5 Implications for dynamics

Though the extent to which forcing at the base drives dynamics will be limited by the deep geometry of the glacier, suggesting high lateral drag (Joughin et al., 2008), the suggestion by Nick et al. (2012) that meltwater-induced basal forcing is the main driver of motion on Petermann Glacier, suggests that the high pressures observed will have important implications for dynamics. The high vulnerability of the system’s pressure to lake drainage suggests that lakes and the subglacial drainage system likely play a role in the ice dynamics of Petermann Glacier. Observations and modelling by Nick et al. (2012) suggest that, due to a lack of buttressing force from the ice tongue, the glacier is responsive to variations in meltwater lubrication at the base, in contrast to other marine-terminating glaciers (e.g. Joughin et al., 2004). The rapid and long-lasting pressurizations suggest that the enhanced velocities will be pronounced and sustained, with hydraulic-jacking and thus reduced friction being maintained for up to 131 hours. Studies that propose it is rate of perturbations in pressure that cause the most significant velocity enhancements (e.g. Bartholomew et al., 2011b; Bartholomew et al., 2012) suggest significant velocity enhancements on Petermann accompanying lake drainage and enhanced input during the second warm spell. The model supports observations of a velocity response to melt input, assuming velocity increases with pressure (e.g. Zwally et al., 2002; Bartholomew et al., 2010) but suggests that the nature of the relationship is characterised by velocity spikes responding to meltwater spikes, rather than of a general correlation between input and velocity (van de Wal et al., 2008; Shepherd et al., 2009; Schoof, 2010; Bartholomew et al., 2011b).

The rapid closure of conduits in the absence of meltwater suggests that the postulation by Sundal et al. (2011) that the velocity of Greenland’s outlet glaciers will decreased with warming does not apply to Petermann Glacier and other high ice thickness, high-latitude areas. Under such high ice-thickness, the $Q_{crit}$ proposed by Schoof (2010) to initiate channelization is much higher at Petermann Glacier, while meltwater production is lower than at lower-latitude sites (Banwell, 2012). Instead of causing earlier channelization and thus earlier
disruption of the positive relationship between meltwater and basal pressure, warming would cause increased melt to enter a distributed or poorly-formed channel (Cowton et al., 2013) system throughout, or late into, the melt season and continue to enhance velocity. However, if temperatures increase to such an extent that meltwater increases sufficiently to surpass Schoof’s (2010) \( Q_{\text{crit}} \) and remain above the lower \( Q_{m} \) for dechannelization, the assessment of Sundal et al. (2011) could apply.

If a channelized system already exists as proposed in model runs with background melt, the model suggests that meltwater would nevertheless play an important role in dynamics due to the ability of spikes in meltwater by lake drainage and warm period to pressurize the system. This too contests the suggestion by Sundal et al. (2011) that warming will reduce overall velocities. Warming would be expected to cause more pressurizing melt spikes, as postulated to be the main driver of velocity (Bartholomew et al., 2012), and lead to the expansion of lake formation and drainage at higher elevations (Liang et al., 2012). This would also expand hydrological connectivity and increase melt delivery and velocity across new areas of the glacier (Bartholomew et al., 2011b). Sufficient warming would allow the observed perennial lakes at high elevations to expand for a longer period, facilitating drainage before freeze-over.

Both modelling and observations suggest that lakes play a critical role in the dynamics of Petermann Glacier, by storing meltwater, supplying moulins through overspill, creating a hydrological connection between the surface and base and delivering large quantities of meltwater to the bed. However, observations of freeze-over at high elevations suggest their influence is limited towards the interior and they may in fact counter the meltwater forcing at the base in some cases by storing surface runoff, preventing it from reaching the base. Subglacial discharge could also have implications for dynamics through the influence of meltwater plumes on terminus stability (e.g. Motyka et al., 2003).
5.6 Comparing with Paakitsoq, west Greenland

The subglacial model used in this study was adapted for the GrIS by Banwell (2012), and implemented in the Paakitsoq region in west central Greenland at around 69.6°N.

Most notably, both the lower ice thickness and higher meltwater supply in Paakitsoq are conducive to a channelized drainage system, with thicknesses ranging ~50m to 600m. Conduits are maintained throughout the season and close at a slower rate allowing the system to accommodate the delay between model initiation and meltwater input and for the system to survive troughs in meltwater supply. Comparing the two systems suggests that ice thickness is the main reason for the differing behaviour. Increased meltwater would account for greater ice thicknesses, but the almost instantaneous closure of conduits at Petermann when there is no melt supply suggests that a channelized system is more difficult to sustain at Petermann and therefore the model is not suited to its drainage system. The model could be adapted to keep conduits open on Petermann, but testing by Banwell (2012) suggests that increasing minimum conduit diameter above 0.5m would not be realistic.

The present paper supports modelling results at Paakitsoq that suggest that lake drainages play an important role in establishing a hydrological connection between the surface and base. It also supports the suggestion that meltwater runoff into already-opened moulins is able to pressurize the base, with high pressures shown alongside input increases distinct from lake drainages (figs. 4.31, 4.32). However, application at Petermann Glacier does not support results from Paakitsoq suggesting that lake drainage only accounts for short <24 hour pressurization spikes, with hydraulic head remaining at ice-surface level for up to 131 hours (5 days) (under background melt conditions).
5.7 Limitations and further study

Aside from limitations discussed in the methods and data sections, there are some key limitations apparent in the results. Firstly, the smoothing and reduction in resolution of the DEMs likely accounts for the limited ability of the routing model to accurately predict lake locations when compared with Landsat images. The model has been shown to produce good results (Banwell et al., 2012) but is limited by the coarseness of the DEM as required by processing limitations. However, for the purposes of the study it is thought to be sufficiently accurate in producing the general pattern of lake formation and drainage, with the accurate prediction of drainage of specific lakes on specific days not necessary for the study’s aims.

The inherently channelized nature of the model could be a problem in such a high-thickness, low-melt environment. It is likely that drainage is distributed at least at the beginning of the season, and the rapid conduit closure suggests that it may sustain a distributed system throughout the season. However, based on the evident basal channel feature and pond formations, the present study suggests a channelized system likely exists. Nevertheless, at least developing accurate representation of a distributed system before channelization would improve the ability of the model to accurately represent the drainage system. Incorporation of critical discharge values for channelization and dechannelization based on conduit characteristics, as in Schoof (2010) would improve application. Additionally, addressing the model’s isolation from feedbacks with dynamics would be desirable. Incorporating feedbacks, as done by Pimentel (2010) and Pimenetel and Flowers (2010), such as the effect of hydraulic jacking on subglacial drainage could lead to better representation.
Chapter 6: Conclusion

The relationship between temperature, melting and variations in the subglacial drainage system were modelled for the 2004 melt season on Petermann Glacier. The evolution of supraglacial lakes in 2012 was also investigated using satellite imagery. This allowed spatial and temporal variations in subglacial hydrology and lake evolution to be assessed, and the implications for the glacier’s dynamics to be considered. The study also provided insight into application of a channelized subglacial model to a high-latitude, high-thickness, marine-terminating glacier. Four key findings were identified:

[1] Development and maintenance of a channelized drainage system is difficult in the high ice thickness, low-melt environment of Petermann Glacier. This is suggested by closure of conduits to minimum conduit diameter within seventeen hours of full model initiation under zero-melt conditions.

[2] The subglacial drainage system is most perturbed by rapid variations in melt. This is suggested by spikes in pressure accompanying warm periods and lake drainage events, though downglacier conduits were more stable due to more consistent high flow. This is further highlighted by the maintenance of steady pressures under constant in-flow after a period of fluctuating response. This suggests that the rapid supply of melt supplied by lake drainages is key to the behaviour of the subglacial hydrological system.

[3] The significance of lakes for the subglacial drainage system is presently limited by the short melt season causing many lakes to freeze-over in the upper ablation zone before they reach the critical
drainage volume. Evidence of lakes overspilling may also limit their role.

[4] The subglacial drainage system model developed by Arnold et al. (1998) and adapted by Banwell (2012) was successfully applied to Petermann Glacier for a channelized drainage system.

In conclusion, these findings lead the present study to propose the following:

- Petermann Glacier is characterised by an unstable channelized drainage system, as postulated by Cowton et al. (2013) for the early melt season in west Greenland. A small supply of basal melt is sufficient to maintain a channel, but high conduit closure rates mean the system is unable to accommodate quick and large variations in melt, and so subglacial pressure reaches ice overburden pressure.

- The subglacial drainage system is key to the dynamics of Petermann Glacier, and likely also to analogous glaciers with unconstrained ice-fronts. Studies suggest meltwater at the base of the glacier is the main factor in ice motion on the glacier (Nick et al., 2012) and the rapid variations in pressure exhibited in the present study have been shown to produce velocity spikes at other sites (Bartholomew et al., 2012).

- Warming will likely increase the velocity of Petermann Glacier by causing more pressure spikes associated with warm periods and by extending lake drainage events towards the interior, extending the basal hydrological connection. The high ice thickness will make stable channel formation difficult, meaning Sundal et al. (2011)’s prediction of ice slow-down with
warming, due to efficient channels forming earlier, is unlikely to apply to Petermann Glacier. Consequently Petermann Glacier is expected to contribute more to sea-level rise as warming occurs.

• The subglacial drainage model would benefit from the inclusion of distributed and intermediate ‘unstable channel’ (as described by Cowton et al., 2013) configurations. The model should also be adapted to include a transition mechanism between system states, such as implementation of the ‘$Q_{\text{crit}}$’ and ‘$Q_m$’ thresholds described by Schoof (2010).
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Appendix A: Example SWMM Input File

Input file for the eastern channel (k=0.95) under conditions of background melt. Only a sample of input is provided, showing initial background melt and initial measured drainage.
<table>
<thead>
<tr>
<th>Part</th>
<th>Description</th>
<th>Quantity</th>
<th>Unit</th>
<th>Rate</th>
<th>Base</th>
<th>Subtotal</th>
</tr>
</thead>
<tbody>
<tr>
<td>112</td>
<td>415 115 117</td>
<td>1</td>
<td>2</td>
<td>7861</td>
<td>$8.85</td>
<td>$66.94</td>
</tr>
<tr>
<td></td>
<td>415 115 118</td>
<td>1</td>
<td>2</td>
<td>7861</td>
<td>$8.85</td>
<td>$66.94</td>
</tr>
<tr>
<td></td>
<td>415 115 119</td>
<td>1</td>
<td>2</td>
<td>7861</td>
<td>$8.85</td>
<td>$66.94</td>
</tr>
<tr>
<td></td>
<td>426 126 127</td>
<td>1</td>
<td>2</td>
<td>9049</td>
<td>$4.95</td>
<td>$20.80</td>
</tr>
<tr>
<td></td>
<td>426 126 128</td>
<td>1</td>
<td>2</td>
<td>9049</td>
<td>$4.95</td>
<td>$20.80</td>
</tr>
<tr>
<td></td>
<td>426 126 129</td>
<td>1</td>
<td>2</td>
<td>9049</td>
<td>$4.95</td>
<td>$20.80</td>
</tr>
<tr>
<td></td>
<td>426 126 130</td>
<td>1</td>
<td>2</td>
<td>9049</td>
<td>$4.95</td>
<td>$20.80</td>
</tr>
<tr>
<td></td>
<td>426 126 131</td>
<td>1</td>
<td>2</td>
<td>9049</td>
<td>$4.95</td>
<td>$20.80</td>
</tr>
<tr>
<td></td>
<td>426 126 132</td>
<td>1</td>
<td>2</td>
<td>9049</td>
<td>$4.95</td>
<td>$20.80</td>
</tr>
</tbody>
</table>

* XACTION Date
* SID 112 prepared for full model.
<table>
<thead>
<tr>
<th>J</th>
<th>V</th>
<th>V</th>
<th>J</th>
</tr>
</thead>
<tbody>
<tr>
<td>06</td>
<td>36</td>
<td>1560</td>
<td>572</td>
</tr>
<tr>
<td>06</td>
<td>27</td>
<td>1275</td>
<td>471</td>
</tr>
<tr>
<td>06</td>
<td>9</td>
<td>1396</td>
<td>429</td>
</tr>
<tr>
<td>05</td>
<td>42</td>
<td>1967</td>
<td>635</td>
</tr>
<tr>
<td>05</td>
<td>41</td>
<td>1860</td>
<td>621</td>
</tr>
<tr>
<td>05</td>
<td>42</td>
<td>1803</td>
<td>575</td>
</tr>
<tr>
<td>05</td>
<td>46</td>
<td>1693</td>
<td>546</td>
</tr>
<tr>
<td>05</td>
<td>48</td>
<td>1519</td>
<td>513</td>
</tr>
<tr>
<td>05</td>
<td>48</td>
<td>1214</td>
<td>374</td>
</tr>
<tr>
<td>04</td>
<td>49</td>
<td>1179</td>
<td>383</td>
</tr>
<tr>
<td>04</td>
<td>49</td>
<td>1179</td>
<td>383</td>
</tr>
<tr>
<td>04</td>
<td>59</td>
<td>1146</td>
<td>351</td>
</tr>
<tr>
<td>04</td>
<td>59</td>
<td>1134</td>
<td>349</td>
</tr>
<tr>
<td>04</td>
<td>57</td>
<td>1104</td>
<td>345</td>
</tr>
<tr>
<td>04</td>
<td>47</td>
<td>1084</td>
<td>340</td>
</tr>
<tr>
<td>04</td>
<td>47</td>
<td>1084</td>
<td>340</td>
</tr>
<tr>
<td>04</td>
<td>47</td>
<td>1084</td>
<td>340</td>
</tr>
<tr>
<td>04</td>
<td>47</td>
<td>1084</td>
<td>340</td>
</tr>
<tr>
<td>04</td>
<td>47</td>
<td>1084</td>
<td>340</td>
</tr>
<tr>
<td>03</td>
<td>48</td>
<td>1059</td>
<td>335</td>
</tr>
<tr>
<td>03</td>
<td>48</td>
<td>1059</td>
<td>335</td>
</tr>
<tr>
<td>03</td>
<td>48</td>
<td>1059</td>
<td>335</td>
</tr>
<tr>
<td>03</td>
<td>48</td>
<td>1059</td>
<td>335</td>
</tr>
<tr>
<td>03</td>
<td>48</td>
<td>1059</td>
<td>335</td>
</tr>
<tr>
<td>03</td>
<td>48</td>
<td>1059</td>
<td>335</td>
</tr>
<tr>
<td>03</td>
<td>48</td>
<td>1059</td>
<td>335</td>
</tr>
<tr>
<td>03</td>
<td>48</td>
<td>1059</td>
<td>335</td>
</tr>
<tr>
<td>03</td>
<td>48</td>
<td>1059</td>
<td>335</td>
</tr>
<tr>
<td>03</td>
<td>48</td>
<td>1059</td>
<td>335</td>
</tr>
<tr>
<td>03</td>
<td>48</td>
<td>1059</td>
<td>335</td>
</tr>
<tr>
<td>03</td>
<td>48</td>
<td>1059</td>
<td>335</td>
</tr>
<tr>
<td>02</td>
<td>49</td>
<td>1034</td>
<td>330</td>
</tr>
<tr>
<td>02</td>
<td>49</td>
<td>1034</td>
<td>330</td>
</tr>
<tr>
<td>02</td>
<td>49</td>
<td>1034</td>
<td>330</td>
</tr>
<tr>
<td>02</td>
<td>49</td>
<td>1034</td>
<td>330</td>
</tr>
<tr>
<td>02</td>
<td>49</td>
<td>1034</td>
<td>330</td>
</tr>
<tr>
<td>02</td>
<td>49</td>
<td>1034</td>
<td>330</td>
</tr>
<tr>
<td>02</td>
<td>49</td>
<td>1034</td>
<td>330</td>
</tr>
<tr>
<td>02</td>
<td>49</td>
<td>1034</td>
<td>330</td>
</tr>
<tr>
<td>02</td>
<td>49</td>
<td>1034</td>
<td>330</td>
</tr>
<tr>
<td>02</td>
<td>49</td>
<td>1034</td>
<td>330</td>
</tr>
<tr>
<td>02</td>
<td>49</td>
<td>1034</td>
<td>330</td>
</tr>
<tr>
<td>02</td>
<td>49</td>
<td>1034</td>
<td>330</td>
</tr>
<tr>
<td>02</td>
<td>49</td>
<td>1034</td>
<td>330</td>
</tr>
<tr>
<td>02</td>
<td>49</td>
<td>1034</td>
<td>330</td>
</tr>
<tr>
<td>02</td>
<td>49</td>
<td>1034</td>
<td>330</td>
</tr>
<tr>
<td>02</td>
<td>49</td>
<td>1034</td>
<td>330</td>
</tr>
<tr>
<td>02</td>
<td>49</td>
<td>1034</td>
<td>330</td>
</tr>
<tr>
<td>02</td>
<td>49</td>
<td>1034</td>
<td>330</td>
</tr>
<tr>
<td>02</td>
<td>49</td>
<td>1034</td>
<td>330</td>
</tr>
<tr>
<td>02</td>
<td>49</td>
<td>1034</td>
<td>330</td>
</tr>
<tr>
<td>02</td>
<td>49</td>
<td>1034</td>
<td>330</td>
</tr>
<tr>
<td>02</td>
<td>49</td>
<td>1034</td>
<td>330</td>
</tr>
<tr>
<td>02</td>
<td>49</td>
<td>1034</td>
<td>330</td>
</tr>
<tr>
<td>02</td>
<td>49</td>
<td>1034</td>
<td>330</td>
</tr>
<tr>
<td>02</td>
<td>49</td>
<td>1034</td>
<td>330</td>
</tr>
<tr>
<td>02</td>
<td>49</td>
<td>1034</td>
<td>330</td>
</tr>
<tr>
<td>02</td>
<td>49</td>
<td>1034</td>
<td>330</td>
</tr>
<tr>
<td>02</td>
<td>49</td>
<td>1034</td>
<td>330</td>
</tr>
<tr>
<td>02</td>
<td>49</td>
<td>1034</td>
<td>330</td>
</tr>
<tr>
<td>02</td>
<td>49</td>
<td>1034</td>
<td>330</td>
</tr>
<tr>
<td>02</td>
<td>49</td>
<td>1034</td>
<td>330</td>
</tr>
<tr>
<td>02</td>
<td>49</td>
<td>1034</td>
<td>330</td>
</tr>
<tr>
<td>02</td>
<td>49</td>
<td>1034</td>
<td>330</td>
</tr>
<tr>
<td>02</td>
<td>49</td>
<td>1034</td>
<td>330</td>
</tr>
<tr>
<td>02</td>
<td>49</td>
<td>1034</td>
<td>330</td>
</tr>
<tr>
<td>02</td>
<td>49</td>
<td>1034</td>
<td>330</td>
</tr>
<tr>
<td>02</td>
<td>49</td>
<td>1034</td>
<td>330</td>
</tr>
</tbody>
</table>