Characterisation of high rate plasticity in the uniaxial deformation of high purity copper at elevated temperatures
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Abstract

In uni-axial compression at strain rates above $10^4 \text{s}^{-1}$, FCC metals exhibit a rapid increase in strength. Mechanisms proposed to be responsible for this transition can be broadly split into two categories; that mobile dislocation velocities become limited by quasi-viscous scattering from phonons, or that some change occurs in the evolution of the materials dislocation structure. The relative contribution of each mechanism is difficult to identify, in part due to a scarcity of experimental measurements in varying deformation conditions. In this paper, we perform uni-axial compression experiments that reach rates between $10^4$ and $10^5 \text{s}^{-1}$, at temperatures between 300 and 600K. Analysis of the data at 0.1 strain shows both the absolute and relative levels of thermal softening increase with strain rate, an anomalous result in comparison to both existing models and measurements below the transition.
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1. Introduction

Above uni-axial true strain rates, $\dot{\varepsilon}$, of $10^4 \text{s}^{-1}$, FCC metals exhibit a rapid rise in strength, a phenomenon initially observed by Follansbee, Regazzoni and Kocks (Follansbee et al., 1984). The original measurements from their study are depicted in Figure 1, which shows how the stress required to continue deforming an oxygen free high conductivity (OFHC) copper varies at a fixed uni-axial strain, $\varepsilon$, as a function of strain rate. Importantly, in these measurements the strain rate remains approximately constant throughout deformation. The measurements have since been reproduced by numerous authors, and collated by Jordan et al. (2013).

The physical phenomena that have been proposed to explain the transition in behaviour can be broadly split into two categories. Firstly the speed of dislocations propagating strain is proposed to become limited by a quasi-viscous scattering from phonons in the lattice (Anderson et al., 2017; Nemat-Nasser and Li, 1998; Rusinek et al., 2010). The second is that a change occurs in the evolution of the internal dislocation structure (Armstrong and Li, 2015; Armstrong and Walley, 2008). Typically the change in dislocation evolution is predicted to result in an increase of the mechanical threshold (Follansbee and Kocks, 1988; Gao and Zhang, 2012), a state variable like parameter describing the stress required to initiate deformation in the absence of thermal effects (Follansbee, 2014).

A large number of both physical (Goto et al., 2000; Hansen et al., 2013; Hosseini and Kazeminezhad, 2009; Huang et al., 2009; Hunter and Preston, 2015; Langer et al., 2010; Preston et al., 2003) and phenomenological (Baig et al., 2013; Gao and Zhang, 2012; Gould and Goldthorpe, 2000; Khan and Liu, 2012; Molinari and Ravichandran, 2005; Regazzoni et al., 1987; Sung et al., 2010; Zerilli and Armstrong, 1987) models now exist, many more are collated by Salvado et al. (2017). In order
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to discern between the plethora of available models, with varying emphasis on the two competing mechanisms, experimental measurements under many different conditions are required.

One approach for comparing models is through their predictions of material behaviour at varying temperatures and strain rates. These are useful as drag mechanisms have different temperature dependencies to structural ones. Despite the widespread use of the uniaxial stress geometry for model parametrisation, exemplified in data collation by Liang and Khan (1999), Jordan et al. (2013) and Hansen et al. (2013) measurements at elevated temperatures and rates above $10^4 \text{s}^{-1}$ are sparse. The majority of measurements in that temperature and rate regime exist under conditions of shear strain (Frutschy and Clifton, 1998; Grunschel and Clifton, 2007) or the uni-axial strain conditions present in shock wave propagation (Chen et al., 2017; Gurrutxaga-Lerma et al., 2017; Kanel, 2014). Furthermore, in both cases measurements typically begin an order of magnitude above the transition rate. The aim of the current work is to extend miniaturised Hopkinson pressure bar experiments, used at very high rates, to elevated temperatures, allowing measurement of the response of metals in uni-axial stress conditions above $10^4 \text{s}^{-1}$. Such measurements should act to connect thermal behaviour both below and well above the transition, and will provide better tests of how models address the transition in a uniaxial loading geometry.

In section 2 we will first outline the most basic picture describing the combination of the two mechanisms, before progressing on to a brief discussion of more sophisticated models, at each point discussing relevant experimental studies. Section 3 outlines the experimental arrangement, with emphasis on reducing errors at increased temperatures and on the limitations of the resulting measurements. Finally, in section 4 we will discuss the results obtained in terms of both viscous and thermal activation mechanisms, using rudimentary manipulations to avoid restricting observations to the framework of any one particular plasticity model.

2. Background

The general motion of a dislocation is typically modelled as being either stationary (pinned) or in transit. Acceleration time-scales are considered negligible, being of the order of 10 ps (Gorman et al., 1969). The drift velocity of a single dislocation is therefore described as

$$\bar{v} = \frac{\lambda}{t_{\text{pin}} + t_{\text{tra}}}.$$  \hfill (1)

where $\lambda$ is the “mean free path” between any two points at which a dislocation is pinned (Brown, 2012; Devincre et al., 2008), and varies with dislocation structure. The $t$ terms are the time-scales of pinning and transit respectively.
Pinning, in its most simple form, is considered as when the strain fields of dislocations interact with those of immobile “forest” dislocations, typically by annihilating at a point and preventing motion until the lost dislocation segment can be regenerated (Hunter and Preston, 2015). Regeneration of the dislocation segment is typically modelled using transition state theory, commonly in an Arrhenius (Arrhenius, 1889) form,

\[ t_{\text{pin}} \approx \frac{1}{f_D} \exp \left[ \frac{U(\hat{\sigma}, \sigma_p)}{k_BT} \right], \tag{2} \]

where \( f_D \) is the vibrational frequency of the dislocation. \( U \) is the remaining potential barrier given a structural “plastic” (Gould and Goldthorpe, 2000) or “threshold” (Gao and Zhang, 2012; Regazzoni et al., 1987) strength, \( \sigma_p \), that would be required to deform the metal at 0 K and the applied stress \( \hat{\sigma} \), typically after the subtraction of a small constant known as the “athermal” stress, \( \sigma_0 \), arising from “long range barriers” such as impurities and grain boundaries (Gao and Zhang, 2012). \( T \) is the absolute temperature and \( k_B \) is Boltzmann’s constant. Due to false perturbation (Hunter and Preston, 2015) and relaxation (Hunter and Preston, 2015; Selyutina et al., 2016) considerations involved in this formulation, the model is incomplete. However it remains qualitatively similar enough to more rigorous approaches to allow use in the current discussion.

The true nature of pinning, especially in FCC metals, is much more complex. Different slip systems (Dequiedt et al., 2015) and dislocation reaction mechanisms (Kubin et al., 2003), such as locks (Hansen et al., 2013), pile-ups (Armstrong and Walley, 2008; Brown, 2012) and recovery Madec and Kubin (2017), must be accounted for. Whilst the mechanical threshold was originally posed as a single, constitutive quasi-state variable parameter (Follansbee and Kocks, 1988), contemporary approaches (Follansbee, 2014) attempt to individually model the many underlying processes. Models proposed by Austin and McDowell (2011) and Hansen et al. (2013) track the populations of immobile dislocations separated both by slip system and the mechanism in which they have been immobilised. Consequently, the relative numbers of mobile dislocations trapped in each type of barrier can be calculated. Such pictures inevitably have more complex temperature behaviour, and typically require a large number of parameters. Increasingly, computational simulations such as molecular dynamics (MD) (Olmsted et al., 2005) or discrete dislocation dynamics (DDD) (Madec and Kubin, 2017) are used to study individual mechanisms and subsequently allow for model parametrisation. Computational approaches come with their own difficulties, such as the current restrictions on simulation size hindering the complete portrayal of meso-scale patterning (Ispánovity et al., 2014), self-organisation (Brown, 2012) and grain-effects in polycrystals Richeton et al. (2005).

The transit term describes the time an unpinned dislocation takes to travel between two pinning sites against the viscous force. For dislocation speeds well below the speed of sound, the viscous force per unit length is proportional to the velocity of travel; \( \dot{\sigma}b = MB(T)v \), where \( b \) is the Burgers vector and \( B(T) \) is the effective drag constant per unit dislocation length (Anderson et al., 2017). \( M \) is the Taylor factor (Taylor, 1938), which relates the macroscopic uni-axial stress, \( \sigma \), and strain, \( \varepsilon \), to the local shear quantities, \( \tau \) and \( \gamma \), in a bulk polycrystal; \( \sigma = M\tau \) and \( \varepsilon = \gamma/M \). The Taylor factor has been measured as 3.06 for high purity copper (Rollett et al., 2004).

At ambient or raised temperatures the drag force is dominated by phonons scattering off the strain field both in the core and in the far field of the dislocation, which breaks down the harmonic nature of the lattice. Scattered phonons impart momentum to the dislocation, with no directional bias in the case of a stationary dislocation. However, for a moving dislocation there is a scattering bias against the direction of motion, which is approximately proportional to the dislocation velocity, providing it remains well below the speed of sound, \( c_s \). Close to the sound speed, relativistic effects enhance the dislocation drag (Anderson et al., 2017; Armstrong et al., 2009)

\[ B(T) \rightarrow \frac{B(T)}{1 - (v/c_s)^2} \tag{3} \]

leading to a quadratic solution for velocity (Austin and McDowell, 2011) that asymptotically approaches the sound speed. The current work corresponds to sub relativistic velocities, where the resultant travel time is

\[ t_{\text{tra}} \approx \frac{Ma}{\dot{\sigma}b}B(T). \tag{4} \]
The drift velocity can be combined with Orowan’s law (Orowan, 1940) to calculate the achieved strain rate. Using a Taylor factor construction for present discussion, we arrive at the relation \( \dot{e} = \rho_m b \dot{v} / M \), where \( \rho_m \) is the planar mobile dislocation density. In more explicit models, such as those of Austin and McDowell (2011) and Hansen et al. (2013), the shear strain rate of any system, \( s \), is \( \dot{\gamma}_s = \rho_m b \dot{v}_s \) and the macroscopic strain is then computed by combining each of the individual systems (Hansen et al., 2013).

If drag is negligible (i.e. at low strain rates), for a given phenomenological model of the pinning barrier, the strain rate relation can be inverted (Follansbee and Kocks, 1988; Gao and Zhang, 2012; Hunter and Preston, 2015; Zerilli and Armstrong, 1987) to a material strength model, typically resulting in the form

\[
\sigma_f(\dot{e}, T, \sigma_p) = \sigma_0 + \phi(\dot{e}, T) \sigma_p = \sigma_0 + \dot{\sigma}.
\]  

\( \phi(\dot{e}, T) \) is a scaling function varying between 0 and 1 describing the material strength, relative to the mechanical threshold, under the current conditions. The general behaviour of \( \phi \) is as one would expect from typical metal behaviour, decreasing with temperature and increasing in a quasi-logarithmic manner with rate (Follansbee et al., 1984; Gould and Goldthorpe, 2000; Regazzoni et al., 1987). \( \sigma_p \) describes the strength due to the deformation history of the metal (work hardening), acting similarly to a state variable (Gao and Zhang, 2012; Kocks and Mecking, 2003; Regazzoni et al., 1987). The majority of the strength in high purity FCC metals arises from path dependent work hardening effects, and accurately portraying path dependence is key to predicting their behaviour (Follansbee 2014); Gould and Goldthorpe (2000).

As the rate increases, drag becomes increasingly important. If the applied stress exceeds the mechanical threshold Gurrutxaga-Lerma et al. (2017), or for high rates and temperatures close to melt Grunschel et al. (2012); Gurrutxaga-Lerma et al. (2017); Kanel (2014), pinning barriers are no longer capable of trapping dislocations and the system adopts a pure drag regime. For velocities well below the sound speed, the flow stress then takes the form

\[
\dot{\sigma} = M^2 / \rho_m b^2 B(T) \dot{e}.
\]

In the viscous limit, the strength of the material becomes proportional to the viscosity coefficient, \( B(T) \). In the relativistic limit, Austin and McDowell (2011) have shown that the applied stress and viscous coefficient only appear grouped in the form \( \sigma_0 B(T) \), implying the proportionality holds.

Most prominent viscosity models suggest that above the Debye temperature drag effects are driven by anharmonic radiation from the dislocation core Lothe (1962) and the anharmonic scattering of lattice phonons from both the core and strain field of the dislocation Anderson et al. (2017). The viscosity coefficient is therefore proposed to inherit the temperature dependence of these processes, increasing with the thermal energy density in the lattice Anderson et al. (2017).

Different temperature sensitivities arise from different scattering mechanisms and regions of the phonon spectrum (Anderson et al., 2017). The majority of the viscous force occurs from anharmonic scattering processes known as “fluttering” (Al’shitz and Indenbom, 1975) and “phonon wind” (Brailsford, 1972), which are proportional to the absolute temperature. A small but significant temperature insensitive term arises from contributions due to phonons in the non linear region of the dispersion spectrum, known as “slow phonons” (Eshelby, 1949). Thermo-elastic effects (Weertman, 1996) lead to a quadratic temperature dependence, however in the temperature range of interest they are small even compared to slow phonon effects and are thus neglected. We can therefore describe the viscosity coefficient as \( B(T) \approx B_0 + B_1 T \approx B_1 T \). More detailed expressions for each term have been collated by Roos et al. (1999), which combined with standard material parameters estimate that between 300-600 \( K \), slow phonons (\( B_0 \)) are responsible for of order 10% of the overall drag. Such relations have been observed in simulations performed by Bitzek and Gumbsch (2004, 2005) and more recently Kuksin and Yanilkin (2013). We find a significant difference in the temperature responses of the thermally activated and phonon drag regimes. Whilst the pinning regime thermally softens, in a purely viscous regime the specimen strength is predicted to increase approximately in proportion to the absolute temperature (Grunschel et al., 2012; Gurrutxaga-Lerma et al., 2017; Kanel, 2014; Kanel et al., 2001; Kuksin and Yanilkin, 2013; Zaretsky and Kanel, 2015). The transition is shown in Figure 2, that shows a sketch of the flow stress as a function of rate for two different temperatures as specimens enter a phonon limited regime. Such an inversion
has been observed both in Hugoniot elastic limit measurements (Chen et al., 2017; Gurrutxaga-Lerma et al., 2017; Kanel, 2014; Zaretsky and Kanel, 2013) across a wide range of temperatures, and in shear-pressure experiments (Grunschel et al., 2012) close to melt. These experiments have provided some confidence in phonon drag mechanisms being active at high rates, with some quantitative discrepancies, proposed by Grunschel et al. (2012) to be due to interactions between moving dislocations. Many constitutive models which use drag do not address the temperature dependence of the viscosity coefficient (Salvado et al., 2017), largely due to the lack of parametrisation data.

Figure 2: A sketch of the predicted flow stress of a pure FCC metal as a function of strain rate at two temperatures, $T_2 > T_1$. Based on Figure 4 in Kanel et al. (2007) and Figure 1 (b) in Kuksin and Yanilkin (2013).

Despite the compiled experimental and computational evidence, the current understanding of the temperature dependence of drag effects is not complete. Outstanding phenomena exist such as those observed by Olmsted et al. (2005). They show using atomistic simulations that whilst edge dislocation velocities can be described purely as a function of $\sigma/B(T)$, screw dislocations only obey this relation up to approximately half of the shear wave speed, above which point the velocity depends solely on $\sigma$. The authors attribute this to radiative dissipation. However, the effect resides in the relativistic regime, at half of the sound speed, and should not be of concern in current study, just above the transition point.

At intermediate rates, such as those in this work, the scenario is more complex. Drag effects must be combined with the not yet negligible pinning barriers, and potentially even their increase with rate (Armstrong et al., 2009; Follansbee and Kocks, 1988). Models which consider the entirety of the observed increase above $10^4 \text{ s}^{-1}$ to arise from drag have proved unable to accurately capture observed increases in ductility (Armstrong and Li, 2015; Khan and Liu, 2012; Qiu, 2013) that accompany the transition. It would therefore appear that either a picture is required in which increases in mechanical threshold occur in parallel with drag effects, or one where they are superseded at high stresses, high temperatures or low dislocation densities. Another potential scenario proposed by Huang et al. (2009) is that phonon drag gives rise to an increased mechanical threshold, predicting early rates of work hardening to increase with temperature at sufficiently high rates. Given currently available experimental data and the variety of modelling approaches used, the magnitude of each contribution is difficult to verify.

Early experiments in the intermediate regime were performed by Kumar (1969) in the uniaxial stress geometry at rates up to $\dot{\varepsilon} \approx 2 \times 10^3 \text{ s}^{-1}$. Nemat-Nasser and Li (1998) extended measurements to 8000 $\text{s}^{-1}$ for temperatures between 77 and 1100 K on OFHC Copper, remaining below the $10^4 \text{ s}^{-1}$ ambient temperature transition rate. The next available measurements in strain rate space are pressure-shear (Frutschy et al., 1998; Grunschel et al., 2012), which require models to simultaneously account for changes in geometry and potential new phenomena. Recently, similar rates have been achieved in extremely small SHPB apparatus, showing substantially lower flow stresses than in pressure-shear at ambient temperatures (Casem et al., 2018).
Loading geometry effects can be partially mitigated using work such as that of Khan and Liu (2012), who have provided studies across many dynamic loading geometries and varying temperatures below the transition.

The aim of the current study is to provide currently unavailable elevated temperature measurements above $10^4$ s$^{-1}$ in the uniaxial stress geometry, adding to the currently sparse non-shock measurements available across the strength transition. The measurements will provide a stronger basis with which to calibrate and verify increasingly rigorous physical models in a geometry compatible with the bulk of historical data (Hansen et al., 2013; Jordan et al., 2013; Nemat-Nasser and Li, 1998).

3. Experimental Method

Measurements were performed using a miniaturised split Hopkinson pressure bar (SHPB) apparatus (Gorham et al., 1992; Hopkinson, 1914; Kolsky, 1949; Kuhn and Medlin, 2000) shown in Figure 3. The specimen is sandwiched between two metal cylinders which are struck at one end by a projectile or “striker” bar. A compressive wave travels through the “input” bar and loads the specimen. As the specimen is (by design) smaller and softer than the bar material, it cannot transmit the full load and some amplitude is reflected along the input bar as a tensile wave. Meanwhile another wave, also defined by the size and strength of the specimen, is transmitted through the “output” bar and is eventually contained in a momentum trap which moves away protecting the experiment. If the apparatus remains elastic throughout the experiment, the three waves can be analysed in different combinations to give complete force and displacement histories for both of the specimen faces.

The miniaturised SHPB approach was adopted as it presents one of few high rate methods of creating uniform strain, strain rate and temperature across a specimen, and uniform deformation rate throughout an experiment. Uniformity only occurs after an equilibration time, driven by a process known as “ring up”, caused by reverberation in the sample driven by impedance mismatches at the bar-specimen interfaces. Ductile metals typically reach force equilibrium after three wave passes (Kuhn and Medlin, 2000), given their high sound speeds all but the earliest (typically < 5% strain) flow stress measurements are reliable. However, measurements such as elastic moduli are typically not. A second concern at higher rates is the rising edge of the input wave, which becomes shallow if significant levels of dispersion or misalignment are present (Gorham et al., 1992). To mitigate dispersive effects, the bars used had small diameters (6.35 mm) and were short (25 mm length), sample free testing using a probe close to the input bar end found the rising edge rapid enough to perform measurements at 0.1 true strain.

Immediately before each test, specimens were induction heated to their target temperatures over a period of one minute, slowly enough to allow temperature measurements to be performed using a thermocouple on the corner of the output bar. To ensure the induction heater provided no electrical interference the specimens were heated to 10 K above the target temperature and let to air cool to the correct temperature. Between each change in testing temperature dummy specimens were placed in the system with physically attached thermocouples to both ensure the accuracy of the bar mounted thermocouple and to set the induction heater. The typical error in temperature due to this heating procedure was estimated as 5 K.

The temperature of each specimen rises during an experiment, due to the work done and adiabatic nature of the deformation. The temperature change can be calculated from the work done per unit volume, which is equal to the integral of the stress strain curve (Gorham et al., 1992). Given the typical stress ranges expected, the temperature change is expected to be of the order of 100 K per unit strain. Full analysis requires iterative calculation to account for temperature variation during deformation. For our study we will mitigate the effect by restricting observations to low strains.

During each experiment, the surface velocities of the bars were probed using photon Doppler velocimetry (PDV) (Avida-dav et al., 2011; Casem and Zellner, 2013; Lea and Jardine, 2016). Probe positions were at the midpoint of the input bar to allow separation of the incident and reflected waves, and 7 cm from the specimen on the output bar, the smallest distance satisfying Saint-Venant’s principle (Ghiba, 2014) to avoid end effects. PDV probes have two significant benefits. Firstly, laser probes are not susceptible to damage, which typically hinders contact based strain gauge measurements at high impact speeds. Secondly, PDV measurements are unaffected by changes in the temperature of the bars; typical semiconductor or foil strain gauges both have temperature dependent responses. The bar material used was 718 Inconel, which has been shown by Walley (Walley, 2000) to have elastic properties negligibly dependent on temperature in the regime of interest.
Figure 3: A schematic of the SHPB system used, outlined in detail in the body text. The bar system used was comprised of 6.35 mm diameter 718 Inconel bars. The input and output bars were both approximately 25 cm long whilst the striker bar and momentum trap were approximately 10 cm long.

PDV measurements were performed by reflecting 1550 nm lasers off both measurement points at 10° angles from the surface. The laser light is doppler shifted due to both being received by and transmitted from the moving surface. The shifted light is mixed in a circulator, generating a slower oscillating beat pattern of the form

$$I(t) = I_0 + I_1 \cos \left( 2 f_0 \frac{V(t)}{C_0} \right),$$

where \( V(t) \) is the measured surface velocity, \( f_0 \) is the frequency of the laser and \( C_0 \) is the speed of light. The pattern is converted to a voltage in high speed photodiodes and digitised. The beat frequency, and thus velocity, is then extracted by breaking the trace into overlapping windows and fast Fourier transforming the data (Lea and Jardine, 2016).

After time shifting the pressure waves to account for the travel time between generation and measurement, the specimens deformation and force histories can be calculated. The specimen length can be calculated simply by integrating the velocity difference between the input and output faces,

$$L(t) = L_0 + \int [V_o(t) - V_i(t) - V_R(t)] \, dt,$$

where \( L_0 \) is the initial specimen length, and the \( V \) terms correspond to the surface velocities caused by output, input and reflected waves respectively. Velocity vectors pointing from the input bar to the output bar are defined as positive. The specimen length is then converted to a true strain measurement using the definition \( \varepsilon = \ln \left( \frac{L(t)}{L_0} \right) \). In compression the strain generated is negative, all measurements presented in this study show the magnitude of said strain.

The force at either specimen face can be calculated using the elastic behaviour of the bars (Kuhn and Medlin, 2000);

$$F(t) = A_B Z_B \begin{cases} V_o(t), & \text{output face} \\ V_i(t) - V_R(t), & \text{input face} \end{cases}$$

where \( A_B \) is the area of the bars and \( Z_B \) is their specific acoustic impedance. Typically the output force is used for specimen measurement and the input face to verify specimen equilibrium. Force measurements are converted into true stress measurements by dividing by the cross sectional area of the specimen, which varies during the experiment. As volume is approximately conserved in plastic deformation (Kuhn and Medlin, 2000), the specimen area as a function of time is generated using the relation \( A(t) = A_0 \frac{L(t)}{L_0} \), leading to a general form for flow stress as a function of time,

$$\sigma = V_o(t) Z_B A_B \frac{L(t)}{A_0 L_0}.$$
Micrography and EBSD study showed the grains to be of size 16-20 $\mu$m and with no strong preference in lattice orientation, quasi-static testing of five specimens gave repeatable results. The high strain rates involved in these experiments will lead to a significant inertial stress being superposed on top of the specimen strength measured by the output bar. General terms for inertia in compression have been derived by Gorham (Gorham, 1989; Jordan et al., 2013), and in the highest strain rate experiments the effect is expected to be approximately 10 MPa, small compared to the expected specimen strengths.

Powdered graphite was used to lubricate the bar ends, minimising frictional effects from radial expansion as the specimen compresses. The lubricant was chosen due to its consistent behaviour between ambient temperature and 600K. For the cylindrical geometry present in these experiments, and for small strains, the effect of friction on the flow stress of a specimen is described by the relation (Gorham et al., 1992)

$$\sigma_{\text{measured}} = \sigma_f\left[1 + \mu \frac{3 R(t)}{2 L(t)}\right] = \sigma_f\left[1 + \mu \frac{3 R_0}{2 L_0} \exp(1.5 \varepsilon)\right],$$

where $R(t)$ is the specimen radius, and $\mu$ is the coefficient of friction. The value of $\mu$ was calibrated by performing equivalent tests on a number of specimens of varying aspect ratio and determining the value for the corrected stress-strain curves collapsed. The inferred value was $\mu = 0.07 \pm 0.005$. For the presented experiments, all specimens have the same aspect ratio. Frictional effects therefore reduce to a strain dependent pre-factor, which is the same in every experiment. At high strains, effects such as the rolling round of the specimen edges complicate the nature of friction, again reinforcing that measurements are best considered at low strains, typically between 0.1 and 0.3.

4. Results & Discussion

A preliminary set of experiments were performed in both split and direct impact systems to determine at what rate the specimen material underwent the strength transition, as this is likely to be affected by grain size and purity. Figure 4 shows the same measurement of flow stress at fixed strain against log strain rate seen in Figure 1, however at 0.1 true strain and for the OF copper used in this study. The transition appears to occur at approximately $10^4$ s$^{-1}$.

Based on room temperature measurements three target rates were chosen. Firstly, close to the transition at $2 \times 10^4$ s$^{-1}$, where both structural and viscous thermal effects would be expected to cause intricate thermal behaviour. The second rate selected was $4 \times 10^4$ s$^{-1}$, twice the transition rate and approaching twice the stress of the transition. At this rate viscous forces should be approaching an equal contribution and changes in thermal behaviour should be apparent. Finally, the maximum feasible rate available, given the experimental apparatus and temperature range, is $8 \times 10^4$ s$^{-1}$, well above twice the transition strength - viscous effects should be clear at this rate.

Figure 5 shows the flow stresses measured as a function of strain and starting temperature for the achieved rates: $2.2 \times 10^4$ s$^{-1}$, $4.4 \times 10^4$ s$^{-1}$ and $7.9 \times 10^4$ s$^{-1}$. Each condition was tested in triplicate, the solid line presented for each set of conditions corresponds to the average flow stress measured for that strain, whilst the shaded region corresponds to the standard deviation in flow stress. The periodic nature of the standard deviation reflects the uncertainty being largely due to dispersion in the output wave. Despite measuring at the minimum distance permitted for a valid surface measurement the effects remain significant. A typical triplicate of individual results is shown as an inset.

In none of the measured stress-strain curves, presented in Figure 5, does the temperature dependency of the flow strength reverse (or vanish). The curves monotonically decrease in strength with increasing starting temperature. In this aspect the results are qualitatively consistent with the pressure-shear experiments of Frutschi et al. (1998). None of the experiments appear to correspond to a purely viscous regime.

Continued thermal softening above the transition implies that despite the increase in flow strength, structural barriers remain a major strengthening mechanism. However, cursory analysis of the data at 0.1 strain shows discrepancies between the measured strengths and the expected outcomes of thermally activated and parallel drag and activation theories. For comparison
we sketch the form of $\phi$ proposed by Kocks et al. (1975), sketched in Figure 6, including their inferred exponents;

$$
\phi(\dot{\epsilon}, T) = \frac{G(T)}{G(0)} \left[ 1 - \frac{k_B T}{U_0 G b} \ln \left( \frac{\dot{\epsilon}_0}{\dot{\epsilon}} \right)^{3/2} \right],
$$

(12)

where $U_0$ is a dimensionless material parameter (Regazzoni et al., 1987), $\dot{\epsilon}_0$ is some limiting strain rate taken to be $10^7$ s$^{-1}$ (Regazzoni et al., 1987) and $G$ is the shear modulus. The relation is derived using a phenomenological form of $U(\hat{\sigma}, \sigma_p)$ which describes a quadratic remobilisation barrier with extended tails, accounting for the strain’s far field (Kocks et al., 1975).

We note that as the rate increases, the various temperature curves converge, corresponding to a prediction of decreasing thermal softening with rate. Physically the behaviour can be rationalised from the fact that with increasing rates $\dot{\sigma}$ approaches $\sigma_p$, reducing the remaining barrier for thermal activation, and in turn the temperature sensitivity. Eventually the barrier reaches zero when the applied stress reaches the mechanical threshold. This behaviour is not directly observable in the stress-strain curves. Without any processing of the data it would appear that the specimens tested at $7.9 \times 10^4$ s$^{-1}$ undergo greater absolute thermal softening than those at $2 \times 10^4$ s$^{-1}$. The effect is shown in Figure 6 (b) which plots the flow stress at 0.1 true strain for each rate as a function of initial temperature, the higher rate measurements show a steeper thermal softening gradients. In a model with fixed mechanical threshold, the observed increase in thermal softening with strain rate at low strain cannot be explained. Similarly, any drag mechanism which is either independent of or increases with temperature also leads to the expectation of a reduction in thermal softening, rather than the observed increase. For comparrison, lower strain rate measurements were collected for the same material using a standard SHPB system at $10^3$ s$^{-1}$ and an Instron testing system at $1$ s$^{-1}$ and $10^{-2}$ s$^{-1}$. The lower strain rate measurements are also shown in Figure 6 (b).

The prediction of decreasing thermal softening with rate arises in many $\phi$ like terms. The model of Zerilli and Armstrong (1987) uses the form

$$
\phi(\dot{\epsilon}, T) = \frac{G(T)}{G(0)} \exp \left[ T (-\beta_0 + \beta_1 \ln \dot{\epsilon}) \right] = \frac{G(T)}{G(0)} \left( \frac{\dot{\epsilon}}{\dot{\epsilon}_0} \right)^{\beta_1 T},
$$

(13)

where $\beta_0$ and $\beta_1$ are constant model parameters and $\ln \dot{\epsilon}_0 = \beta_0/\beta_1$. Gould and Goldthorpe (2000) extracted parameters for copper which provide a value of $\dot{\epsilon}_0 \approx 10^7$ s$^{-1}$, in line with the value from Regazzoni et al. (1987). Importantly this
Figure 5: The flow stress of the OF copper described in the body text, as a function of strain for four temperatures and three strain rates. All of which are at or above the strength transition. Despite being well into the proposed viscous drag regime, the curves still monotonically decrease in strength with increasing temperature.
value is greater than the experimental range, meaning the pre-exponent is less than unity and the metal softens with increasing temperature. However, as the rate increases, the pre-exponent increases towards unity and thus the thermal softening decreases with rate. Again this is not consistent with observation, assuming no change in $\sigma_p$. The model of Hunter and Preston (2015) also predicts the same behaviour, evident most clearly in their publication in Figures 4 (a) below $10^5$ s$^{-1}$ and 5 (d), where the curves approach even before collapsing on to their drag limited regions.

The increased thermal softening behaviour can partially be explained in models proposing increased work hardening, as increasing $\sigma_p$ may lead to greater absolute softening, even for reduced variations in $\phi$. If we assume we are observing some increase in work hardening due to strain rate alone, and that our measurements are at low enough strains that recovery effects (Brown and Bammann, 2012) for all specimens are the same, then $\sigma_p$ at fixed strain is purely a function of rate. We can therefore remove such effects by grouping the measurements by rate and then normalising each group to the corresponding ambient temperature measurement (an arbitrary choice), removing $\sigma_p$ as a common factor:

$$\frac{\phi(\dot{\varepsilon}, T)}{\phi(\dot{\varepsilon}, 300K)} = \frac{\dot{\sigma}(\dot{\varepsilon}, T)}{\dot{\sigma}(\dot{\varepsilon}, 300K)}.$$

We can then compare the normalised behaviour to typical model predictions of $\phi$.

Normalising $\phi$ to the 300K measurement for each rate, we expect to see the curves shown in Figure 7 (a). In this scenario, the curves all begin at unity, however the lower rates decrease more quickly, due to their higher temperature sensitivity. Thus, if the experimentally observed strength increase is due to some general, purely rate dependent increase in work hardening, we expect the level of thermal softening, normalised to the ambient temperature flow stress at that rate, to decrease with increasing rate. Figures 7 (b) and (c) show the measurements taken at 0.1 true strain (presented earlier in Figure 6 (b)) normalised to each rates ambient temperature measurement. Whilst measurements below the transition order in the expected manner, (Figure 7 (b)), above the transition (Figure 7 (c)) the order is reversed. We see that even after normalisation, the $7.9 \times 10^4$ s$^{-1}$ specimens still show the greatest levels of softening. The highest rates undergo increased thermal softening both in absolute and relative terms.

There are three potential sources for such a discrepancy. Firstly, current models for $\phi$ may be inaccurate above the transition. There may be a phenomenological change in how structural barriers are surpassed, either leading to an increasing temperature sensitivity in $\phi$ with rate, or rendering the $\phi$ based formulation unusable.

Figure 6: (a) A sketch of $\phi(\dot{\varepsilon}, T)$ as a function of rate for varying temperatures above ambient, based on the form from of Kocks et al. (1975). (b) The flow stress for each condition at 0.1 true strain as a function of temperature. The dotted lines on the graph are to guide the eye.
Secondly, whilst specifics surrounding the process responsible for the transition are unknown, many strain rate dependent processes in metals exhibit “time-temperature superposition” effects. Typically, increasing the specimen temperature has effects similar to decreasing the applied strain rate. If the specimen strength increases due to a rate dependent increase in work hardening, increasing temperature may affect the underlying process in a way analogous to performing work hardening at a lower rate.

Thirdly, if the strength increase arises from an increased rate of work hardening, higher rate specimens may experience an earlier onset of “stage III” work hardening (Brown and Bammman, 2012; Brown, 2012), in which dynamic recovery (or in some models exhaustion) effects progressively reduce the rate of work hardening to a small fraction of that in stage II. The stress at which work hardening transfers to stage III (or in a more continuous picture of work hardening, the plateau stress) decreases with temperature. If higher rate specimens undergo greater initial work hardening, then at a fixed strain their higher mechanical threshold is likely to be more greatly affected by temperature dependent saturative effects. Saturative effects were assumed minor in the present analysis due to the measurements used being extracted relatively low strain, however, for increased rates of work hardening, the assumption may no longer hold. It should be noted that this scenario is already predicted by many state-variable based models (Follansbee and Kocks, 1988; Gao and Zhang, 2012; Goto et al., 2000; Hunter and Preston, 2015).

We now address the entire set of stress strain measurements in general. As the specimen deforms and approaches the plateau stress, adiabatic heating of the specimen, outlined in section 3, will play a significant role. As the temperature increases both the $\phi$ terms would, based on current observation, be expected to decrease, as will the plateau stress to which the curves

Figure 7: (a) A sketch predicted variation in $\phi$ with temperature normalised to the value of $\phi$ at room temperature for a variety of rates between $10^4 \text{s}^{-1}$ and $10^5 \text{s}^{-1}$, based on the form of Follansbee et al. (Regazzoni et al., 1987). (b) and (c) show the flow stress at 0.1 strain for each rate and temperature, as a fraction of the ambient temperature strength for that rate, after the removal of the athermal term ($\sigma_0$).
progress. Importantly, as the work done in plastic deformation is different for each experiment, so will the temperature rise as a function of strain. For general strains, more complex analysis is required to track the temperature changes and the increasing effects of recovery. The more complex analysis typically requires a constitutive model as a framework and thus will be left to such studies. In Figure 5, the final temperature at unit strain in each experiment is included in brackets next to the starting temperature, however the reader is reminded these temperature changes are much greater than those expected at the 0.1 strain discussed. A concern which cannot easily be accounted for in material models is the effect friction at large strains (above the 0.1 strain used for discussion), which is not necessarily consistent between experiments and difficult to quantitatively account for. As both the strain and flow stress become large, the potential for twinning may arise. Based on the observations of Meyers et al. (2001), at 0.8 strain and for 20 \( \mu m \) grains, twinning at \( 10^5 \) s\(^{-1} \) is expected at a temperature of approximately 25 K, and becomes decreasingly likely with increasing grain size and temperature. We therefore assume twinning to be a minor contribution to the observed behaviour. Due to experimental equilibration, very low strain data (less than 0.05) cannot be discussed with confidence. Behaviour at very early stages of deformation, and thus potential drag determined behaviours expected at low dislocation densities, cannot be usefully studied.

In order to fully understand the observed increase in thermal softening, and indeed the strength transition itself, measurements are required which separate instantaneous (\( \phi \)) and structural (\( \sigma_p \)) effects to allow detailed studies of the individual mechanisms, rather than their combined effects. The results of the present study emphasise the importance of the threshold stress as a quasi-state variable in FCC metal deformation, and the need to properly understand its behaviour in the absence of dynamic effects.

5. Conclusions

A series of oxygen free copper specimens were tested, providing previously unavailable uniaxial stress data for elevated temperatures at rates around and immediately above the onset of the materials strength transition at \( 10^4 \) s\(^{-1} \). Instead of a reduction in thermal softening with rate, predicted by phonon drag and many \( \phi \) type terms, the level of both absolute and relative thermal softening increased with rate. Such observations would appear consistent with an increase in mechanical threshold, however rudimentary corrections for an increased in threshold do not completely account for the observed increases in thermal softening. Several potential explanations for the remaining discrepancy were outlined. We expect the extension of uniaxial stress measurements provided in this work will prove important in the parametrisation and verification of contemporary models. In order to properly understand the behaviour of the materials, further experiments are required to separate instantaneous (\( \phi \)) and structural (\( \sigma_p \)) effects.
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