Experiments with hybrid Bernstein global optimization algorithm for the OPF problem in power systems
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This paper presents an algorithm based on the Bernstein form of polynomials for solving the optimal power flow (OPF) problem in electrical power networks. The proposed algorithm combines local and global optimization methods and is therefore referred to as a 'hybrid' Bernstein algorithm in the context of this work. The proposed algorithm is a branch-and-bound (B&B) procedure wherein a local search method is used to obtain a good upper bound on the global minimum at each branching node. Subsequently, the Bernstein form of polynomials is used to obtain a lower bound on the global minimum. The performance of the proposed algorithm is compared with the previously reported Bernstein algorithm to demonstrate its efficacy in terms of the chosen performance metrics. Furthermore, the proposed algorithm is tested by solving the OPF problem for several benchmark IEEE power system examples and its performance is compared with generic global optimization solvers such as BARON and COUENNE. The test results demonstrate that the algorithm HBBB delivers satisfactory performance in terms of solution optimality.
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Nomenclature

\textit{(A) Sets}

\begin{itemize}
\item \( N \) \hspace{1cm} Set of all buses.
\item \( G \) \hspace{1cm} Set of generator buses.
\item \( L \) \hspace{1cm} Set of all lines.
\item \( N \) \hspace{1cm} Set of natural numbers.
\item \( R \) \hspace{1cm} Set of real numbers.
\item \( IR \) \hspace{1cm} Set of compact intervals.
\item \( S \) \hspace{1cm} Set of all vertices of an array \((b_I(x))\).
\item \( S_0 \) \hspace{1cm} Subset of \( S \) comprising only index vertices of an array \((b_I(x))\).
\end{itemize}

\textit{(B) Parameters}

\begin{itemize}
\item \( n \) \hspace{1cm} Total number of system buses.
\item \( P_{Dk}, Q_{Dk} \) \hspace{1cm} Active and reactive load demands at the \( k \)\textsuperscript{th} bus.
\end{itemize}
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\textbf{Introduction}

Numerical optimization algorithms play a vital role in ensuring the stable and reliable operation of modern electric power systems (Kundur (1994); Capitanescu (2016)). Among other applications, optimization algorithms are used in network expansion planning problems and generator scheduling problems. The OPF problem is one such well studied problem in the power systems community. The OPF problem aims at optimizing network operations by finding optimal operating points for the electric generators in the system. It achieves this by minimizing the total power generation cost subject to certain network constraints. Some of these constraints include generator active and reactive...
power generation limits, bus voltage magnitudes, and network constraints. An excellent recent survey about the OPF problem can be found in Capitanescu (2016).

The complexity involved in the OPF problem is mainly two-fold: (i) the size of real-world OPF problems for which a direct solution approach is prohibitive due to memory and computational time limitations and (ii) nonconvex problem structure resulting from highly nonlinear power balance equations, which demand good global optimization procedures to determine the optimal operating points for the generators. In this work, we primarily focus on addressing (ii) with specific application to benchmark IEEE power system examples.

Several deterministic solution approaches have been proposed for solving the OPF problem. Prominent among these are sequential linear and quadratic programming, Lagrangian relaxation, and interior-point methods (see, for instance Phan and Kalagnanam (2014); Momoh, El-Hawary, and Adapa (1999a); Momoh, El-Hawary, and Adapa (1999b); Gopalakrishnan et al. (2012)). However, as noted above, the OPF problem is nonconvex in nature with multiple equilibrium points (cf. Bukhsh et al. (2013)). Consequently, the aforementioned solution approaches, which typically rely on a ‘convexity’ assumption of the optimization problem, may fail to find the good optimal solution in practice. In addition to the aforementioned solution approaches, semidefinite programming (SDP) relaxation is another popular method which is widely used for solving the OPF problem (Bai et al. (2008)). However, the exactness of the SDP relaxation can only be guaranteed for radial networks (see, for instance, Kocuk, Dey, and Xu. A. Sun (2016)). Other research directions in the context of the OPF problem are based on the development of convex envelopes (Zhijun, Hou, and Chen (2015)) and decomposition based global optimization methods (Li and Li (2016)).

Similarly, in the past decade, a number of non-deterministic solution approaches have also been investigated for solving OPF problems. A few examples of such approaches are ant colony optimization (Soares et al. (2011)), genetic algorithm (Todorovski and Rajicic (2006)), differential evolution (A. A. Abou El Ela, Abido, and Spea (2010); Shaheen, EL-Sehiemy, and Farrag (2016)), particle swarm optimization (Abido (2002); Vaisakh and Srinivas (2011); Mohamed et al. (2017)), simulated annealing (Roa-Sepulveda and Pavez-Lazo (2003)), bacterial foraging algorithm (Edward et al. (2013)), and imperialist competitive algorithm (Ghasemi et al. (2014a); Ghasemi et al. (2014b); Ghasemi et al. (2015)). A detailed survey of deterministic and non-deterministic solution approaches for solving the OPF problem can be found in Frank, Steponavice, and Rebennack (2012a) and Frank, Steponavice, and Rebennack (2012b).

We note that the last two decades have witnessed the emergence of interval form based B\(\mathcal{B}\) implementations as a promising framework to solve nonconvex optimization problems (Vaidyanathan and M. El-Halwagi (1996); Hansen and Walster (2005)). This is evident from the seminal work on \(\alpha\)BB relaxation by Adjiman, Androulakis, and Floudas (1998) which had yielded B\(\mathcal{B}\) implementations, such as BARON (Tawarmalani and Sahinidis 2005) and COUENNE (Belotti et al. 2009). The impressive performances of BARON and COUENNE on a wide variety of optimization problems has been well documented. In recent times, various modifications of the aforementioned B\(\mathcal{B}\) implementations have also been reported in the literature (see, work reported by Grimstad and Sandnes (2016), Gerard, Kppe, and Louveaux (2017), Castro (2017), and references therein). This has motivated us to investigate an alternative interval form based Bernstein global optimization algorithm to solve the polynomial OPF problem.

This work explores the well-known Bernstein form of polynomials (Ratschek and Rokne (1988)), and uses several attractive ‘geometrical’ properties associated with the Bernstein form (refer to Section 3.1). Optimization procedures based on the Bernstein form, also called Bernstein global optimization algorithms, have shown good promise in solving hard (nonconvex) nonlinear programming (NLP) and mixed-integer nonlinear programming
(MINLP) problems (see, for instance, Nataraj and Arounassalame (2011); Patil, Nataraj, and Bhartiya (2012)). Recently, a Bernstein global optimization algorithm was also proposed to solve the OPF problem for small power networks (see Patil et al. (2016)). As such, we believe that further investigations in the context of the OPF problem using the Bernstein global optimization approach seems to be a promising research direction.

In this work, we propose a hybrid\(^1\) branch-and-bound (B&B) algorithmic scheme. Specifically, we use the Bernstein polynomial form in conjunction with a local NLP solving technique to form a new hybrid Bernstein global optimization algorithm (hereinafter referred to as algorithm HBBB). The algorithm HBBB uses an iterative subdivision procedure in a B&B scheme, wherein a series of upper and lower bounding subproblems are solved at each node of the B&B tree. We obtain the upper bound using MATLAB’s ‘fmincon’ as a local NLP solver and the lower bound using the minimum Bernstein coefficient value (see Theorem 3.1). Furthermore, we follow the principle of interval analysis, wherein iterative subdivisions are performed at each step of a B&B scheme. This enables the B&B scheme to converge the upper and lower bounds within a user-specified accuracy. The overall schematic of the proposed approach is depicted in Figure 1.

We first show with a simple nonlinear optimization problem the effectiveness of the algorithm HBBB over the previously reported Bernstein algorithm in (Nataraj and Arounassalame (2011)), and the state-of-the-art BARON solver. The performance comparison is made on the basis of the number of boxes processed, and the computational time required to locate the correct global solution. Subsequently, we assess the scalability and performance of the algorithm HBBB over the OPF problem for the several benchmark IEEE power system network examples. The performance of the proposed algorithm HBBB is compared with the generic global optimization solvers BARON (Tawarmalani and Sahinidis (2005)) and COUENNE (Belotti et al. (2009)).

\(^1\)The word hybrid in this context means that our algorithm is a combination of local and global optimization methods. To the best of the authors’ knowledge, this is the first work which explores the use of local solving techniques for the early pruning of nodes in a B&B tree in the context of Bernstein global optimization algorithms.
The remainder of this paper is organized as follow. The classical OPF formulation for
the power network first is first introduced in Section 2. Next, the Bernstein polynomial
form is briefly introduced in Section 3. This is followed by a description of our proposed
algorithm HBBB in Section 4. The results from numerical studies performed with our
algorithm HBBB on some benchmark IEEE power system network examples are reported
in Section 5. The results of the numerical studies are also compared with those obtained
using well established global optimization solvers in Section 5. Finally, some concluding
remarks and directions for future research are given in Section 6.

2. Optimal power flow problem

In this section, we briefly present the classical OPF formulation along the lines of Molzahn
et al. (2013) which is in terms of the rectangular power and voltage co-ordinates. The
objective of the OPF problem is to minimize the cost of real power generation. The
problem is subject to constraints such as the power balance, satisfaction of bus voltage
limits, active and reactive power generation limits, and line-flow limits.

Consider an \( n \)-bus power system, where \( \mathcal{N} = \{1, 2, \ldots, n\} \) represents the set of all
buses; \( \mathcal{G} \) represents the set of generator buses and \( \mathcal{L} \) represents the set of all lines. Let
\( P_{Dk} \) and \( Q_{Dk} \) represent the active and reactive power demands respectively at each bus
\( k \in \mathcal{N} \). Let \( V_k = V_{ik} + jV_{qk} \) represent the voltage phasor in rectangular coordinates at
each bus \( k \in \mathcal{N} \). Let \( P_{Gk} \) and \( Q_{Gk} \) represent the active and reactive power generations
respectively at each generator bus \( k \in \mathcal{G} \). Let \( S_{ik} \) represent the apparent power flow and
\( Y_{ik} = G_{ik} + jB_{ik} \) denote the line admittance of the line \((i, k) \in \mathcal{L}\) respectively.

The quadratic fuel cost function associated with each generator \( k \in \mathcal{G} \) representing a
\$/h operating cost is given below.

\[
f_k(P_{Gk}) = c_k^2 P_{Gk}^2 + c_k P_{Gk} + c_k^0 \quad \forall k \in \mathcal{G}
\]

Then, the classical OPF optimization problem can be stated as follows:

\[
\min_{P_{Gk}, Q_{Gk}, V_{ik}, V_{qk}} f = \sum_{k \in \mathcal{G}} f_k(P_{Gk})
\]

subject to

\[
P_{Gk} - P_{Dk} = V_{ik} \sum_{i=1}^{n} (G_{ik} V_{di} - B_{ik} V_{qi}) + V_{qk} \sum_{i=1}^{n} (B_{ik} V_{di} + G_{ik} V_{qi}) \quad \forall k \in \mathcal{N}
\]

\[
Q_{Gk} - Q_{Dk} = V_{ik} \sum_{i=1}^{n} (-B_{ik} V_{di} - G_{ik} V_{qi}) + V_{qk} \sum_{i=1}^{n} (G_{ik} V_{di} - B_{ik} V_{qi}) \quad \forall k \in \mathcal{N}
\]

\[
P_{Gk}^\text{min} \leq P_{Gk} \leq P_{Gk}^\text{max} \quad \forall k \in \mathcal{G}
\]

\[
Q_{Gk}^\text{min} \leq Q_{Gk} \leq Q_{Gk}^\text{max} \quad \forall k \in \mathcal{G}
\]

\[
(V_k^\text{min})^2 \leq V_{ik}^2 + V_{qk}^2 \leq (V_k^\text{max})^2 \quad \forall k \in \mathcal{N}
\]

\[
P_{ki} = G_{ik} (V_{ik}^2 + V_{qk}^2) - G_{ik} (V_{ik} V_{di} + V_{qk} V_{qi}) + B_{ik} (V_{di} V_{qi} - V_{dk} V_{qi}) \quad \forall k \in \mathcal{N}
\]

\[
Q_{ki} = B_{ik} (V_{ik}^2 + V_{qk}^2) - G_{ik} (V_{di} V_{qi} - V_{dk} V_{qi}) - B_{ik} (V_{di} V_{di} + V_{qk} V_{qi}) \quad \forall k \in \mathcal{N}
\]

\[
\sqrt{P_{ki}^2 + Q_{ki}^2} \leq S_{ki}^\text{max} \quad \forall (i, k) \in \mathcal{L}
\]
The objective function (2) is the minimization of the total operating cost of the system. Equations (3) and (4) are the real and reactive power balance constraints at each bus $k$. Equations (3) and (4) are formulated considering the Kirchoff’s laws of power flow through branches attached to buses. Active and reactive power generation capability margins are considered in (5) and (6) respectively. Equations (7) and (10) represent the voltage security margins and the line apparent power flow capacities respectively.

Remark 1 We note that the constraints (3)-(4) possess multilinear terms in the real and imaginary voltage components. Hence, the OPF problem turns out to be a nonconvex nonlinear programming (NLP) problem, albeit polynomial in nature (i.e., (2)-(4) are always polynomials in the power form shown in (11)).

3. The Bernstein polynomial approach

In this section, we introduce some notions related to interval analysis and the theory pertaining to the Bernstein form of polynomials presented in Patil, Nataraj, and Bhartiya (2012). Interested readers may also refer to Ratschek and Rokne (1988) and Moore, Kearfott, and Cloud (2009) for more details about this topic.

3.1 Bernstein form

Let $l \in \mathbb{N}$ be the number of variables and $x = (x_1, x_2, ..., x_l) \in \mathbb{R}^l$. A multi-index $I$ is defined as $I = (i_1, i_2, ..., i_l) \in \mathbb{N}^l$ and the multi-power $x^I$ is defined as $x^I = (x_1^{i_1}, x_2^{i_2}, ..., x_l^{i_l})$. Another multi-index $N$ is defined as $N = (n_1, n_2, ..., n_l)$. Inequalities $I \leq N$ for multi-indices are meant component-wise. With $I = (i_1, ..., i_{r-1}, i_r, i_{r+1}, ..., i_l)$, we associate the index $I_{r,k}$ given by $I_{r,k} = (i_1, ..., i_{r-1}, i_r + k, i_{r+1}, ..., i_l)$, where $0 \leq i_{r+k} \leq n_r$. Also we write $(n_1/_{i_1}) \cdots (n_l/_{i_l})$ and $(N/I)$ for $(n_1/i_1, n_2/i_2, ..., n_l/i_l)$ provided that $0 < i_k$, $k = 1, 2, ..., l$.

A real, bounded and closed interval $x$ is defined as follows:

$$x = [x, \bar{x}] := [\inf x, \sup x] \in \mathbb{IR},$$

where $\mathbb{IR}$ denotes the set of compact intervals. Let $w(x)$ denote the width of $x$, that is $w(x) := \bar{x} - x$, and $m(x)$ denote the midpoint of $x$, that is $m(x) := (\bar{x} + x)/2$. For an $l$-dimensional interval vector or box $x = (x_1, x_2, ..., x_l) \in \mathbb{IR}^l$, the width of $x$ is $w(x) := \max(w(x_1), w(x_2), ..., w(x_l))$.

We can write an $l$-variate polynomial $p$ in the power form as shown below.

$$p(x) = \sum_{I \leq N} a_I x^I, \quad x \in \mathbb{R}^l,$$

with $N$ being the degree of $p$. We expand a given multivariate polynomial $p$ into Bernstein polynomials to obtain the bounds for its range over an $l$-dimensional box $x$. The $I^{th}$ Bernstein basis polynomial of degree $N$ is defined as follows:

$$B^N_I(x) = B^n_{i_1}(x_1) \cdots B^n_{i_l}(x_l), \quad x \in \mathbb{R}^l,$$
where for $i_j = 0, 1, \ldots, n_j, j = 1, 2, \ldots, l$

$$B_{n_j}^{i_j}(x_j) = \binom{n_j}{i_j} \frac{(x_j - \bar{x}_j)^{i_j}(\bar{x}_j - x_j)^{n_j-i_j}}{(\bar{x}_j - \bar{x}_j)^{n_j}}.$$  \hspace{1cm} (13)

The Bernstein coefficients $b_I(x)$ of $p$ over the box $x$ are given by the following equation:

$$b_I(x) = \sum_{J \leq I} \left( \frac{I}{N} \right) \binom{J}{I} \sum_{K \leq J} \binom{K}{J} \left( \inf x \right)^{K-J} a_K, \quad I \leq N.$$  \hspace{1cm} (14)

The Bernstein form of a multivariate polynomial $p$ is defined by

$$p(x) = \sum_{I \leq N} b_I(x) B_I^N(x).$$  \hspace{1cm} (15)

The Bernstein coefficients are collected in an array $(b_I(x))_{I \in S}$, where $S = \{ I : I \leq N \}$.

We denote $S_0$ as a special subset of the index set $S$ comprising indices of the vertices of this array, i.e.

$$S_0 := \{ 0, n_1 \} \times \{ 0, n_2 \} \times \cdots \times \{ 0, n_l \}.$$

**Theorem 3.1** *(Range enclosure property)* Let $p$ be a polynomial of degree $N$, and let $\bar{p}(x)$ denote the range of $p$ on a given box $x \in \mathbb{R}^l$. Then,

$$\bar{p}(x) \subseteq B(x) := \left[ \min (b_I(x))_{I \in S}, \max (b_I(x))_{I \in S} \right].$$  \hspace{1cm} (16)


**Remark 2** The above theorem states that the minimum and maximum coefficients of the array $(b_I(x))_{I \in S}$ provide lower and upper bounds for the range. This forms the Bernstein range enclosure defined by $B(x)$ in (16).

**Lemma 3.2** *(Convex hull property)* Let $(b_I(x))$ be an array of Bernstein coefficients for a polynomial $p(x)$ on a given box $x \in \mathbb{R}^l$. Then, the following property holds:

$$\text{conv} (x, p(x)) \subseteq (I/N, b_I(x) : I \in S),$$

where $\text{conv} (x, p(x))$ denotes the convex hull of $p$.

**Remark 3** The above lemma states that the range of $p(x)$ is contained in the convex hull of the control points $(I/N, (b_I))$. Figure 2 illustrates this fact, wherein the polynomial function is represented as $p(x)$ and Bernstein coefficients are denoted as $b_0, b_1, b_2, b_3, b_4,$ and $b_5$. The dotted lines in Figure 2 define the convex hull. Furthermore, this Bernstein range enclosure can be successively sharpened by the continuous domain subdivision procedure. This is illustrated in Figure 3.
Figure 2. A polynomial function $p$, its Bernstein coefficients and the convex hull over a box $x = [0, 1]$.

Figure 3. Improvement in the range enclosure of $p$ with a subdivision of the original box $x = [0, 1]$.

The following properties follow immediately from Theorem 3.1.

**Lemma 3.3** Let $B(x)$ be the Bernstein range enclosure for a polynomial $p(x)$ on a given box $x \in \mathbb{R}^l$. Then, the following properties hold

1. $B(x) \leq 0 \Rightarrow p(x) \leq 0$ for all $x \in x$.
2. $B(x) > 0 \Rightarrow p(x) > 0$ for all $x \in x$.
3. $0 \notin B(x) \Rightarrow p(x) \neq 0$ for all $x \in x$.
4. $B(x) \subseteq [-\epsilon, \epsilon] \Rightarrow p(x) \in [-\epsilon, \epsilon]$ for all $x \in x$, where $\epsilon > 0$.

### 4. Hybrid Bernstein global optimization algorithm

In this section, we outline the proposed algorithm HBBB to solve polynomial NLP problems. We first briefly describe the algorithm. Subsequently, we demonstrate the strength of the algorithm HBBB over the previously reported Bernstein algorithm (Nataraj and Arounassalame (2011)) on a nonlinear optimization problem. Furthermore, with the optimization problem, we also demonstrate the merits of the algorithm HBBB over the BARON solver. Finally, in Section 5, the algorithm HBBB is used to determine the optimal solution (global minimum and minimizers) of the OPF problem (2)-(4) described in Section 2.

Briefly, the algorithm works as follows. At the outset, for the original problem, a
feasible solution (from the search box $x_{Iter,Count}$) is computed using a local search method. The obtained minimum is called a feasible upper bound ($UBD$). Next, a valid lower bound ($LBD$) on the optimal objective function value is obtained using the minimum Bernstein coefficient value. After establishing the upper and lower bounds on the global minimum, we refine them. This is accomplished by successively subdividing the initial box $x_{Iter,Count}$ at the midpoint along the longest side, resulting in two smaller boxes ($x_{Iter,Count,1}$, $x_{Iter,Count,2}$). This procedure generates a nonincreasing sequence for the upper bound and a nondecreasing sequence for the lower bound. Within a finite number of subdivisions, the gap between $UBD$ and $LBD$ shrinks to the termination accuracy $\epsilon_t$. Finally, the algorithm terminates with the current upper bounding solution as the global solution.

**Algorithm hybrid Bernstein:** $[f^*, x^*] = HBBB(f, g, h, x, \epsilon_t, \epsilon_{zero}, Max\_Subdiv)$

**Inputs:** The objective function ($f$) and constraints ($g, h$) in the power form, the initial search box $x$, parameter $\epsilon_t$ as the termination accuracy, tolerance parameter $\epsilon_{zero}$ to which the equality constraints are to be satisfied, and $Max\_Subdiv$ as the maximum number of subdivisions to be performed to locate the global solution.

**Outputs:** A global minimum $f^*$ and global minimizers $x^*$ over a box $x$.

**BEGIN Algorithm**

1. {Initialization}
   - Set $Iter\_Count \leftarrow 0$, $Subdiv\_No \leftarrow 0$, $LBD \leftarrow -\infty$, $UBD \leftarrow \infty$, $x_{Iter,Count} \leftarrow x$, $x_{Iter,Count}^* \leftarrow m(x_{Iter,Count})$, $L_{Iter,Count} \leftarrow \{\}$.
2. {Upper bound computation}
   - Solve OPF (2)-(4) over $x_{Iter,Count}$ using a local search method. We use $x_{Iter,Count}^*$ as an initial point to start the optimization for a local NLP solver. Denote the obtained minimum as $f_{local}^{Iter,Count}$ and minimizers as $x_{Iter,Count}^\text{local}$. If $f_{local}^{Iter,Count}$ is feasible, and $f_{Iter,Count}^\text{local} < UBD$, then update $UBD$ as $UBD \leftarrow f_{Iter,Count}^\text{local}$.
3. {Subdivision}
   - Subdivide the current box $x_{Iter,Count}$ into two smaller subboxes
     - (a) $Subdiv\_No \leftarrow Subdiv\_No + 1$.
     - (b) Choose a coordinate direction $\lambda$ parallel to which $x_{Iter,Count}^\text{local}$ has an edge of maximum length, that is $\lambda \in \{i : \max(w(x_i)) = w(x), i = 1, \ldots, l\}$.
     - (c) Bisect $x_{Iter,Count}^\text{local}$ normal to direction $\lambda$, getting boxes $x_{Iter,Count,1}$ and $x_{Iter,Count,2}$, such that $x_{Iter,Count} = x_{Iter,Count,1} \cup x_{Iter,Count,2}$.
4. {Lower bound computation}
   - for $k = 1, 2$
     - (a) Find the Bernstein coefficients and the corresponding Bernstein range enclosure of the objective function ($f$) over $x_{Iter,Count,k}$ as $b_0(x_{Iter,Count,k})$ and $B_0(x_{Iter,Count,k})$, respectively.
     - (b) Set $f_{Iter,Count}^{global} := \min B_0(x_{Iter,Count,k})$.
     - (c) If $f_{Iter,Count}^{global} > UBD$, then go to substep (g).
     - (d) for $i = 1, 2, \ldots, m$
       - (i) Find the Bernstein coefficients and the corresponding Bernstein range enclosure of the inequality constraint polynomial ($g_i$) over $x_{Iter,Count,k}$ as $b_{gi}(x_{Iter,Count,k})$ and $B_{gi}(x_{Iter,Count,k})$, respectively.
     - (ii) If $B_{gi}(x_{Iter,Count,k}) > 0$, then go to substep (g).
     - (iii) If $B_{gi}(x_{Iter,Count,k}) \leq 0$, then go to substep (e)
     - (e) for $j = 1, 2, \ldots, n$
(i) Find the Bernstein coefficients and the corresponding Bernstein range enclosure of the equality constraint polynomial \((h_j)\) over \(x_{\text{Iter Count}, k}\) as \(b_{hj}(x_{\text{Iter Count}, k})\) and \(B_{hj}(x_{\text{Iter Count}, k})\), respectively.

(ii) If \(0 \notin B_{hj}(x_{\text{Iter Count}, k})\) then go to substep (g).

(iii) If \(B_{hj}(x_{\text{Iter Count}, k}) \subseteq [-\epsilon_{\text{zero}}, \epsilon_{\text{zero}}]\) then go to substep (f).

(f) Enter \((x_{\text{Iter Count}, k}, f_{\text{global}})\) into the list \(L_{\text{Iter Count}}\) such that the second members of all the items of the list do not decrease.

(g) end (of \(k\)–loop).

(5) \{Update iteration counter and lower bound\}

(a) Set \(\text{Iter Count} \leftarrow \text{Iter Count} + 1\).

(b) Update LBD to the minimum of the second entries over all the items in \(L_{\text{Iter Count}}\). Similarly, fetch the first entry corresponding to this minimum and denote it as \(x_{\text{Iter Count}}\). Also compute \(x_{\text{Iter Count}}^*\) as \(x_{\text{Iter Count}}^* \leftarrow m(x_{\text{Iter Count}})\).

(6) \{Termination condition\}

If \(\text{Subdiv No} < \text{Max Subdiv}\) or \(\text{UBD} - \text{LBD} > \epsilon_t\), then go to step 2. Else go to step 7.

(7) \{Compute global solution\}

Return the global minimum and global minimizers as \(f^* \leftarrow \text{UBD}, \) and \(x^* \leftarrow x_{\text{local}}\), respectively.

END Algorithm

Remark 4 The algorithm HBBB follows a classical subdivision procedure for the original box \(x\). As such, the feasible region for \(x\) shrinks with each iteration. Furthermore, the objective function value is a function of \(x\). Hence, the sequence of upper and lower bounds converge in the limit within a finite number of iterations (cf. Ratschek and Rokne (1988)).

Remark 5 The subdivision of \(x\) aids in raising the lower bound (computed using the Bernstein form) of the objective function value (cf. Patil, Nataraj, and Bhartiya (2012)), thereby speeding up the convergence of the algorithm HBBB.

Theorem 4.1 The algorithm HBBB based on the upper and lower bounding schemes converges to the global optimal solution.

Proof: The algorithm HBBB is both bound consistent (see Remark 4), and bound improving (see Remark 5). Hence, it is also convergent (Tawarmalani and Sahinidis (2002), Li and Sun (2010)).

Demonstrative Example: The strength of the algorithm HBBB is now demonstrated with a nonlinear optimization problem adapted from (Lebbah, Michel, and Rueher (2007)). We first demonstrate the strength of the algorithm HBBB with the previously reported Bernstein algorithm from Nataraj and Arounassalame (2011) in terms of the number of subdivisions and the computational time. Subsequently, we also demonstrate the merit of the algorithm HBBB in terms of the solution optimality when compared with the BARON solver.

Consider the following nonlinear optimization problem:

\[
\begin{align*}
\min_{x,y} & \quad f = x \\
\text{subject to} & \quad y - x^2 \geq 0 \\
& \quad y - x^2(x - 2) + 10^{-5} \leq 0 \\
& \quad x \in x = [-10, 10], \quad y \in y = [-10, 10]
\end{align*}
\]

\((P)\)
Figure 4. Geometrical representation of an optimization problem (P) (Lebbah, Michel, and Rueher (2007)).

Geometrically, this problem is shown in Figure 4. As pointed out by Lebbah, Michel, and Rueher (2007), the solution of the problem (P) lies in the neighborhood of the point $x \approx 3, y \approx 9$, with the global minimum as $f^* \approx 3$.

We observed that both the classical Bernstein algorithm and HBBB algorithm converged to the correct global solution reported by the Lebbah, Michel, and Rueher (2007) for the problem (P). However, the algorithm HBBB was found to be superior in term of its performance during the global search process (cf. Table 1). The algorithm HBBB required approximately 66% fewer subdivisions, thereby reducing the computational time required by approximately 30%.

Table 1. Performance comparison of the previously reported Bernstein algorithm in Nataraj and Arounassalame (2011) and the algorithm HBBB on the optimization problem (P).

<table>
<thead>
<tr>
<th>Performance metrics</th>
<th>Bernstein algorithm (Nataraj and Arounassalame (2011))</th>
<th>HBBB</th>
</tr>
</thead>
<tbody>
<tr>
<td>Number of subdivisions</td>
<td>294</td>
<td>100</td>
</tr>
<tr>
<td>Computational time (seconds)</td>
<td>2.53</td>
<td>1.78</td>
</tr>
</tbody>
</table>

Furthermore, the problem (P) was solved using BARON with an optimality tolerance $10^{-12}$ (i.e. in GAMS, set optca = 10E-12). BARON reported $f^* = 0$ as the global minimum, and $x^* = 0, y^* = 0$ as the global minimizers. This successfully demonstrates the merit of the algorithm HBBB when compared with BARON for this particular optimization problem.

5. Numerical results

In this section, we report results from solving the OPF problem for several benchmark IEEE power system models with our hybrid Bernstein algorithm (HBBB). The benchmark IEEE power system models were adapted from Zimmerman, Murillo-Sanchez, and Thomas (2011). We analyze the results from two perspectives. First, the performance of algorithm HBBB for several test cases (3-, IEEE 9-, IEEE 14-, IEEE 30-, and IEEE 39-bus systems) is compared with the performance of general purpose global optimization solvers like BARON (Tawarmalani and Sahinidis (2005)) and COUENNE (Belotti et al. (2009)). Subsequently, we study the computational time growth of the algorithm.
HBBB. This was achieved by increasing the number of subdivisions ($Max_{Subdiv}$) and tightening the termination accuracy ($\epsilon_t$) in the algorithm HBBB.

The algorithm HBBB was implemented in MATLAB (R2014a). All experiments were carried out on a desktop PC with an Intel® Core i7-5500U CPU processor running at 2.40 GHz with a 8 GB RAM. The termination accuracy $\epsilon_t$ and equality constraint feasibility tolerance $\epsilon_{zero}$ were both specified as $10^{-3}$. For testing with BARON and COUENNE solvers, all test cases were modeled in General Algebraic Modeling System (GAMS), and solved using the NEOS server for optimization (NEOS server (2018)).

**Case I** (Performance comparison with BARON and COUENNE solvers)

Table 2 shows the OPF solutions obtained using the different solution approaches for several benchmark test cases (3-, IEEE 9-, IEEE 14-, IEEE 30-, and IEEE 39-bus systems). Table 2 shows the different test cases and their corresponding numbers of optimization decision variables, apart from the following two performance metrics - computational time in seconds and the optimal fuel cost in $$/h. Specifically, we analyze the performance of the algorithm HBBB by setting the number of subdivisions to 25 and termination accuracy $\epsilon_t$ to $10^{-3}$. Figure 5 illustrates the comparison between the algorithm HBBB, BARON and COUENNE in terms of the computational time. It can be seen that algorithm HBBB was computationally slower compared with BARON for most test cases. However, algorithm HBBB performed exceptionally well for the IEEE 30-bus system test case wherein it was 94% faster than BARON. For some test cases (IEEE 14-, IEEE 30-, and IEEE 39-bus systems), COUENNE was found to be the slowest. On an average, COUENNE was 96% and 83% slower than algorithm HBBB and BARON, respectively. Furthermore, we also found that the algorithm HBBB was competitive in terms of locating the correct optimal solution for all the test cases when compared with with BARON.

Table 2. Comparison of the OPF cost ($f^*$, in $$/h) and computational time ($t$, in seconds) for benchmark IEEE test cases under different solution approaches.

<table>
<thead>
<tr>
<th>Test case</th>
<th>Number of decision variables</th>
<th>Performance metric</th>
<th>Solver/Algorithm</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>$f^*$</td>
<td>BARON</td>
</tr>
<tr>
<td>3-bus</td>
<td>12</td>
<td>$t$</td>
<td>5703.52</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>0.5</td>
</tr>
<tr>
<td>IEEE-9</td>
<td>24</td>
<td>$f^*$</td>
<td>5296.68</td>
</tr>
<tr>
<td>bus</td>
<td></td>
<td>$t$</td>
<td>0.2</td>
</tr>
<tr>
<td>IEEE-14</td>
<td>38</td>
<td>$f^*$</td>
<td>8081.53</td>
</tr>
<tr>
<td>bus</td>
<td></td>
<td>$t$</td>
<td>0.3</td>
</tr>
<tr>
<td>IEEE-30</td>
<td>72</td>
<td>$f^*$</td>
<td>576.89</td>
</tr>
<tr>
<td>bus</td>
<td></td>
<td>$t$</td>
<td>396.93</td>
</tr>
<tr>
<td>IEEE-39</td>
<td>98</td>
<td>$f^*$</td>
<td>41864.18</td>
</tr>
<tr>
<td>bus</td>
<td></td>
<td>$t$</td>
<td>4.25</td>
</tr>
</tbody>
</table>

$^1$ HBBB$^1$.
Case II (Computational time growth study)

In this case, we study the growth in computational time for algorithm HBBB with an increasing number of subdivisions (50, 100, 150) and tightened termination accuracy $\epsilon_t (10^{-8})$. Table 3 reports the results of our experiments. From Figure 6, it is observed that with an increase in the number of subdivisions, the computational time required increases almost linearly. However, no improvement in terms of optimality was observed when compared with the algorithm HBBB results reported in Case I. Furthermore, we also analyzed the degree to which the equality constraints in (3)-(4) are satisfied for the five OPF test cases considered in this work. This is particularly important as the power supply and demand need to be balanced in real-time. The results are shown in Table 4. We observed that at the optimal solution, the equality constraints are tightly satisfied for all the test cases considered in this study.

Table 3. Comparison of the cost function ($f^*$, in $/h$) and computational time ($t$, in seconds) for benchmark IEEE test cases solved using the algorithm HBBB with increasing number of subdivisions and tightened termination accuracy $\epsilon_t$.

<table>
<thead>
<tr>
<th>Test instance</th>
<th>Performance metric</th>
<th>Number of subdivisions ($\epsilon_t = 10^{-8}$)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>50</td>
</tr>
<tr>
<td>3-bus</td>
<td>$f^*$</td>
<td></td>
</tr>
<tr>
<td></td>
<td>$t$</td>
<td>3.44</td>
</tr>
<tr>
<td>IEEE-9 bus</td>
<td>$f^*$</td>
<td></td>
</tr>
<tr>
<td></td>
<td>$t$</td>
<td>8.25</td>
</tr>
<tr>
<td>IEEE-14 bus</td>
<td>$f^*$</td>
<td></td>
</tr>
<tr>
<td></td>
<td>$t$</td>
<td>32.43</td>
</tr>
<tr>
<td>IEEE-30 bus</td>
<td>$f^*$</td>
<td></td>
</tr>
<tr>
<td></td>
<td>$t$</td>
<td>52.42</td>
</tr>
<tr>
<td>IEEE-39 bus</td>
<td>$f^*$</td>
<td></td>
</tr>
<tr>
<td></td>
<td>$t$</td>
<td>109.20</td>
</tr>
</tbody>
</table>
6. Conclusions

In this work, we presented a new B&B scheme in the context of the OPF problem. Our scheme was based on the concept of sequential improvement in the upper and lower bounds of a B&B tree. The interesting feature of our approach was the use of the Bernstein polynomial form in conjunction with a local search method (a ‘hybrid’ algorithm HBBB in our terminology). The efficacy of the algorithm HBBB was compared with the previously reported Bernstein algorithm using a nonlinear optimization instance. Furthermore, the same optimization instance was also used to demonstrate the merits of the algorithm HBBB over the BARON solver. Further, to ascertain the practicability of the algorithm HBBB, we tested it on several benchmark IEEE OPF instances and compared its performance with well established global optimization solvers such as BARON and COUENNE. In terms of computational time, the algorithm HBBB was slower than BARON except for one test instance (IEEE 30-bus system), where it performed exceptionally well. On the other hand, the algorithm HBBB was found to be faster than COUENNE for most test cases. We note that the algorithm HBBB was able to achieve the same optimality as BARON and COUENNE in terms of fuel cost for the OPF problem.

The work reported in this paper can be extended in the following directions:
The OPF problem in this work was restricted to small to medium-size power systems (to be precise, 3- to IEEE 39-bus). It is well-known that the size of OPF problem grows enormously with the size of the power system network. In such circumstances, distributed optimization algorithms hold a lot of promise. As such, we plan to extend the algorithm HBBB into a distributed framework.

The problem formulation in this work considered a traditional fossil fuel based power generation network. The inclusion of intermittent renewable energy sources makes the OPF problem more challenging. In this scenario, solving the OPF problem requires the adoption of robust optimization procedures with chance constraints. In future, we plan to extend the algorithm HBBB to solve such problems.
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