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Supplement I 
 
Methodological Rationale   
The network models we estimated for the current article are based on (a) correlations between 
the RFs (see Supplement III) and (b) regularized partial correlations between RFs (see Figure 
1 in the article). The article focuses on the discussion of regularized partial correlation 
networks for two reasons. First, partial correlations between RFs indicate to which extent two 
RFs are associated with each other, while controlling for all other RFs in the network. This 
way, we get an indication about which RFs predict each other and to which extent.1 Second, 
we applied regularization to the partial correlations, as no partial correlation between RFs will 
be exactly zero.1 Thus, regularization was applied to set very small partial correlations, which 
are likely to be false positives, to exactly zero (i.e. those interrelations are not depicted in the 
networks), resulting in potentially sparse models that exclusively depict the meaningful RF 
interrelations.1  
 To obtain the partial correlations for the discussed networks, it is necessary to (1) 
estimate the variance-covariance matrix, (2) take the inverse of this matrix (called precision 
matrix), and (3) standardize the precision matrix.1 The standardized precision matrix then 
contains the partial correlations between the RFs, corrected for the respective other RFs in 
the matrix. In statistical terms, the corresponding graphical model for normally distributed, 
continuous variables is the Gaussian Graphical Model (GGM). Epskamp and colleagues1 have 
shown that the GGM network model is closely related to least-squares regression. Similarly, 
GGM and structural equation models (SEM) are quite comparable as they both entail a 
constrained covariance structure.2 Moreover, path models resemble network models with 
directed associations between variables (i.e. directed edges).2 Furthermore, Epskamp and 
colleagues3 have shown that network models based on dichotomous data, estimated as Ising 
models, can reveal probability distributions that are statistically equivalent to the distribution 
of latent variable models (i.e. multidimensional Item Response Theory (MIRT) models).  

Accordingly, in specific situations, network models can be equivalent to latent variable 
models and comparing methodologies of network models and (at the least) similar statistical 
models is thus not sufficient to justify our methodological choice. Yet, we believe that network 
models have several practical, as well as theoretical advantages for our research aim (óto 
estimate and compare the interrelated system of RFs for groups of adolescents with and 
without a history of adversityô). First of all, network models (as opposed to other methods such 
as SEM) not only can estimate many variable interrelations (or in our case factor score 
interrelations) at the same time, but can also visualize those in form of a network graph. In our 
opinion, those graphs are highly insightful, as they enable the reader to process the 
interrelation strength and connectivity patterns of many RFs at the same time. Second, 
network analysis also enables the calculation of coefficients that indicate which variables are 
most central (e.g. most strongly interrelated with other variables) in the model, which can be 
seen as straightforward summary metrics that supplement the network graphs. Notably, those 
interrelatedness (or ócentralityô) coefficients are usually not established and/or facilitated with 
SEM or path models. Third, and potentially most importantly, we believe that the underlying 
theory that nurtures our models ï namely that RFs, which are empirically found to help prevent 
psychopathological distress after adversity, may not necessarily function in isolation, but may 
function as a complex interrelated system ï goes along well with the theory of network 
modelling. Generally, network modelling puts the focus on the studied variables (or nodes) 
themselves,4 in our case the RFs, whereas for example latent variable models put the focus 
on an underlying latent concept that explains or is explained by the studied variables,4 e.g. 
such as an overall score for resilient functioning. Therefore, we think that network modelling 
facilitates the analysis of our specific research aim (óto estimate the interrelated system of RFs 
for groups of adolescents with and without a history of adversity (i.e. óexploratoryô) and to 
compare the two group networks with each other (i.e. óconfirmatoryô)), particularly well. Last, 
we would like to highlight that our manuscript includes several methodological techniques in 
addition to network modelling, which are all chosen based on the specific analysis goal. I.e. 



3 | P a g e 

 

our CA variable is derived from a latent class analysis, our RFs are estimated with confirmatory 
factor analyses, and our general distress variable is estimated with a bifactor model. 
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Supplement II 
 
Variable  Preparation  
The results of the polychoric confirmatory factor analyses (CFAs) for the RFs can be found in 
Table 1. We used the resulting latent factor scores of the RFs (i.e. standardized scores) as 
variables in the RF networks. We included recommendations from modification indices only if 
the suggestion could be theoretically underpinned, i.e. only if the suggested covariance was 
based on two similar worded items. Moreover, when items or item covariances led to negative 
(residual) variances, the respective item/covariance was removed from the CFA. This was 
done, as for models with negative (residual) variances factor scores cannot be established. 
For expressive suppression we used a scaled item score as variable (n = 1146), because 
expressive suppression was based on a single item. 

The one-factor CFA for self-esteem5 revealed a poor fit, even after the addition of two 
item covariances (Robust CFI = 0.96, Robust TLI = 0.94, Robust SRMR = 0.07, Robust 
RMSEA = 0.15, RMSEA 90% CI = 0.14 ï 0.15). Based on prior research we established a two 
factor CFA model, resulting in a positive and a negative self-esteem factor.6 Importantly, in a 
multiple-factor CFA we could not allow for covariances between factors. Allowing covariances 
between factors leads to inter-dependent factor scores. However, variables in networks 
cannot be based on inter-dependent scores, given that the aim of network analysis is to 
scrutinize the interrelation of variables and scrutinizing the interrelation of inter-dependent 
variables would be double dipping. Therefore, we established two one-factor models for 
positive and negative self-esteem, albeit being aware that the two models measure 
topologically similar concepts.6 

Based on Treynor, Gonzalez, and Nolen-Hoeksemaôs7 findings, we excluded 12 of the 
22 RRS (i.e. rumination) items that overlapped with validated depression items (i.e. items of 
the Beck Depression Inventory8,9) and utilized two separate rumination factors. Respectively, 
one rumination factor for brooding7,10 and one for reflection7. For the same reason as for self-
esteem, we established two one-factor CFAs for rumination.  
 
Table 1 
Polychoric Confirmatory Factor Analyses Conducted with the WLSMV Estimator 

Robust CFI  Robust TLI  Robust SRMR  Robust RMSEA  RMSEA 90% CI  

Friendship support11, 1 factor, 5 items, 1 additional item covariance, n = 1138 

0.99 0.99 0.03 0.07 0.05 ï 0.10 

Family support12, 1 factor, 5 items, 1 additional item covariance, n = 1122 

1.00 0.99 0.02 0.08 0.05 ï 0.10 

Family cohesion12, 1 factor, 7 items, 1 additional item covariance, n = 1129 

0.98 0.97 0.04 0.08 0.07 ï 0.10 

Positive self-esteem5, 1 factor, 5 items, 1 additional item covariance, n = 1148 

1.00 0.99 0.01 0.08 0.06 ï 0.11 

Negative self-esteem5, 1 factor, 5 items, 0 additional item covariances, n = 1151 

1.00 1.00 0.01 0.04 0.02 ï 0.07 

Rumination: Brooding7,10, 1 factors, 7 items, 1 additional item covariance, n = 1139 

0.99 0.98 0.03 0.06 0.05 ï 0.08 

Rumination: Reflection7, 1 factor, 5 items, 1 additional item covariance, n = 1148 

1.00 1.00 0.01 0.02 0.00 ï 0.06 

Distress tolerance13, 1 factor, 5 items, 1 additional item covariance, n = 1149 

0.98 0.96 0.04 0.14 0.12 ï 0.17 

Aggression14, 1 factor, 4 items, 0 additional item covariances, n = 1156 

1.00 0.99 0.03 0.03 0.00 ï 0.07 

Note. WLSMV = weighted least squares estimator with mean- and variance corrected test statistics and robust 

standard errors. CFI = Comparative fit index, TLI = Tucker-Lewis index, SRMR = Standardized root mean square 
residual, RMSEA = Root mean square error of approximation, CI = Confidence interval. 

 

Box-and-whisker plots with individual data points for the RFs (except expressive 
suppression) and the general distress variable can be found in Figure 1. Location and 
dispersion values for the RFs and the general distress variable can be found in Table 2. Due 
to the lack of variability we dichotomized aggression and expressive suppression RFs. Due to 
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deviations from normality for some of the remaining eight RFs, we transformed these eight 
factor scores and the general distress variable using the nonparanormal transformation.15  
 

                agg                         brd                           dst                         fmc                         fms 

 2 

   

                frn                           GD                          ngt                         pst                           rfl 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
No-CA  

 

CA 

Figure 1. Box-and-whisker plots with individual data points for the untransformed RFs (except 
expressive suppression) and the general distress variable, separately for CA (n = 638) and no-CA (n = 
501) groups. As expressive suppression contained three ordered categories (CA: 1 = 26, 2 = 183, 3 = 
408; noCA: 1 = 12, 2 = 117, 3 = 366) we considered box-and-whisker plots with individual data points 
as inappropriate. No-CA group = green individual data points, CA group = magenta individual data 
points. Center line = median (50% quantile); lower box limit =25% quantile; upper box limit = 75% 
quantile; lower whisker = smallest observation greater than or equal to the lower box limit - 1.5 x Inter 
Quartile Range (IQR); upper whisker = largest observation less than or equal to upper box limit + 1.5 x 
IQR; outliers = data points beyond the end of the whiskers. Legend:  Agg = aggression, brd = brooding, 
dst = distress tolerance, fmc = family cohesion, fms = family support, frn = friend support, ngt = negative 
self-esteem, GD = general distress, pst = positive self-esteem, rfl = reflective rumination.   
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Table 2 
Means and Standard Deviations or Frequencies for Untransformed RF and the General Distress 
Variables of CA (n = 638) and No-CA (n = 501) Groups 

 CA  No-CA 

Variable *1/*2/*3 N Mean(SD) / Median(IQR)  N Mean(SD) / Median(IQR)  

Friendship support (high) 606 -0.13 (.82) 480 -0.01 (.76)     

Family support (high) 585 -0.07 (.91) 481  0.08 (.85) 

Family cohesion (high) 585 -0.16 (.90) 488  0.18 (.81) 

Negative self-esteem (low) 610 -0.14 (.84) 488  0.05 (.77)      

Positive self-esteem (high) 611 -0.12 (.95) 486  0.16 (.88)     

Brooding (low) 604 -0.09 (.89) 486  0.07 (.87) 

Reflective rumination (low) 608 -0.07 (.84) 487 -0.01 (.82) 

Distress tolerance (high) 618 -0.12 (.91) 494  0.12 (.87) 

Aggression (low) 613 -0.24 (.61) 491 -0.11 (.44) 

Expressive suppression (low) 617  0.63 (1.86) 495  0.63 (1.86) 

General distress 616  0.08 (.65) 490 -0.10 (.65) 

Note. CA = childhood adversity, SD = standard deviation, IQR = inter quartile range. *1All RFs are scored in such 
a way that high values are protective (e.g. high levels of high friendship support or high levels of low negative self-
esteem) and low values are harmful (e.g. low levels of high friendship support or low levels of low negative self-
esteem). *2The continuous general distress variable is scored in such a way that the higher the value the higher 
the level of general distress. *3As expressive suppression contained three ordered categories we calculated the 
median and the inter quartile range, for all other variables the mean and the standard deviation were calculated. 
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Supplement III 
 
Association N etwork s for CA  and No-CA Groups  
For the no-CA group, the association network (i.e. zero-order correlations; see Figure 2) 
showed that all RFs are positively correlated, except for the two relationships between 
expressive suppression and distress tolerance as well as expressive suppression and positive 
self-esteem. Interestingly, in the association network of the CA group (see Figure 2), 
expressive suppression was negatively associated with distress tolerance, reflective 
rumination, friendship support, and brooding.  
 

CA No-CA 
2.a. Un-faded Association Networks 

 

 

 

 

2.b. Faded Association Networks 
 

 
 

 

 

Figure 2. Association network for the CA (n = 638) and the no-CA (n = 501) group. Width of the lines = 
association strength. Positive interrelations = blue, negative interrelations = red. Legend:  Frn = friend 
support, fms = family support, fmc = family cohesion, ngt = negative self-esteem, pst = positive self-
esteem, rfl = reflective rumination, brd = brooding, dst = distress tolerance, agg = aggression, exp = 
expressive suppression.  
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Supplement IV 

 

Adjacency Matrices of the Main M odels  
 friendship 

support 
family 
support 

family 
cohesion 

positive 
SE 

negative 
SE 

brooding reflection distress 
tolerance 

aggres-
sion 

exp. sup-
press. 

1: Weights  matrix for the lasso regularized RF network model of  the CA group  

friendship 
support 

- .023909 .028839 .080385        .148546 .000000  .000000  .000000  -.017070 -.071317 

family 
support 

 -             .587941       .031853  .017381 .000000         .000000  .000000 .058560  .036042 

family 
cohesion 

  -  .088599  .000000 .144786         .000000  .050993 .056685 .085883 

positive 
SE 

   - .455981 .009506 .000000 .078308 .000000 .013499 

negative 
SE 

    - .355060 .025007 .088398 .144010 .017677 

brooding      - .512462 .034055 .046442 .000000 

 

reflection       -  .018345  -.058021  -.046307 

 

distress 
tolerance 

       - .000000  -.096202 

aggres-
sion 

        -  .000000 

 

exp. sup-
press. 

         - 

2: Weights matrix for the lasso regularized RF network model of  the no -CA group  

friendship 
support 

- .019055 .057729 .057601 .085972 .107758 .000000 .055556 .094934 .099539 

family 
support 

 -             .548010 .078507 .000000 .000000 .000000 .000000 .117245 .070202 

family 
cohesion 

  -  .088205 0.020039 .038283 .011123 .000000 .091018 .086695 

positive 
SE 

   - .424114 .015679 .000000 .094866 .000000 -.025461 

negative 
SE 

    - .356621 .000000 .024278 .147978 .000000 

brooding      - .450166 .033913 .134804  .000000 

reflection       -  .070500  .000000  .000000 

distress 
tolerance 

       - .000000 -.060563 

aggres-
sion 

        -  .000000 

exp. sup-
press. 

         - 

3: Weights matrix for the lasso regularized RF network model of  the CA group , including general distress  

GD -.195287 -.008303 -.089868 -.156796 -.374769 -.351656 -.046490 -.093833 

 

-.228264 .062298 

friendship 
support 

- .038692 .013288 .041158 .073642 .000000 -.106482 .000000 -.125764 -.106961 

family 
support 

 -             .606414 .042512 .000000 .000000 .000000 -.041521 .066804 .041998 

family 
cohesion 

  -  .058362      -.025743 .097499 .000000 .082392 .041399 .118914 

positive 
SE 

   - .375004 .000000 -.084934 .071999 -.082701 .039164 

negative 
SE 

    - .134735 .069420 .050035 .088657 .089301 

brooding      - .493546 .000000 .012984 

       

-.014994 

reflection       -  .018847 -.150017 -.065218       

distress 
tolerance 

       - -.044511       -.128313      

aggres-
sion 

        -  .000000     

exp. sup-
press. 

         - 
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4: Weights matrix for the lasso regularized RF network model of the no -CA group, including general distress  

GD -.055698 .000000 -.065887 -.096395 -.402710 -.366777 -.070095 -.020364 -.235897 .000000 

 

friendship 
support 

- .019879 .054140 .044121 .059302 .077595 .000000 .048046          .075566 .090010          

family 
support 

 -             .542330           .074108        .000000 .000000           .000000           .000000          .111047          .065862         

family 
cohesion 

  -  .073279 .000000 .010217 .000000           .000000          .069631 .081735         

positive 
SE 

   - .331164 .000000 .000000 .086838 .000000 -.012585          

negative 
SE 

    - .139278 .000000 .012990 .026746 .000000          

brooding      - .370515   .024028         .027801        .000000          

reflection       -  .060800 .000000 .000000          

distress 
tolerance 

       - .000000 -.051089 

aggres-
sion 

        -  .000000 

exp. sup-
press. 

         - 

Note. CA = childhood adversity (yes: n = 638, no: n = 501); SE = self-esteem; Exp. suppress. 

= expressive suppression; GD = general distress. 
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Supplement V 

 

Interconnectedness of RFs  

In both the CA and the no-CA regularized partial correlation networks there were particularly 
strong positive relationships between high family cohesion and high family support 
(regularized partial correlation (reg-pcor) CA = .59, no-CA = .55), low brooding and low 
reflective rumination (reg-pcor CA = .51, no-CA = .45), low negative and high positive self-
esteem (reg-pcor CA = .46, no-CA = .42), and between low brooding and low negative self-
esteem (reg-pcor CA = .36, no-CA = .36). Interestingly, low expressive suppression was 
associated with high positive self-esteem and low friendship support in the CA network, which 
was reversed in the no-CA network (i.e. low expressive suppression with low positive self-
esteem and high friendship support). Furthermore, in the CA network low aggression was 
associated with low friendship support, whereas the opposite pattern was revealed in the no-
CA network (i.e. low aggression with high friendship support). 

To examine the interrelatedness of the RFs, we calculated three coefficients. Node 
strength is the sum of the interrelation values (e.g. regularized partial correlations) of a given 
RF with all directly related RFs (i.e. the sum of the absolute values of the RF interrelations).16,17 
Expected influence is based on the formula of node strength, but takes negative relationships 
between RFs into account (i.e. the sum of the relative values of the RF interrelations).17 Node 
predictability is defined as the amount of variance of each RF that is explained by the directly 
related RFs (i.e. absolute metric ranging from zero to 100 percent explained variance).18 Node 
strength, expected influence and predictability had very similar RF importance rankings (Table 
3). In sum, the self-esteem, brooding, and family RFs had the highest strength, expected 
influence and predictability values. Interestingly, low expressive suppression had a negative 
expected influence coefficient for the CA group (-0.06), but a positive coefficient for the no-CA 
group (0.17). 
 
 
Table 3 

Node Strength (S), Expected Influence (EI), Node Predictability (P), and the Belonging Coefficient 
Rank in Parenthesis, for Networks without the General Distress Variable 

CA negative 
SE 

brooding  family 
cohesion  

positive 
SE  

family 
support  

reflection  aggression  friendship 
support  

expressive 
suppression  

distress 
tolerance  

 

Strength 
 

 1. 2. 3. 4. 5. 6. 7. 8. 9. 10. 
yes 1.25 1.10 1.04  0.76 0.76 0.66 0.38 0.37 0.37 0.37 
no 1.06 1.14 0.94 0.78 0.83 0.53 0.59 0.58 0.34 0.34 
 2. 1. 3. 5. 4. 8. 6. 7. 9. 10. 

 

Expected Influence 
 

 1. 2. 3. 4. 5. 6. 7. 8. 10. 9. 
yes 1.25 1.10 1.04 0.76 0.76 0.45 0.23 0.19 -0.06 0.17 
no 1.06 1.14 0.94 0.73 0.83 0.53 0.59 0.58 0.17 0.22 
 2. 1. 3. 5. 4. 8. 6. 7. 10. 9. 

 

Predictability 
 

 2. 1. 3. 6. 4. 5. 10. 7. 9. 8. 
yes 0.57 0.61 0.54 0.42 0.48 0.44 0.00 0.14 0.07 0.11 
no 0.52 0.53 0.48 0.42 0.47 0.34 0.02 0.18 0.02 0.08 
 2. 1. 3. 5. 4. 6. 9. 7. 10. 8. 

Note. CA = Childhood adversity (yes: n = 638, no: n = 501). SE = Self-esteem.  
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Supplement VI 

 
Robustness  Analyses: Accuracy and Stability of the RF Network Models  
To test the accuracy of the regularized partial correlation RF models we bootstrapped the RF 

interrelations (N boot = 2000) and to test the stability of the node strength and expected 

influence coefficients we applied a subset bootstrap (N boot = 2000). For CA and no-CA 

groups, family support and family cohesion had the highest interrelation, followed by reflective 

rumination and brooding, negative and positive self-esteem, as well as by negative self-

esteem and brooding (Figure 3). Additional analyses showed that these four RF interrelations 

differed significantly from all other RF interrelations. The bootstrapped interrelation CIs had 

an acceptable width and we concluded that our models had a sufficient RF interrelation 

accuracy. With regard to the node strength and expected influence stability, we found for the 

CA network that up to 74.9 percent of the sample could be dropped to reveal (with a 95 percent 

likelihood) an association of minimal 0.7 between the subset and the original node strength 

(or expected influence) coefficients. This subset dropping percentage, of both node strength 

and expected influence, was 75 for the no-CA network. Therefore, we concluded that our 

models had a sufficient stability of the node strength and expected influence coefficients. 

 

3.a. RF Interrelation Accuracy for the CA Group 
 

 

familysupport ī familycohesion 
broodingī reflection 
positiveselfesteemī negativeselfesteem 
negativeselfesteemī brooding 
friendsupportī negativeselfesteem 
familycohesionī brooding 
negativeselfesteemī aggression 
familycohesionī positiveselfesteem 
negativeselfesteemī distresstolerance 
familycohesionī expressivesuppression 
friendsupportī positiveselfesteem 
positiveselfesteemī distresstolerance 
familysupportī aggression 
familycohesionī aggression 
familycohesionī distresstolerance 
broodingī aggression 
familysupportī expressivesuppression 
broodingī distresstolerance 
familysupportī positiveselfesteem 
friendsupportī familycohesion 
negativeselfesteemī reflection 
friendsupportī familysupport 
reflectionī distresstolerance 
negativeselfesteemī expressivesuppression 
familysupportī negativeselfesteem 
positiveselfesteemī expressivesuppression 
positiveselfesteemī brooding 
friendsupportī brooding 
friendsupportī distresstolerance 
familysupportī reflection 
familysupportī brooding 
aggressionī expressivesuppression 
familycohesionī negativeselfesteem 
familycohesionī reflection 
distresstoleranceī aggression 
familysupportī distresstolerance 
positiveselfesteemī aggression 
positiveselfesteemī reflection 
broodingī expressivesuppression 
friendsupportī reflection 
friendsupportī aggression 
reflectionī expressivesuppression 
reflectionī aggression 
friendsupportī expressivesuppression 
distresstoleranceī expressivesuppression 
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3.b. Node Strength and Expected Influence Stability for the CA Group 

 

 
 

3.c. RF Interrelation Accuracy for the No-CA Group 
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reflectionī aggression 
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distresstoleranceī expressivesuppression 

 

 
 


