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Abstract—In this paper, we investigate the communication channel capacity among hippocampal pyramidal neurons. To this aim, we study the processes included in this communication and model them with realistic communication system components based on the existing reports in the physiology literature. We consider the communication between two neurons and reveal the effects of the existence of multiple terminals between these neurons on the achievable rate per spike. To this objective, we derive the power spectral density (PSD) of the signal in the output neuron and utilize it to calculate the rate region of the channel. Moreover, we evaluate the impacts of vesicle availability on the achievable rate by deriving the expected number of available vesicles in input neuron using a realistic vesicle release model. Simulation results show that number of available vesicles for release does not affect the achievable rate of neuro-spike communication with univesicular release model. However, in neurons that multiple vesicles can release from each synaptic terminal, achievable rate is significantly affected by depletion of vesicles. Moreover, we show that increasing the number of synaptic terminals between two neurons makes the synaptic connection stronger. Hence, it is an important factor in learning and memory, which occur in the hippocampal region of the brain based on the synaptic connectivity.

I. INTRODUCTION

Nanomachines have limited capabilities in computing, data storing, sensing and actuation as a result of their size. Hence, they need to establish networks with each other to become capable for more complex tasks. Among the proposed paradigms for nanonetworks, molecular communication, in which molecules are used to encode, transmit and receive information, is the most promising paradigm since this communication exists in the structure of any living organism and is a biocompatible and biostable solution [1]. One of the significant mechanisms for molecular communication inside the human body is the ultra-large scale network of nerve cells, i.e., neurons, which is known as nanoscale neuro-spike communication [2]. Realistically modeling, analyzing and understanding communication theoretical capabilities of the neuro-spike communication channel contribute to the development of bio-inspired solutions for nanonetworks and ICT-inspired solutions for neural diseases caused by dysfunction of intra-body nanonetworks [3].

The fundamental processes of neuro-spike communication are depicted in Fig. 1 [4]. Main parts of each neuron participating in this communication are (i) dendrites, receivers of a neuron, where the signal is received as positive or negative changes in the membrane potential, (ii) soma, the processing unit where the decision of receiving a signal is made, (iii) axon, the communication channel between soma and pre-synaptic terminals, and (iv) pre-synaptic terminals, the transmitting points of the neuron. The input neuron encodes its information in spike trains, which are transmitted to the pre-synaptic terminals through axon. Arrival of a spike to the pre-synaptic terminal initiates release of vesicles containing a group of neurotransmitters to the synapse, i.e., the gap between input and output neuron. These neurotransmitters then diffuse through synapse until reaching output neuron, where they bind to the receptors of the output neuron and cause changes in its membrane potential.

There has been some research concentrating on functionality of neurons from the perspective of communication theory. One such a study is [2], where an end-to-end communication channel model is introduced for neuro-spike communication. Another model is given in [5], where the biological processes within this communication are modeled by their frequency response. The fundamental events during synaptic transmission are considered in [6], where the capacity lower bounds of a point-to-point synaptic transmission is derived by signal estimation and detection paradigms. The performance of
spike detection in neuro-spike communication with axonal noise is studied in [7]. In [8], [9], the achievable rate of this communication is studied under different channel models. The multiple-access among hippocampal-cortical neurons is considered in [8], where the effect of the number of presynaptic neurons is studied on the achievable post-synaptic rate. The ergodic capacity of the Multiple-Input Multiple-Output (MIMO) synaptic communication channel is derived in [10]. Although all of the studies consider existence of one synaptic connection between an input and output neuron, multiple synapses may exist between a pair of hippocampal pyramidal neurons as it is shown in [11], [12]. Hence, these models cannot accurately capture the communication capabilities of hippocampal pyramidal neurons.

The main contribution of our work is deriving information rate of communication among hippocampal pyramidal neurons using a more realistic channel model. For this objective, we utilize a realistic pool-based synapse model and consider the existence of multiple synapses between an input and output neuron. Our motivation is that the learning and memory, which occur in the hippocampal region of the brain, are based on the synaptic connectivity and its strength. Hence, in this paper, we perform analysis to observe how the vesicle release process, vesicle pool features, and existence of multiple terminals between two neurons affect the strength of the overall synaptic connection. Results of this study give us insight on design of communication paradigms for nanomachines, implementation of learning and memory in artificial neurons and realization of artificial neural systems.

The remainder of this paper is organized as follows. In Section II, a realistic channel model for neuro-spike communication is explained. Then, the power spectral density (PSD) of the signal and noise components in the post-synaptic neuron are calculated in Section III. Moreover, derived PSDs are used to obtain the rate region of communication among these neurons. In Section IV then, the total achievable rate per spike at the post-synaptic neuron of the introduced communication channel model is quantitatively compared with the existing channel models with single synaptic terminal to find the effect of increasing the number of terminals between a pair of neurons on the achievable rate. Moreover, the dependence of the achievable rate on dynamics of vesicle pool size and vesicle release process are investigated through simulations. Finally, the paper is concluded in Section V.

II. NEURO-SPIKE COMMUNICATION MODEL

As shown in Fig. 2, we utilize a mathematical model for point to point neuro-spike communication among a pair of hippocampal pyramidal neurons. The input of this communication channel is the environmental stimulus shown by \( m(t) \) in Fig. 2, which is modeled by a wide-sense stationary (WSS) process with bandwidth \( B_m \) in [8]. The neural response to this stimulus is modeled by a linear-nonlinear-Poisson (LNP) filter in [13], where \( m(t) \) is first passed from a linear weighting filter, whose output is derived in [8] by

\[
v(t) = m(t) * k(t) = m(t) * \left[ \frac{1}{C} \exp\left(-\frac{t}{RC}\right) u(t) \right]. \tag{1}
\]

In (1), \( u(t) \) and \( k(t) \) are the Heaviside step function and a low-pass filter with parameters \( R \) and \( C \) corresponding to the soma resistance and capacitance, respectively. Then, \( v(t) \) is passed through a point non-linearity block given by

\[
f(v(t)) = \frac{1}{1 + \exp\left[-a_0 (v(t) - v_0)\right]}, \tag{2}
\]

where \( a_0 \) and \( v_0 \) are firing rate control parameter and voltage at half the maximum firing rate, respectively. Finally, the response of the neuron to stimulus, i.e., spike train, is generated by a Poisson distribution with inhomogeneous spike rate defined as \( \lambda(t) = \lambda_{max} f(v(t)) \). The Poisson spike train, \( S(t) \), can be formulated as \( S(t) = \sum_{h=1}^{N_{pois}(t)} \delta(t-t_h) \), where \( t_h \) is the occurrence time of the \( h^{th} \) spike and the mean of the Poisson arrival depends on the input, \( \lambda(t) \), by

\[
E[N_{pois}(t)] = \int_0^t \lambda(\tau) \, d\tau.
\]

The spike train, i.e., \( S(t) \), is then transmitted to presynaptic terminals through axon. Although the shape of the

![Fig. 2. Neuro-spike communication model for information transmission among two hippocampal pyramidal neurons.](attachment:image.png)
spike may change during axonal transmission [14], more experimental data is needed to accurately model functionality of axon [15]. Hence, we consider the axon as an ideal fiber, which is a fairly accurate model for hippocampal pyramidal neurons since their axonal transmission is highly reliable due to the existence of myelin sheaths and Node of Ranvier [5].

Arrival of each spike to the pre-synaptic terminal initiates release of vesicles to the synapse. Since after each vesicle release only the reserve vesicles that are closest to the release site have a significant probability for filling the vacancy [16], we use the single-pool model shown in Fig. 3 for vesicle release, where the ready pool (RP) has a limited capacity $N_0$, which is the number of readily releasable vesicles (RRVs) in this pool when the neuron is not stimulated for a long time and all RRVs are refilled, and each vacancy is refilled at a rate independent of the reserve pool size. Moreover, $P_r(N)$ is the release probability per stimulus when the RP has $N$ vesicles with $N \leq N_0$, $\tau_D$ is the mean recovery time of a vacancy replenishment, and $P_r(\tau_D, t)$ is the probability of one vacancy replenishment after $t$ second. Since the number of vesicles ready to be docked in neurons is much higher than $N_0$ [16], the recovery of a vacancy can be modeled by the first event from a Poisson process [17]. Hence, vacancy replenishment probability can be written as $P_r(\tau_D, t) = 1 - \exp\left(-\frac{t}{\tau_D}\right)$ and the expected number of vacancy replenishments is $(N_0 - N)\left(1 - \exp\left(-\frac{t}{\tau_D}\right)\right)$.

Based on the biological studies, only one vesicle can be released per action potential from each release terminal in hippocampal pyramidal neurons [18]. However, multiple synapses may exist between a pair of hippocampal pyramidal neurons [11], [12], which results in the release of more than one vesicle to all synapses between two neurons. Hence, we consider the existence of multiple synaptic terminals between an input and output neuron and use univiscular release constraint for each terminal. As shown in the stochastic vesicle release block of Fig. 2, the release of vesicles after arrival of each spike to the pre-synaptic terminal occurs with probability $P_r(\text{Rel})$, which is derived by

$$P_r(\text{Rel}) = \sum_{k=1}^{n_t} P_r(k \text{ release}),$$  

where $P_r(k \text{ release})$ is the probability of releasing $k$ vesicles from $n_t$ terminals. As we have shown in [19], $P_r(k \text{ release})$ can be derived from Poisson Binomial distribution with mean, $\mu = \sum_{i=1}^{n_t} P_r(N_i)$, and variance, $\sigma^2 = \sum_{i=1}^{n_t} P_r(N_i)(1 - P_r(N_i))$, where $P_r(N_i) = 1 - \exp(-N_i \alpha_i)$ is the probability of release of one vesicle from $i$th pre-synaptic terminal when $N_i$ vesicles are ready to be released in the terminal and the release rate can be calculated by $\alpha_i = \int \lambda(t) dt$, where the integral is taken over duration of the spike [8].

For the next spike arrival, we update the number of RRVs. The expected number of releases from a terminal with $N_i$ RRVs is equal to $P_r(N_i)$. Hence, after arrival of a spike, the expected number of RRVs becomes $N_i - P_r(N_i)$. If we consider $\tau_{D,i}$ and $N_{0,i}$ as the mean recovery time of the vacancy replenishment and the capacity of RP in $i$th synaptic terminal, the expected number of RRVs for next spike arrival in this synaptic terminal becomes

$$N_i^n = N_i - P_r(N_i) + (N_{0,i} + P_r(N_i))(1 - \exp\left(-\frac{\Delta t}{\tau_{D,i}}\right)),$$

where $\Delta t$ is the time interval between two spikes.

Released neurotransmitters diffuse through synapses towards the receptors of the post-synaptic neuron. Their binding to these receptors stimulates the post-synaptic neuron. Since the response of AMPA and NMDA receptors are dominant [4], and the ratio of the ionic flow entering the post-synaptic neuron through AMPA and NMDA receptors is constant for different synapses to a neuron [20], we neglect other receptors in our model and choose the average number of bound AMPA receptors equal to a fixed ratio, $0 \leq \tau_1 \leq 1$, of total bound receptors. The response of AMPA and NMDA receptors is modeled with an alpha function in [2] as

$$\alpha(t, \tau) = h_{\text{max}} \frac{t}{\tau} \exp\left(1 - \frac{t}{\tau}\right) u(t),$$

where $\tau$ is a constant related to the type of the receptor and $h_{\text{max}}$ is the maximum of the response. We define $\alpha_A(t) = \alpha(t, \tau_1)$, and $\alpha_N(t) = \alpha(t, \tau_2)$, for AMPA, and NMDA receptors, respectively, with $\tau_2 > \tau_1$.

To model the trial-to-trial variablility in the maximum amount of the membrane potential change in the post-synaptic neuron upon release of a vesicle, we multiply the amplitude of the response of each receptor with a random variable $q$ with probability distribution of $P(q)$ [6]. $P(q)$ is modeled by a gamma distribution in the literature [8] as

$$f(q; p_s, p_r) = \frac{p_r}{\Gamma(p_s)} (p_r q)^{p_r-1} \exp(-p_r q),$$

with $q \geq 0$ and $p_s, p_r > 0$, where $p_s$ and $p_r$ are shape and rate parameters of gamma distribution, respectively, and $\Gamma(p_s)$ is the gamma function and is calculated by

$$\Gamma(p_s) = \int_0^\infty x^{p_s-1} e^{-x} dx.$$  

As we model trial-to-trial variability with random variable $q$, we assume that a fixed number of released neurotransmitters from each vesicle, $N_{N_k}$, bind to the receptors of output neuron. Hence, release of $K$ vesicles to all synapses among two neurons causes receiving of $j = N_{N_k} K$ neurotransmitters with $a = \lfloor r j \rfloor$ of them bound to AMPA receptors, where $\lfloor r j \rfloor$ is the largest integer number less than $r j$.

Post-synaptic membrane voltage is corrupted with noise sources like thermal noise, channel noise and synaptic noise due to the multiple access to the synapse from thousands
of neurons. Since the signal of different neurons has the same random structure, probability density function of the post-synaptic noise, shown by $n(t)$ in Fig. 2, converges to a Gaussian process due to the central limit theorem [2], [6].

III. Achievable Rate Region Analysis

In this work, we evaluate the performance of the neuro-spike communication based on the achievable rate upon arrival of a spike to the pre-synaptic terminals at time $t_h$. The received signal in the post-synaptic neuron can be written as

$$y(t) = \sum_{i=1}^{n_v} \left( \sum_{k=1}^{N_{S_i}} (q_{ik} \alpha_{ik}(t-t_h)) x_i \right) + n(t), \quad (8)$$

where $q_{ik}$ and $n(t)$ are variable quantal amplitude for $k$th neurotransmitter released from $i$th terminal and noise in the post-synaptic neuron, respectively, and

$$\alpha_{ik}(t) = \begin{cases} \alpha_A(t), & \text{AMPA receptors} \\ \alpha_N(t), & \text{NMDA receptors} \end{cases} \quad (9)$$

$$x_i = \begin{cases} 0, & 1 - Pr(N_i) \\ 1, & Pr(N_i) \end{cases} \quad (10)$$

Our objective is to find the achievable rate per spike in the post-synaptic terminal. Hence, we calculate the PSD of the signal and noise received at the post-synaptic neuron.

In [8], with simplifying point non-linearity of LNP filter, PSD of the time averaged version of $S(t)$, which is a WSS process if we assume that $S(t)$ is ergodic, is calculated as

$$S_S(f) = \bar{\lambda}^2 \delta(f) + (\bar{\lambda}b)^2 S_v(f) + \bar{\lambda}, \quad (11)$$

where $S_v(f)$, i.e., $S_v(f)$, $b$ and the mean firing rate, i.e., $\bar{\lambda}$ are defined as follows:

$$S_v(f) = \frac{R^2}{1 + (2\pi f R C)^2} S_m(f) \quad (12)$$

$$b = \frac{a_0 \lambda_{max}}{4\bar{\lambda}} P\left(|v(t) - v_\frac{1}{2}| \leq \frac{2}{a_0}\right) \quad (13)$$

$$\bar{\lambda} = \lambda_{max} \frac{2 - a_0 v_\frac{1}{2}}{4} P\left(|v(t) - v_\frac{1}{2}| \leq \frac{2}{a_0}\right)$$

$$+ \lambda_{max} P\left(v(t) - v_\frac{1}{2} \geq \frac{2}{a_0}\right) \quad (14)$$

In (12)-(14), $S_m(f)$ is the PSD of $m(t)$, which has a zero mean normal distribution with variance $\sigma_m^2$, and $P(A)$ depicts the probability of occurrence of event $A$.

Same as [8], we assume that the reserve pool refills released RRVs immediately and derive the achievable rate of the communication. Then, for the first time in the literature, we evaluate impacts of ready pool statistics on achievable rate in next section, where we conclude that this assumption does not affect the achievable rate of channel with multiple synaptic terminals when univesicular release model is used. Hence, the closed form equation that we derive in this section gives the achievable rate of this communication even when vesicle pool statistics are realistically modeled.

The arrival of action potentials to the pre-synaptic terminals has Poisson distribution with rate $\lambda(t)$ and the expected number of released vesicles per action potential is $P_r(N_{0,i})$ for $i$th synaptic connection. Hence, the vesicles released from $i$th pre-synaptic terminal has Poisson distribution with rate $P_r(N_{0,i})\lambda(t)$. Thus, PSD of vesicle release from $i$th terminal, for $1 \leq i \leq n_v$, can be obtained from (11) as

$$S_{V_iR}(f) = (P_r(N_{0,i}))^2 \left[ \bar{\lambda}^2 \delta(f) + (\bar{\lambda}b)^2 S_v(f) \right] + P_r(N_{0,i})\bar{\lambda}. \quad (15)$$

Moreover, PSD of $u_{ik}(t)$, i.e., the signal of $k$th released neurotransmitter from $i$th terminal after scaling with variable quantal amplitude $q_{ik}$, can be written as

$$S_{w_{ik}}(f) = \left(\bar{q}P_r(N_i)\right)^2 \left[ \bar{\lambda}^2 \delta(f) + (\bar{\lambda}b)^2 S_v(f) \right]$$

$$+ \left(\bar{q}^2 + \bar{q}^2\right) P_r(N_i)\bar{\lambda}$$

$$= S_{w_i}(f), \quad (16)$$

where $1 \leq k \leq N_{S_i}$. Hence, the PSD of the output is derived as

$$S_y(f) = \sum_{i=1}^{n_v} S_{w_i}(f) \sum_{k=1}^{N_{S_i}} |H_{ik}(f)|^2 + S_{n_o}(f). \quad (16)$$

where $H_{ik}(f)$ is the Fourier transform of $\alpha_{ik}(t)$ and $S_{n_o}(f)$ is the PSD of the noise $n(t)$. Hence, the channel rate region can be achieved by

$$rate < \int_{-B/2}^{B/2} \log \left(1 + \sum_{i=1}^{n_v} \frac{S_{w_i}(f) \sum_{k=1}^{N_{S_i}} |H_{ik}(f)|^2}{S_{n_o}(f)} \right) df. \quad (17)$$

IV. Performance Evaluation

To find the effect of our vesicle release model on the performance of the neuro-spike communication, we compare the achievable rate of our communication model with models considering existence of single terminal with univesicular and multivesicular release [8], [9] by using the numerical parameters given in Table I. Two factors are important in the achievable rate: (i) average release probability of a vesicle, i.e., $P_v = 1 - \exp(-\alpha_v)$, and (ii) number of RRVs. To investigate the dependence of the achievable rate of this communication on $P_v$, we utilize (17), where variations in the number of RRVs as a result of vesicle release are ignored. Then, we analyze variations in the number of RRVs by utilizing the updating mechanism of expected number of RRVs given in (4) and reveal the impacts of these variations on the achievable rate by simulations.

A. Dependency of Achievable Rate on Release Probability

The achievable rate for different vesicle release probabilities by utilizing a fixed number of RRVs for different terminals is illustrated in Fig. 4. The outcomes of this figure can be itemized as follows.

- Increasing the probability of vesicle release, $P_v$, improves the achievable rate of all models.
In models with univesicular release, only one vesicle can be released from each terminal per spike. Hence, the achievable rate saturates by increasing the probability of vesicle release, $P_v$. However, in the synaptic terminal with multivesicular release, all vesicles are free to release upon arrival of one spike. Hence, the expected number of vesicle releases, thus, the achievable rate of the neuro-spike communication, increases by vesicle release probability, $P_v$. Thus, the increase in the achievable rate due to increase in vesicle release probability, $P_v$, is more in synaptic terminal with multivesicular release model.

The number of vesicles released, thus, the achievable rate, increase with the number of terminals. Hence, existence of multiple terminals between two neurons strengthens the synaptic connectivity.

### B. Dependency of Achievable Rate on Availability of Vesicles

Next step is finding how the variation in the number of RRVs due to the vesicle depletion affects the achievable rate. To reach this aim, we reveal the variations in the number of RRVs for a synaptic terminal under univesicular and multivesicular release scenarios first. Then, we find the achievable rate by using simulation in which the number of RRVs vary by each vesicle release and vacancy replenishment.

To find the effects of univesicular and multivesicular release scenarios on the number of RRVs, we consider that a synaptic terminal has 10 RRVs, which is the nearest integer to the mean of the capacity of RP stated in Table I, then we assume that the probability of vesicle release per spike, $P_v$, is constant in the terminal and give spike train with different $\lambda$, selected based on the simulation results reported in [8], as input of this synaptic terminal. The expected number of RRVs for univesicular and multivesicular release models with different amount of release probability per spike, $P_v$, are shown in Fig. 5. Based on this figure, (i) the expected number of RRVs decreases by increasing the probability of vesicle release per spike, $P_v$, (ii) the number of RRVs in a synaptic terminal under univesicular release model is higher than multivesicular release model since the expected number of releases per spike from each terminal is higher in multivesicular release model and the neuron does not have enough time to refill the pool of RRVs, and (iii) increasing rate of spike train, i.e., $\lambda$, decreases the number of RRVs in both univesicular and multivesicular release scenarios since the neuron has lower recovery time at higher rates, moreover, it has a stronger affect on the multivesicular release model.

Finally, the achievable rate of neuro-spike communication for different values of the vesicle release probability, $P_v$, when number of RRVs vary due to the vesicle release and vacancy replenishment is shown in Fig. 6. By comparing Fig. 4 and Fig. 6, we conclude that changes in number of RRVs does not affect the achievable rate of the channel with univesicular release since in this model, only one vesicle can be released from each terminal and the synaptic terminal has more than 1 RRV as it is shown in Fig. 5. Hence, the closed form equation derived in (17) gives the achievable rate of neuro-spike communication with multiple synaptic terminals, in which univesicular release model is used, even when the statistics of ready pool are not ignored. However, considering the changes in the number of RRVs decreases the achievable rate of the communication under multivesicular release.

### TABLE I

**Simulation parameters for synaptic channel model**

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Symbol</th>
<th>Value</th>
<th>Ref.</th>
</tr>
</thead>
<tbody>
<tr>
<td>Mean and variance of white Gaussian stimulation</td>
<td>$E[n]$ and $\sigma^2_n$</td>
<td>0 and 1</td>
<td>[8]</td>
</tr>
<tr>
<td>Number of synaptic terminals</td>
<td>$n_2$</td>
<td>Between 1 and 5</td>
<td>[12]</td>
</tr>
<tr>
<td>Firing rate control parameter and maximum firing rate</td>
<td>$a_0$ and $\lambda_{max}$</td>
<td>$\frac{1}{0.029}$ and 36.03 Hz</td>
<td>[8]</td>
</tr>
<tr>
<td>Voltage at half the maximum firing rate</td>
<td>$v_\frac{1}{2}$</td>
<td>0.036 V</td>
<td>[8]</td>
</tr>
<tr>
<td>Mean and variance of quantal amplitude</td>
<td>$E[q]$ and $Var[q]$</td>
<td>$\frac{1}{N_0}$ and ( \frac{(0.6)^2}{N_0^2} )</td>
<td>[8]</td>
</tr>
<tr>
<td>Mean, variance and maximum of the capacity of RP in $i^{th}$ terminal</td>
<td>$E[N_{0,i}], Var[N_{0,i}], max[N_{0,i}]$</td>
<td>$10.3, 5.6^2, \text{ and } 27$</td>
<td>[21]</td>
</tr>
<tr>
<td>Mean recovery time constant of $i^{th}$ terminal</td>
<td>$\tau_{N,i}$</td>
<td>$0.6\frac{n_2}{N_0}$ s</td>
<td>[17]</td>
</tr>
<tr>
<td>Number of bound neurotransmitters per vesicle</td>
<td>$N_{NT}$</td>
<td>11.3</td>
<td>[22]</td>
</tr>
<tr>
<td>Fraction of AMPA receptors</td>
<td>$r$</td>
<td>0.72</td>
<td>[22]</td>
</tr>
<tr>
<td>Peak magnitude and time to peak for the EPSP of AMPAs</td>
<td>$h_{max,A}$ and $\tau_1$</td>
<td>1 mV and 8 ms</td>
<td>[2]</td>
</tr>
<tr>
<td>Peak magnitude and time to peak for the EPSP of NMDAs</td>
<td>$h_{max,N}$ and $\tau_2$</td>
<td>1 mV and 10 ms</td>
<td>[2]</td>
</tr>
<tr>
<td>Mean, variance, and bandwidth of AWGN</td>
<td>$E[n], Var[n]$, and $B_n$</td>
<td>0, 0.01 V, 100 Hz</td>
<td>[8]</td>
</tr>
</tbody>
</table>

![Fig. 4](image) Effect of average vesicle release probability on the achievable rate while ignoring changes in the number of RRVs.

![Fig. 5](image) Effect of average vesicle release probability on the achievable rate of neuro-spike communication under multivesicular release for different number of terminals.
Fig. 5. The expected number of RRVs in a synaptic terminal under different vesicle release scenarios.

Fig. 6. Achievable rate as a function of average vesicle release probability when the number of RRVs vary due to the vesicle pool statistics.

V. CONCLUSION

In this paper, we derive the rate region of neuro-spike communication by considering the existence of multiple terminals with univesicular release model between an input and output neuron and using a more realistic pool-based model for vesicle release process. Moreover, we study the effects of the average vesicle release probability and the number of RRVs on the achievable rate and show that although all RRVs are free to release in the multivesicular release model, due to their limited number, the achievable rate of this model is less than the univesicular release model with multiple terminals. Furthermore, we see that the existence of multiple terminals between two neurons improves the synaptic connectivity between these neurons.
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